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ABSTRACT

This paper presents an algorithm for partitioning a transversal
matroid, defined on a finite set E and a family Q of subsets of E,

into the minimum number of independent subsets.
p

The worst case running time is 0(m n), where m and n are the

number of elements in E and Q, respectively.
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1. INTRODUCTION

We consider a minimum partitioning algorithm of a transversal matroid.

By the minimum partitioning algorithm we mean the algorithm for finding as

few as k mutually disjoint independent subsets of the matroid elements.

J. Edmonds gives a theorem which states the necessary and sufficient

conditions of a general matroid [1]. In the proof of the theorem, he shows

an algorithm for minimum partitioning.

For a transversal matroid, more detailed results are presented by

J. Edmonds and D.R. Fulkerson [2]. In particular, conditions of the mini

mum partitioning of a transversal matroid are derived using network flows.

However, their main attention is focused on a creation of a matroid theory

and a generalization of various previously known results on partitioning

in terms of a matroid, rather than algorithm efficiencies. The minimum

partitioning problem of a transversal matroid has potentially many applica

tions in the area of combinatorial optimization. So the computational

complexity of the problem is of interest to us.

A transversal matroid is defined on a finite set E and a family Q

of subsets of E. Let m and n be the number of elements in E and Q,

respectively.

Although the algorithm in [1,2] can be applied to a partitioning

problem of any type of matroids, it requires 0(m c(m,n)) steps, where

c(m,n) is the number of steps required to test for independence in the

transversal matroid [3]. The present algorithm requires only 0(m n) steps.
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2. PARTITIONING OF A TRANSVERSAL MATROID

A TRANSVERSAL MATROID

Let E = {e. |i=l,2,...,m} be a set of elements. Let Q = {q.| j=l,2,...n}
l j

be a family of (not necessarily disjoint) subsets of E. The incidence rela

tions between E and Q can be visualized in the form of a bipartite graph,

G - (E,Q,A), where the nodes in one part are members of E, the nodes in the

other part are members of Q and the arc (e., q.)» which is directed from e^

to q., is in A if and only if e. € q

A matching in a graph G = (E,Q,A) is a set of arcs B c A such that no

two elements of B meet at a common node. A set of nodes T C E is a partial

transversal of Q if there is a matching in G = (E,Q,A) which covers all

nodes in T. For any family Q of subsets of E, M = (E,F) is a transversal

matroid » where F is the set of partial transversals of Q. A subset I in

F is called an independent subset.

A PARTITIONING PROBLEM

A partition of a matroid M = (E,F) separates the set E into k mutually

disjoint independent subsets I,, I2» ...» Ii. We shall use network flows to

produce a partition.

Consider the directed graph shown in Figure 1. In Figure 1 we have, in

addition to the bipartite graph defined on E and Q, a source node s, a

sink node t and arcs which are directed from s to e. and from q. to t.

The flow capacities of arcs (s,e..) are all unity. The flow capacities of arcs

(q^.t) are all equal to k.

The following theorem states a relation between partitioning of a trans

versal matroid and network flows.
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Theorem 1 (Edmonds and Fulkerson [2]). There is an integral flow of

value m from s to t if and only if there is a partition of a trans

versal matroid M = (E,F) into k independent subsets.

Proof. The proof is constructive and based on the integrity theorem

and max-flow min-cut theorem for network flows [4]. Let us take a path

decomposition of the flow. For each e., there is exactly one path which

includes the arc (s, e.).

For each q., there are at most k paths which include the arc (q.,t).

We put labels, 1 through at most k, to these paths associated with q. such

that each path has a distinct label.

After the labeling, we classify all paths according to their labels.

From the nature of labeling, a set of arcs, (e., qJ's, which are in the

paths with a same label, is a matching in the subgraph G = (E,Q,A). From

the definition, the set of nodes, e.-'s, in the matching is an independent

subset of the transversal matroid.

Using a converse procedure, k mutually disjoint independent subsets

of a transversal matroid yield an integral flow of value m from s to

t.

By theorem 1, the minimum partitioning problem of a transversal

matroid becomes a problem of finding the minimum value of k which admits

a flow of value m in the flow network shown in Figure 1.

One of the important results in [2] is a derivation of a transversal

theorem using network flows. This suggests computationally good algorithms



-5-

3. A MINIMUM PARTITIONING ALGORITHM

In this section we present the minimum partitioning algorithm, i.e.,

an algorithm for finding the minimum value of k which admits a flow of

value m in the flow network of Figure 1. We shall introduce some termi

nology which is used to describe the algorithm. Since the nature of the

algorithm is similar to those of a maximal flow algorithm [4] and a bi

partite matching algorithm [5], some same terminology will be used. How

ever, their meanings are slightly changed so that they are appropriate

for our problem.

An arc is said to be saturated if the amount of flow through the arc

is equal to its flow capacity. With respect to a given flow, let S be

a set of saturated arcs. A node e. in E is said to be free if all arcs

incident with the node are not in S. A node q. in Q is said to be free
j

if the arc from q. to t is not in S.
j

By ignoring the directions of arcs, an alternating path is defined

to be a path of arcs which are alternately in S and not in S. An

alternating tree is defined to be a tree which satisfies the following

two conditions. (1) The tree contains exactly one free node in E, which

we call its root. (2) All paths between the root and any other node in

the tree are alternating paths. An augmenting path is an alternating path

between a free node in E and a free node in Q.

With respect to an augmenting path, there is an unique path called a

s-t augmenting path, which consists of three components, i.e., the arc

from s to the free node in E, the augmenting path and the arc from the

free node in Q to t.

The s-t augmenting path corresponds to a flow augmenting path of

maximal flow algorithm. If a s-t augmenting path exists, the flow can be
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decreased by unity in each arc in S and can be increased by unity in

each arc not in S. The result is the augmented flow. From the augment

ing path theorem [4], it follows that a flow from s to t is maximal

if and only if it admits no s-t augmenting path.

DESCRIPTION OF THE ALGORITHM

The computational procedure is begun with the zero flow and unity

value of k. An alternating tree rooted to a free node in E is con

structed by means of a labeling technique. Eventually, one or the other

of two events must occur. Either a free node in Q is added to the tree,

or else it is not possible to add more nodes and arcs to the tree. In

the former case, we have an augmenting path and the value of the flow can

be augmented by unity using a corresponding s-t augmenting path. Then

the root becomes a non-free node and the tree-constructing procedure is

repeated for another free node in E.

In the latter case, no augmenting path exists and the flow is maxi

mal under the current value of k. Then we increase the value of k by

unity and the tree-constructing procedure is repeated. The computation

is terminated when no free node in E exists. The algorithm steps are

summarized as follows.

Step 0 (Start) i = 1; k = 1; S = 0.

Step 1 (Labeling)

(1.0) Give the label "f" to a free node e. in E.

(1.1) If all labeled nodes have been scanned, go to Step 2. Other

wise, find a node v with an unscanned label. If v e E, go

to Step 1.2; if v <= Q, go to Step 1.3.
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(1.2) Scan the label on node v (v e E) as follows. For each arc

(v, v') not in S, give node v' the label "v", unless node

v1 is already labeled. Return to Step 1.1.

(1.3) Scan the label on node v (v e Q) as follows. If node v is

free, go to Step 3. Otherwise, for each arc (v, v1) in S,

give node v' the label "v". Return to Step 1.1.

Step 2 (Increasing of k) No augmenting path has been found, k = k + 1;

remove all labels; go to Step 1.

Step 3 (Augmenting) An augmenting path has been found. Augment the flow

using a s-t augmenting path which corresponds to the augmenting

path. Update S according to the new flow.

Step 4 If i = m, then halt. Otherwise, i = i + 1; remove all labels; go

to Step 1.

The labels given in Step 1 serve to conduct a form of backtracking in

Step 3. The nodes in the augmenting path are identified by the backtracking

from the free node in Q. The initial node in the path is identified with

the label "f".

CORRECTNESS OF THE ALGORITHM

Theorem 2. The algorithm finds the minimum value of k which admits

a flow of value m from s to t.

Proof. Let k be the minimum value of k. Let k* be the value

when the algorithm halts.

The number of augmentations is equal to m because one free node in

E becomes a non-free node after each augmentation and the existence of the

augmenting path is guaranteed by the increasing of k in Step 2. Hence,
*

the algorithm produces a flow of value m. It follows that k' >_ k .
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At the (k - 1) st stage of the algorithm, there is at least one

free node in E which has no augmenting path. This implies that the

flow is maximal at that moment and its value is less than m. Hence

* *
k' -1 < k . Since k is integral, k' = k .

By Theorems 1 and 2, the algorithm finds as few as k mutually dis

joint independent subsets of transversal matroid elements. The path de

composition procedure described in the proof of Theorem 1 gives informa

tion on partition from the flow resulted by the algorithm.

COMPLEXITY OF ALGORITHM

We can evaluate the complexity of the algorithm as follows. The

number of augmentations is equal to m and the increasing of k in

Step 2 guarantees that the number of repetitions of Step 1 for each

free node in E is at most 2. Therefore, the loop, Step 1 through

Step 4, is executed 0(m) times.

In the inner loop of Step 1, Step 1.1 requires 0(m + n) steps.

Since the time spent in each execution of Steps 1.2 and 1.3 is bounded

by the number of arcs incident with node v and Steps 1.2 and 1.3

are executed only once for the given v, the total time spent in Steps

1.2 and 1.3 is 0(mn). Hence Step 1 requires 0(mn) steps.

Step 2 requires 0(m + n) steps because the number of arcs between

q. and t is equal to n and the number of labels is equal to m + n.

Step 3 requires 0(mn) steps because the number of steps required by

the backtracking procedure and the updating S is bounded by the number

of arcs in the flow network. And Step 4 requires 0(m + n) steps for

removing labels.

Hence, the overall computational complexity of the algorithm is

0(m2n).
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4. CONCLUSION

An algorithm for minimum partitioning of a transversal matroid has

been presented. The algorithm has a worst case running time of 0(m n).

The minimum partitioning problem is closely related to the maximum pack

ing problem; i.e., the problem of finding the maximum number of disjoint

maximal independent subsets which are called bases. The present algorithm

can be applied to the maximum packing problem of a transversal matroid

with minor modifications and would yield 0(m n) running time.
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Figure 1. A flow network
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