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Introduction

Advances in semiconductor technology is largely governed by our ability to

control and modify materials in a well-defined manner. It is because of this

control that small, fast, low power devices can be made and combined to form

circuits. In contrast to diffusion processes, ion implantation excels in control,

and has become the method of choice for forming dopant profiles. Another area

where ion implantation can contribute to the fabrication of high quality devices

is in the formation of buried dopant layers. Currently, the method used to form

a buried layer begins with an implant or diffusion followed by an epitaxial growth

step. Asingle very high energy implant can achieve a buried profile, and has

advantages over the two step epitaxial technique. Specifically, ion implantation

is a low temperature process with a high degree ofareal uniformity not found in

epitaxy processes. An ion implanted buried layer also has the advantage of being

a one step process which utilizes a well developed technique.

To demonstrate the utility of high energy implantation we present in Figure

I two implanted profiles. The dashed profile is obtained from a typical 400 keV

implant of arsenic into silicon, while the solid profile is obtained by implanting at

II MeV. The desired peak concentration of bxlO16atoms/ cm3 requires a dose of

7.5xlOnatoms/crn2 and 3.75xl0izaroms/ cm2 for the 400 keV and 11MeV

implants respectively. The low energy implant determines the dopant

concentration in the first few thousand Angstroms of the silicon, and represents

the capabilities of commercial implantation systems. The 11 MeV distribution

peaks at 4.4 microns. By having energies up to 11 MeV the arsenic distribution in

a silicon substrate can be controlled over a range of 4.4 microns without the use

of epitaxial silicon.

Some Theoretical wonsiderations

The purpose of this section is to discuss the physics of MeV ion
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implantation, and determine threshold energies for new mechanisms. These

energies are summarized in Table 2. A detailed description of the range-energy

relationships with the intervening mathematical steps necessary to produce

implanted distribution curves would be out of place here. Several references are

available.1,2,s

The fundamental energy loss equation from which the calculation begins is:

Here, as in all of the following equations, the variables are defined as in Table 1.

The physics of the implantation process is dominated by Sn and S,. The nuclear

stopping power,Sn, represents the energy lost by an ion to screened coulomb

scattering with the lattice atoms. It is this process that damages the crystal

during conventional implantation, and dominates the spread in the final

implanted distribution after the ions come to rest. The electronic stopping

power.S,, is the energy lost to the electrons of the target material. Since

electrons are much more numerous than nuclei this term can be appreciable,

but since electrons are much lighter than nuclei this term contributes much

less to the spread in the final ion distribution. For ion energies less than a few

hundred MeV, electrons can not cause damage.

5n is determined using the Thomas-Fermi model of the atom. This model

has produced good results for keV energies,4 but will breakdown when nuclear

interactions become important. The first threshold energy we would like to

calculate is the energy necessary to cross the coulomb barrier and produce

nuclear interactions.

It has long been known, particularly at Berkeley, that if one atom impinges

on another at sufficient energy nuclear interactions will take place. These are

strong force interactions, and require the spacing of the two nuclei to be on the

order of a pion wavelength plus the sum of the two nuclear radii.6 Empirically
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this spacing has been found to be:

/?=(^«+^8)(1.45x10-") meters (2)
This distance is small compared with the electron orbitals so a simple

unscreened coulomb potential can be used to determine the energy needed to

come this close in a head-on collision:

These energies for B, P, and As into silicon are shown in the first column of Table

2.

The effect of crossing the coulomb barrier for semiconductor work has not

been studied, but is well within the range of Berkeley's Heavy Ion Linear

Accelerator (HILAC). From eqn. (2) we see that the percentage of iicoming ions

that would experience a nuclear interaction should not be large. The effect this

percentage would have on the final ion distribution and damage distribution has

not been determined.

A second consideration, is the possibility of damage done to the crystal

lattice by scattered electrons. To find the energy at which this damage can

occur consider two processes. The first is the scattering of an electron by an

incoming atom. The second is the scattering of a lattice atom by this electron.

Since the rest mass of an electron is 511keV/ c2 this calculation should proceed

in a relativistic framework. For the first interaction we have:

Ei+E9=E±+E'9 (*)
and

For a relativistic particle we have:

KE=^czp*+m*c*-mc2 W
where KE is the kinetic energy of the particle. The maximum energy transfer is

in a head-on collision. Thus, for threshold energy calculations we get:
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KE9=2m9c mf2c4+miec4+2m9c2(pi8c2+mi2c4)i/8 (?)
now since m< » m9 and the incoming ion is non-relativistic (i.e., for energies

less than 938 4 MeV where 4 is the nuclear mass) we get:

ICE
J05'f«4mt—i- (8)

Applying the same relationships to the second interaction we get:

o c

^=2miC2mi2c*+m82c4+2mic8(pe2c2+m82c*)^2 (9)
for a head-on collision.

To determine the threshold numbers for the damage we assume that the

electron must transfer 15 eVto a silicon atom, and that mi » m9. Fifteen eKis

the energy necessary to create a Frankel defect.12 From eqn. (9) we determine

that the electron must have a kinetic energy of 165.3 keV, The second column of

Table 2 contains the energies needed for B.P, and As to transfer this much

energy to an electron.

This effect like the previous one has not been studied in semiconductors,

but it too is within the capabilities of the HILAC. Since the highest energy

electrons will be created near the surface, and the absorption of electrons

follows an exponential law with distance,17 the damage created by these

electrons will be greatest near the surface. This is unlike the damage created

by 5n which peaks just below Rp for high energies.

The third consideration, is the energy dependence of the electronic

stopping power. This problem has been considered by Brice.6 Three distinct

regions in energy are apparent: (i) a low energy region for which the incoming

ion has a velocity (v) much smaller than the orbital velocities of the electrons

belonging to either the lattice or incoming atoms fit's}, (ii) an intermediate

regime where v is of the same order as some of the \u's], and (iii) a high energy

region where v is much larger than any of the \u's\.



-8-

As reviewed by Brice and others,8-17 the first region is that for which the

Lindhard and Firsov formulations are valid. The third region has the Bethe-Bloch

stopping power, while for the second region no simple theory has been found.

From data available for ions penetrating gaseous targets, Brice has

produced an empirical three parameter fit valid in all three regions. The

expression is somewhat complicated, and is not reproduced here, rather plots of

the electronic stopping power for the standard cases are shown in Figures 2a,2b,

and 2c. These plots were generated using the Brice formula with the parameters

interpolated from the Tables given in reference [l].

The plots of S9 show that a maximun in the electronic stopping is obtained

with S9 falling off for higher energies. The major consequence of this effect

should be an enhanced increase ofRp as a function of energy once we cross the

maximum in the electronic stopping power. The energies at which this will occur

for the standard case are given in column 3 ofTable 2. Experimental

measurements of this effect for semiconductors has not been reported, but

recently we have exposed silicon to 4 MeV boron atoms in the hopes of

measuring the increased range. Details of the finding will be reported in future

work.

There may exist other high energy effects, but the amount of data above 1

MeV for semiconductor work is very limited.

Experimental Conditions

The implantations were carried out using the facilities of the Lawrence

Berkeley Laboratory. Eleven MeV arsenic beams were obtained from a

dynamatron with a 2.2 megavolt terminal. The ion source is a conducting crystal

of gallium arsenide from which arsenic ions in the 5+ charge state were

sputtered and extracted into the accelerator column. The beam cur. cat used

was 1.3±.3p,amps with a 1.0±.2 cme spot size. A dose of 1.9xl015aroms/cmz was
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deposited for all the samples. The specimens can be either water-cooled to a

nominal temperature of 300° K orUquid nitrogen cooled to 77° K* Anneahng was

carried out in a flowing nitrogen ambient at 545° C for 16 hours followed by a

965° C cycle for 15 minutes. The times were chosen to allow for solid-phase

regrowth over 5 microns of silicon, and to achieve electrical activation.

A criterion which is of central importance is whether the implanted silicon

can be returned to a device quality state after implantation. This means that pn

junctions must be located in dislocation free silicon. The carrier mobility and

minority carrier lifetime should also be maximized.12 To characterize the

damage created by the implantation, Rutherford backscattering spectrometry

(RBS) and cross-sectional transmission electron microscopy (XTEM) were used.

For the RBS measurements 2 MeV helium nuclei were channeled along the <100>

axis and their backscattered yields recorded. Table 3 summarizes the results of

the RBS measurements. In this Table. Xmin is the ratio of backscattering yields

for the implanted sample divided by the yield for a randomly aligned crystal.

The yields used are those from the helium ions that are scattered from silicon

atoms justbelow the crystal's surface. The backscattered spectra also contain

information about the silicon lattice from the upper one micron. With the

exception of the unannealed LN-cooled sample the spectra obtained from the

implanted and unimplanted silicon show insignificant differences over this first

micron. Specifically, the room temperature implant shows crystalline

characteristics before furnace annealing down to one micron while the LN-

cooled sample is amorphous in this region.

To obtain information about defect densities over the full range of the

implant XTEM was used.8 Figures 3a and 3b contain the XTEM micrographs of the

as-implanted silicon for both LN-cooled and water-cooled substrates. The dark

bands represent the amorphous regions in these bright-field micrographs. It is
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evident that the widths of these amorphous bands depend strongly on the

substrate temperature during implantation. Comparison between l.he water-

cooled and LN-cooled specimens shows that dynamic annealing during the

300° K implantation is significant, with in situ recrystallization taking place

mainly in the upper portion of the amorphous band.

Since the creation of amorphous silicon is related to lattice displacement,

the energy per unit distance (eV/A) deposited into nuclear stopping, Qn, has

been generated from the tables of Brice.1 Qn is the integral over the range of the

implanted damage of the energy deposited into the motion of silicon atoms. This

integral includes contributions from the damage cascade as well a.3 the energy

deposited by the incoming ion Sn. From Figure 4, it is observed that the

boundaries of the amorphous band occur at approximately the same energy

density for the room temperature implant. The LN-cooled sample shows a

slightly lower threshold toward the surface. If a threshold energy, Q?% is defined

as the value of Qn at the amorphous interface, then the Q? value is determined

to be 24±leV/i4 for the water-cooled sample, and ll±3eV/A for the LN cooled

sample. These Q? values correspond to energy densities of 4.56xl021A:e7/cm3

and 2.1xl021fce V/ cm2. The energy density found for the LN-cooled sample is

higher than the energy density required for low energy ion implantations.9

The micrographs in Figure 3 both show a more abrupt amorphous-

crystalline interface at the lower boundary than the upper boundary. This

observation can be explained by the more gradual change of Qn at the upper

interface as compared with the rapid change of Qn at the lower interface.

Physically, the energy carried by the recoil silicon atoms will influence the

interface sharpness. Near the lower interface most of the recoil atoms will carry

small kinetic energies and have negligible straggling in their range.

The sharpness of the interfaces has also been observed (Figure 3) to be
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dependent on the implantation temperature. The movement of interstitials or

vacancies is required for recrystallization, and since the diffusion length of

vacancies and interstitials increases with temperature, the interface is less

abrupt for the water-cooled case. For LN-cooling in situ annealing is not as

important.

The XTEM micrographs of the annealed specimens are shown in Figure 5.

Regrowth features indicate that solid-phase recrystallization proceeds from

both upper and lower interfaces. Crystalline quality of regrown layers from the

lower interface ranges from dislocation free crystal for the LN-cooled specimen

to low dislocation densities for the water-cooled specimen. In contrast, dense

dislocation networks are observed in the regrown layers originating from the

upper regrowth interface for both types of specimens. The regrowth fronts meet

approximately at the mid-distance between the regrowth interfaces, indicating

that the regrowth rates are almost the same for both regrowth fronts. In

addition to the dislocations in the middle of the implanted region, a large

concentration of stacking fault tetrahedra (SFT) and small dislocation loops

were present in the surface region, extending down to a depth of 1500

Angstroms. The SFT's indicate the presence of vacancies at the surface.10

In summary, the discrete layers of secondary defects formed during the

anneal are similar to those observed for lower energy implantations.11,12 The

narrow band of defects (interstitial type) at the lower regrowth interface for the

LN-cooled sample, and just below the lower interface for the water-cooled

sample has also been observed previously with implantation in the 100 keV

region. This band is visible only after annealing, and its formation mechanism is

still under investigation.

Device Considerations

High energy implantation has made possible some novel and perhaps
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important device structures.13>14>15-18 Save for [16], these structures have been

fabricated using beams with energies between 1 and 5 MeV; in our work the

energy has been extended to 11 MeV. By increasing the energy it is possible to

obtain highly doped buried layers while keeping the surface concentration low.

In this way, not only conventional device structures benefit, but three

dimensional usage of the silicon may also be possible.

For device applications Figure 5 (b) is of particular interest because the

upper two microns of the substrate contains defects only at the surface, and is

recrystallized by in situ annealing during the implantation process. The

perfection of this region is further confirmed by higher resolution weak-beam

TEM micrographs which indicate the absence of secondary defects. It is also

interesting to note from Figure 3 (a) that if the upper 1 micron of silicon is

removed before annealing then the regrown material would start from the

bottom interface only, and may regrow cleanly.

In summary, residual damage exists for both room temperature and LN

temperature implantation conditions. The effect of this damage on device

performance and yield can only be determined in an active device environment

where leakage currents and noise performance can be measured. It should be

pointed out that all of the implants performed for this study have been at a high

dosage. The residual damage for low dose or light ions has yet to be determined.

A spreading resistance curve for an implant is shown in Figure 6. The error

in concentration (y-axis) canbe as large as a factor of two, while the depth (x-

axis) is known to 4%. The peak concentration is below the predicted value of

2xl019a*oms/cm3. This could possibly result from bad activation or poor charge

integration of the implanted dose. The peak at 4.4 microns agrees with LSS

predictions, and with an independent secondary ion mass spectrometry

measurement. Two background concentrations that are interesting for device
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purposes are also depicted. For a typical p-type background concentration of

5xl018/ cm3 the implanted active arsenic would produce an n-type region

extending from 3 to 5 microns beneath the surface.

An application for such a distribution is shown in Figure 7. Here buried

interconnects are fabricated by first diffusing a phosphorus well, and then

implanting a buried channel. The channel can be defined using a mask composed

of gold, tungsten, or some other heavy element. Tungsten, being a refractory

metal with good adhesion to silicon dioxide, is preferable. Successful masking

for 11 MeV arsenic ions requires approximately 2.5 microns of either gold or

tungsten.

Resistance values for different length interconnects are shown in Figure 8.

This technique may offer another layer of independent interconnection for

increasingly complex NMOS circuits. The obtained sheet resistance of 50

0/square is sufficient for short paths, and with increased dopant concentration

poly-like resistances can be obtained.

In conclusion, a high energy implant process has been demonstrated and

buried interconnects have been fabricated. Research in this area is ongoing,

with other applications under active study.
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Table 1

Definition of Variables

A Nuclear Mass (amus)
c Speed of Light
e Charge on an Electron
E Energy
Ej Threshold Energy

£o Permittivity of Free Space
KE Kinetic Energy
m Mass

N Average Number of Ions at x
P Momentum

Qn Energy Deposited into Nuclear Stopping

Qt Threshold Energy Deposited
R Coulomb Barrier Spacing
Rp Projected Range
bRp Standard Deviation of Projected Ion Distribution
s9 Electronic Stopping Power
sn Nuclear Stopping Power
X Distance Along Ion's Path
Z Atomic Number

Subscripts and Superscripts

i Ion
I Lattice Atom

e Electron

primed After Collision

unprimed Before Collision



Table 2

Threshold Energies for Standard Ions
implanted into silicon (MeV)

Ion Coulomb Electronic Electronic
Barrier Damage Stopping Peak

Boron 10.5 835. 2.5
Phosphorus 33.7 2350. 14.0
Arsenic 63.2 5700. 80.0

Table 3

Substrate Cooling Xmin Furnace Anneal

LN 100% No
LN 5% Yes

Water 5% No
Water 5% Yes

Unimplanted (100) Si 4%



-13-

FIGURE CAPTIONS

Figure 1. Arsenic concentration versus depth for 400 keV (dashed line) and 11
MeV (full line) implantations. AGaussian approximation was used in
this calculation.

Figure 2. Electronic stopping power S9 as a function of energy for boron into
silicon (a), phosphorus into silicon (b), and arsenic into silicon (c).

Figure 3. XTEM micrograph of implanted silicon before furnace anneal, (a) and
(b) are the LN-cooled and water-cooled samples respectively. Sketches
of salient features are presented on the right. The dashed line in (b)
drawn from information contained in Figure 5(b).

Figure 4. Energy deposition curve from Brice with the positions for the
amorphous interfaces. The closed circles are for the LN-cooled sample
while the open circles are for the water-cooled sample.

Figure 5. XTEM micrograph of implanted silicon after furnace anneal, (a) and (b)
are the LN-cooled and water-cooled samples respectively. Sketches of
salient features are presented on the right.

Figure 6. Spreading resistance measurement of active arsenic concentration
versus depth.

Figure 7. Cross section view of buried interconnect.

Figure 8. Resistance versus length for a set of interconnects.
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