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ABSTRACT

With the increasing complexity of functions on a single MOS chip, precision anaisg
circuits implemented in the same technology are in great demand so as to be integrated
together with digital circuits. The future development of MOS data acquisition systerns
will require precision on-chip MOS voltage references. This dissertation will probe two
most promising configurations of on-chip voltage references both in NMOS and CMOS

technologies.

In NMOS, an ion-implantation effect on the temperature behavior of MOS devices is
investigated to identify the fundamental limiting factors of a threshold voltage difference as
an NMOS voltage source. For this kind of voltage reference, the temperature stability on
the order of 20ppm/°C is achievable with a shallow single-threshold implant and a low-

current, high-body bias operation.

In CMOS, a monolithic prototype bandgap reference is designed, fabricated and tested
which embodies a curvature compensation and exhibits a minimized sensitivity to the pro-
cess parameter variation. Experimental resuits imply that an average temperature stability
on the order of 10ppm/° C with a production spread of less than 10ppm/°C is feasible over

the commercial temperature range.
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- LIST OF SYMBOLS

Subscripts U, E, D and B on the following symbols stand for unimplanted, enhancement,

depletion and double-implant, respectively.

A Emitter area ratio.

Cox Gate oxide capacitance per unit area, €gy/lox-

E, Si energy gap.

E, Linearly-extrapolated Si energy gap at 0°K.

I, Temperature-independent bias current.

A Reverse saturation current.

I g.c Base, emitter or collector current.

Ip Bias current of V.

It PTAT (Proportional To Absolute Temperature) bias current.
kT/q Thermal voltage, =26mV at 300° K.

KVr PTAT correction voltage.

FV} PTATS(PTAT Squared) correction voltage.

n Exponent in the mobility temperature variation of T~ ".
n, Intrinsic concentration, =1.4x10%m™ ar 300°K.
N, Bulk dopant concentration.

N, Enhancement acceptor implant density.

Ny Depletion donor implant density.

Npeak Peak carrier density in the channel at threshold.

q 1.6x10~"Coul.

Qq Depleted charge density per unit area at threshold.
o) Implanted charge density per unit area. -
O Fixed charge at the Si-Si dioxide interface.

o) Total built-in base charge per unit area.

ry Base resistance of one unit transistor cell.

tox Gate oxide thickness.

T Temperature in °K.

Vse Emitter-base or base-emitter potential.

Vel Linearly-extrapolated Si bandgap voltage at 0°K.
Ve2 Quadratically-extrapolated Si bandgap voltage at 0° K.
Vo Gate-source voitage mismatch of a pair of IGFET’s.
v, Bandgap voltage for the internal bias purpose.

Vs Offset voltage of an op amp.
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Output reference voltage.

Gate threshold voltage.

Gate to source voltage.

Source to bulk body bias voltage.

Thermal voltage k7/q.

Depth of the maximum potential point.

Depth of the depletion edge at threshold.

Depth of the enhancement implant.

Depth of the depletion implant.

Exponent in the bias current temperature variation of T™.
Current gain of bipoiar transistors.

4—n where n = 3/2°5/2.

Permittivity of Si, =10~'2F/cm.

Permittivity of the gate oxide, =3.5x10™13F/cm.

Average channel mobiiity.

Channel to bulk built-in potential at threshold.

Channel to bull; built-in potentia! in enhanceme at devices.
Channel to bulk built-in potential in depietion devices.
Potential drop from the maximum potential poinit to the surface.

Unless otherwise specified, the following data are employed for numerical calculations :

Qe
Qp
N,
Nai
N, di

2x10%em™2 ,
6x10""em™2
5x10%em™3
5%10Y%em™3 |
107cm™3 ,
400nm |,
60nm |,
100nm  and
5V .



CHAPTER 1

GENERAL INTRODUCTION

To meet the growing integration trend of analog and digital LSI functions, the
development of precision analog components has been accelerated in MOS technology {1l.
An essential element of the analog and digital interface function is a voltage reference to
control the scale factor of conversion. The absolute accuracy of data conversion systems is
limited by the accuracy of the voltage references used in the systems. The temperature sta-
bility of a reference source is a key factor in the accuracy of the overall data acquisition
function. In reality, the performance of voltage references has not been able to catch up
with those of other data acquisition functions. Therefore, the ability to integrate an entire
data acquisition function within a single MOS VLSI chip is contingent upon the ability to

realize an MOS-compatible voltage reference with a very low temperature drift.

This thesis explores the best-performing configurations of on-chip voltage references
both in NMOS and CMOS technologies. In the first part (Chapter 2), an analysis of the
effect of ion-implantation on the IGFET threshold temperature drift is presented, and sim-
ple design equations for predicting the threshold voltage temperature coefficients of
implanted devices relative to those of unimplanted devices are developed. In the second
part (Chapters 3, 4 and 5), a precision curvature-compensated switched-capacitor bandgap
reference is described which employs a standard digital CMOS process and achieves a tem-
perature stability significantly lower than has previously been reported for CMOS circuits
without critical trim requirements. The theoretically achievable temperature stability of the
reference output approaches 10ppm/°C over the commercial temperature range utilizing a
straight-forward room temperature trim procedure and the estimated production spread is
less than 10ppm/°C. Experimental data from monolithic prototype samples are presented

which fit the theoretical predictions reasonably well.



1.1. Historical Research Survey

Since its introduction by Widlar [2], the bandgap referencing technique has been
applied for implementing a voltage source in bipolar integrated circuits. The temperature
stability of a bandgap reference has been continuously improved via new circuits and tech-

nology innovation such as a curvature compensation and a laser trimming {3]-[6].

In NMOS technology, however, due to the lack of a forward-biased diode, the
bandgap referencing scheme is not directly applicable. To date, the only technique actually
utilized commercially for implementing NMOS reference sources has been based on
developing the difference between the threshold voltages of two devices with different
implants in the channel [7]-[8]. The temperature stability of such a voltage source depends
on the details of the effect of the channel implant on the (emperature coefficient of the
device threshold. The temperature variation of the uniformly-doped device has been stu-
died by many authors [9]-[11]. The temperature dependent hehavior of the depietion dev-
ice was analyzed by Gaensslen and Jaeger, numerically (12} and analytically [13). Their
work emphasizes the low temperature carrier freezeout phencmena and is not suitable for a

circuit application in the commercial and military temperature ranges.

In CMOS technology, the bandgap referencing technique has been directly applied
(14)-[15) and many versions of on-chip voltage references have been introduced during the
past few years [16]-[17] using the well-known bipolar bandgap referencing technique. The
flat-band voltage difference [18] resulting from different gate materials and the work-
function difference [19] resulting from different gate dopings have also been proposed as
reference sources. Unlike the bipolar implementation of a bandgap reference, however, the
development of a high performance CMOS bandgap reference has been hindered by several
factors such as the peculiarities of the bipolar devices available in a standard CMOS process,
the high offset and drift of CMOS op amps that make up the circuit as well as the inherent

curvature problem in the bandgap reference.



Table 1 summarizes the features of the several voltage reference works published in
the chronical order. Note that the high performance in the bipolar reference is achievable
through the use of thin film resistors and a laser trim technology. Due to the lack of these
features and the existing problems unique to CMOS, a high-precision CMOS voltage source

has been unattainable.

TABLE 1
HISTORICAL SURVEY
Tech. Author Vier T.C. Feature Correct Noise
(1) (ppm/°C) V)
Bipolar Widlar § 200 Thin film Ist 40
(1971) (-557125°C) order  (100kHz)
" Kujik 9.18 4 Thin film " 70
(1973) (0760°C) Laser tr. "
" Brokaw 25 5-60 " " -
(1974) (-557125°C)
" Palmer b 2.2 " 2nd -
(1981) " order
" Meijer 1.158 0.45 Ni-Cr " -
(1982) (-25785°C)
NMOS  Blauschild  3.167 49 - - 200
(1978) (-557125°C) (10kHz)
CMOS Tsividis 1.105 160 Weak inv. Ist -
(1978) " order
" " 1.2 70 p well " -
(1979) (0-60°C) Weak inv.
" Vittoz 1.3 110 " " -
(1979) (-50°100°C)
" Gregorian 1.171.3 40 p well " -

(1981) (0°70°C)




CHAPTER 2
THRESHOLD VOLTAGE DIFFERENCE AS
AN NMOS VOLTAGE SOURCE

2.1, Introduction

Ion-implantation has been widely employed to adjust the threshold voltage of MOS
transistors made on low conductivity substrates. The only commercially available NMOS
voltage source relies on the threshold voltage difference of two devices with different thres-
hold implants. However, the temperature variation of device characteristics associated with
the channel implantation has not been fully understood. This chapter begins with an
analysis of the temperature variations of the four types of implanted devices typical of those
available in NMOS technology and the theoretical resuits are compared with experimental
data. In this analysis, only the relative temperature variations of the implanted devices with

respect to the unimplanted devices are considered.

In Section 2.2, the general threshold condition of IGFETs is described and, assuming
the channel is gradual, the one-dimensional Poisson’s equation based on a depletion
approximation is solved for general non-uniform doping profiles. Also, the built-in potential
difference and its effect on the threshold voltage temperafure variation of the implanted
devices will be discussed. In Section 2.3, the threshold voltage shifts resulting from vari-
ous channel implants are calculated based on the threshold definition described in Section
2.2. In Section 2.4, using the analysis of Section 2.3, simplified explicit expressions for the
temperature coefficients of the implanted devices relative to those of the unimplanted dev-
ices will be developed using a step profile approximation. In Section 2.5, the validity of the
depletion approximation is discussed and, in Section 2.6, experimental results are compared

with the theoretical results developed in Section 2.4.
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2.2. Threshold Voltage of IGFET’s and its Temperature Dependence

The profile of an n-channel insulated gate field effect transistor (IGFET) is shown in
Fig. 2.1. The heavily n*-doped poly-Si gate is isolated from the substrate by the
thermally-grown thin Si-oxide layer. The energy band diagram of the MOS system of Fig.
2.1 is illustrated in Fig. 2.2(a). As the gate voltage is increased above the flat-band vol-
tage, the fielc! at the surface of the Si increases and the energy band begins to bend. In the
surface region, the majority carriers (holes) have been depleted and generation of carriers
will therefore exceed recombination. The generated hole-electron pairs are separated by
the field, the holes being swept into the bulk and the electrons moving to the oxide-Si
interface where they are held because of the oxide energy barrier. The IGFET threshold
voltage is def.ned as a potential drop from the gate to the substrate when a certain number
of carriers exist in the channel. At this time, the potential drop from the point where
potential is maximum to the substrate is defined as a built-in potential ®,, as shown in Fig.

2.2(b).

2.2.1. IGFET at Threshold

For a long-channel MOS transistor, the gate-substrate potential drop at threshold is
the sum of the potential drop Vpy across the gate oxide and the potential ®(x=0) at the

surface. That is,
Vih = Vox + ®(x=0) . 2.1)

The potential drop across the gate oxide is also given by

Qu Qs Qs
ox B~ Cor M e T Cox

where Qy is the space-charge density per unit area, Cpy is the gate oxide capacitance per

unit area, and Vgp is the flat-band voltage which is determined by the metal-semiconductor
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work function difference @, and the fixed interface charge per unit area Q,,, etc.. From

Fig. 2.2(a), the metal-semiconductor work function difference ® s is simply

Duys = Py —Ps = Ep — Ef (2.3)

where @), and ®¢ are the work functions of the gate and the substrate, E, and £, are the
potential difference from the oxide conduction-band edge to the Fermi potentials of the
gate and the substrate, respectively, as shown in Fig. 2.2(a), and N, and N, are the

dopant concentrations of the gate and the subsirate, respectively.

Assuming charge nezutrality beyond the depletion edge and neglecting minority car-
riers, the one-dimensional Poisson’s equation and the boundary conditions in the Si bulk

are

d*®(x)
72’5_ - - :‘II. N&x) , (2.4

dd(x) -
¢(X,1) 0 and ———@ L-Xd 0

where X, is the depletion region edge and N(x) is the total charge density as a function of

depth from the Si surface. The solution of (2.4) is

o() = - L [xf Nt - )[ NG dr] . 2.5

d d

The depleted charge density per unit area at threshold is also given by

Ay
0 = —q [ Nx)ax (2.6)
0

where the negative sign indicates the polarity of the space charge left over after the free

carriers are depleted.



2.2.2. Channel-to-Bulk Built-In Potential

The channel-to-bulk built-in potential is defined as the potential difference between
the peak potential of the conducting channel and the substrate potential. The potential
with reference to the intrinsic Fermi level is a logarithmic function of the electron concen-

tration so that

O(x) = "TTmL"’ Q.7

i
where n(x) is the electron concentration at x. The definition of the built-in potential coin-

cides with the definition of the peak-carrier density in the channel at threshold.

For the unimplanted (uniform channel doping) device without the body bias, the
built-in potential between the maximum potential point in the channel and the bulk at

threshold has traditionally been defined as the strong inversion value of
D, = T In— . (2.8)

The same definition has been extended previously to the implanted devices [20]-[21]. This
definition is equivalent to defining the threshold condition as that condition in which the
concentration of electrons in the channel at the maximum potential point is the same as the

concentration of holes in the bulk.

The built-in potential in the non-uniformly doped devices with channel implantations

has been defined in two different ways. One definition is
o Dreila @.9)

where Ny is the actual dopant density at the potential maximum point [22]-(24]. The

other definition is

' N(X=X,)?
®) = "Trxn—(—nz-i 2.10)
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where N(X=X,) is the dopant density at the edge of the depletion region [25]-[27). Equa-
tion (2.10) is only valid when the implantation is deep and the body bias is low, and it coin-
cides with (2.8) as far as the depletion region extend beyond the implantation depth.
Equations (2.9) and (2.10) heavily depend on the depletion approximation and the strong
inversion condition. Usually, it results in a high channel conductance at threshold. The

generalization of the above definition leads to

Nyear
Dy = "—Tln%lv" (2.11)
q n;

where N, is the peak electron density in the channel at threshold.

The above definitions are based on an arbitrary definition of the strong inversion.
There is no way to define the threshold condiiion analytically other than the definitions
mentioned. We can not say which one is better than the others absoluizly. As a rule of
thumb, however, the peak carrier density N, is defined as equal to the bulk doping con-
centration N,. Whatever the definitions are, the calculated threshold voltages are close to

each other due to the logarithmic relation as indicated by (2.7).

2.2.3. Threshold Voltage Temperature Dependence

The threshold voltage temperature dependence of the unimplanted IGFET has been
investigated in many works [9]-[11], [28]-[30], especially at low temperature [31]-[33].
Assume the fixed interface charge is independent of temperature, the differentiation of

(2.1) with respect to temperature yields

dVy _ dPuys 1 dQs do,

a7 aT o dT T ar 212

for the unimplanted device.

The second term of (2.12) is adjustable by increasing the body bias and scaling down

the gate oxide. However, the major contributions are from ®,,s and ®,,. Therefore, the
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direct dimension scaling of MOS devices does not scale the temperature drift of V. This
may pose a problem in the low supply voltage operation of scaled MOS devices. From

(2.11) and (AIL16), the built-in potential temperature dependence is given by

ddy _ 1 Vg %, 3 kT (2.13)
T T[‘bm q(Ex T dT) 3 q] )

1 1
= -T(‘bb'—; gl)

where the linearly-extrapolated Si energy gap E;; at 0°K is

dE,
T

Egl = Eg—' T
= 1.205 eV for T =300°K

For the substrate doping of N,=5x10"cm™3, the temperature drift of the built-in potential

is approximately

|
dd’b, i 1
ar ir. T, (b, — 1.205) (2.14)

1
300 (0.545 — 1.205)

N

= =22 mV/°C  for Ny = N, = 5x10" cm™3

The metal-semiconductor work function difference @y in (2.3) assumes the same form as

®,, in (2.11) and therefore its temperature drift is

d®ys 1
ar I, T, (0.862 — 1.205) (2.15)

= L14 mV/°C for Npy=10® cm™

The space-charge density Q, is proportional to (®, + Vsg)" where Vg is the source-to-

bulk body bias. Therefore, we obtain
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s _ Qu dd,, (2,16
dT 2Cox Dy + Vsg) dT 16)

_ [2x1.6x107"9x107"2x5x10'4(0.545 + V55)1"
2x3.5x107%(0.545 + V)

I

x(=22 mV/°C)

= 0.52 mV/°C for Vszg=0 V

= 0.17 mV/°C for Vipgm5S V

where (AL6) is used for the approximation. Also note that the temperature variation of

Q, decreases as Vg increases.

Based on the above simple analysis from (2.12) to (2.16), the temperature coefficient

of V,, is estimated by

dvV
daT

= 114-054—-22 = —1.6 mV/°C for Vsg=0 V 2.17)
= 1.14-017-22 = =123 mV/°C for Vsg=5 V

The above estimations are close to the experimentally observed temperature coefficients of
the unimplanted devices. Specifically, the body bias effect on the threshold temperature

variation fits well with the experiment.

2.3. Threshold Voltage Shifts by Ion-Implantations

In a typical enhancement/depletion NMOS technology, up to four types of devices are
available depending on the dopant profiles as shown in Fig. 2.3. Using a depletion approxi-
mation, the dopant density, the space charge, the field distribution and the potential distri-
bution at threshold for the enhancement device and the depletion device are illustrated in
Fig. 2.4 and 2.5, respectively. At threshold, the surface of the enhancement-mode device
is depleted of mobile free carriers, and minority carriers start to build up due to the polarity

inversion at the surface where the potential peaks. In the depletion-mode device, a
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conducting channel is already formed by the depletion implant. Therefore, at flat band
condition, there still exists a conducting channel under the surface. These free carriers
must be cleared by pulling down the gate voltage. At threshold, the implanted conducting
channel is depleted and the pinch-off condition occurs. The potential peaks at the subsur-

race as shown in Fig. 2.5(d) and free electrons accumulate at this peak potential point.

The threshold voltage shifts resulting from various channel implants are described for
the enhancement device in numerical forms [25]-[26], [34] and in analytic forms [21], [27)
and [35], for the depletion device in numerical forms [20], [36]-[37] and in analytic forms
r22]-[24], respectively. In the following subsections, the equations describing the threshold
voltage shifts resulting from the enhancement-type and the depletion-type channel implants

are derived based on the depletion approximation discussed in Section 2.2.

1.3.1. Enhancement-Type Implantation

The threshold voltage of the unimplanted device is shifted due to the enhancemcii

implant by
AV, = Ad, — AQ./Cox (2.18)

where A®,, is the built-in potential difference of the enhancement device and the unim-

planted device at threshold and is given from (2.11) by

_’SI In Npeak—E

AQ,,, - d’g - q’u o= (219)
Nmk—U
and AQy, the depleted charge difference between them at threshold, is
X Xay
AQy = Que—Quw = — qf [N,, (x)+N,,]dx + qf N,dx . (2.20)
0 0

The depletion region edges of the enhancement device and the unimplanted device, Xy

and Xy, respectively, can be obtained implicitly from the following relations ;
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Fig. 2.4. Enhancement device at threshold. Sketches of (a)
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Xie
O + Vs = L .‘[)' x[N,,, (x)+N‘,]dx (2.21)
s
and
Xy
O+ Vsg = A [ xN,ax (2.22)
s 0

where &, and &, are the built-in potentials of the enhancement device and the unim-

nianied device, respectively.

2.3.2. Depletion-Type Implantation

Under the same set of assurnptions, the threshold voltage shift due to the depletion

implant is
AV, = A®, + ®y — AQ,/Cox (2.23)

where A®,, is the built-in potential difference of the unimplanted device and the depletion

device at threshold and is given from (2.11) by

kT Npeck-U

AD, = Oy —dp = —n , (2.249)
. v b q Npeak-D

the potential drop from the maximum potential point to the surface, ®, in the depletion

device is

X
Oy = ;‘!: f x[Nd, (x)-zv,]dx (2.25)

and AQ,, the depieted charge difference of the unimplanted device and the depletion dev-

ice at threshold, is

Xay

X
80, = Quw=0Qw = =4 _{ N,dx — g f [N,,(x)-N.]dx . (2.26)

Unlike the enhancement device, there is an additional potential drop ®y from the max-



Dopant Density Space Charge

Ngi(X)
Xj
NG
(a)
Field Potential

(c) - (d)

Fig. 2.5. Depletion device at threshold. Sketches of (a)
dopant density, (b) space charge, (c) field and (4d)
potential.
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imum potential point X; to the surface as shown in Fig. 2.5(d). This occurs because the
same type of impurity as the channel is implanted and there exists a p-n junction at x=X;
where N, (X;)=N,. The maximum potential point, X;, and the depletion region edge of

the depletion device, X, can be obtained implicitly from the following relations ;

X, X
: Il [Ndi(x)—Na]dx - { N, dx .27
and
X
Op + Vig = —f’- I‘ x[N.,,(x)-N,,]dx (2.28)

where ®p is the built-in potentia! of the depletion device. For the doubly-implanted dev-

ice, the equations (2.23) to (2.28) hoid after substituting N,, (x)+N, for N,.

As shown in (2.18) and (2.23), the threshold voltage shifts restiting from the channel
implantations consist of the built-in potential difference and the depleted charge difference.
To the first order, the built-in potential differences (2.19) and (2.24) exhibit no dependence
on other parameters except the peak carrier densities in the channels of two devices at
threshold while the depleted charge differences (2.20), (2.25) and (2.26) depend on the
body bias as well as process parameters. The equations in this section are aiso summarized

in Appendix I employing a step profile approximation.

2.4. Temperature Drift of the Threshold Voltage Difference

If a difference in the built-in potentials of two devices exists, the built-in potential
difference will contribute a constant temperature drift which is determined by the ratio of
the peak carrier densities in the channels of two devices at threshold as shown in (2.19) and
(2.24). For example, if the peak carrier densities of two devices at threshold differ from

each other by a factor of 2, the temperature drift due to this difference is
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(K/q)in2=0.06m¥/°C at 300°K. The above temperature drift is introduced by the buiit-
in potential difference of only (kT/q)In2=18mV at 300°K. A small difference in the
definition of the built-in potentials is negligible in estimating the threshold voltage. How-
ever, in the temperature analysis, even a very small difference in the definition of the
built-in potentials is likely to defeat the validity of the whole analysis, especially in analyz-
ing the differential temperature coefficient of two threshold voltages. In this work, the
built-in potentials are defined as the same for all types of devices, and the temperature drift
of tfu: threshold voltage difference of two devices is assumed to be dominated by the varia-
tion of the depleted charge difference of two devices. This assumption is ju‘stiﬁed by the

follovring argument.

The temperature coefficient of the depleted charge difference of two devices is the
tempurature coefficient difference of the depleted charges of each device at threshold. The
temperature coefficient of the depleted charge of one device is proportional to the tempera-
ture soefficient of the built-in potential of the device at threshold because the depleted
charge depends on the built-in potential. That is, if ®,,, and ®,,; are the built-in potentials
of two devices, the temperature coefficient of the depleted charge difference of two devices

is approximated by

ddy, dd,;

T.C. = C, T G T (2.29)
- (C¢+Cb) d¢b,’ — d¢bi

where C, and C, are assumed to be constant. The built-in potential difference A®,, is
A¢b, - ¢b,| - ¢1,,2 ) (2.30)
and the following relation holds from (2.13) ;

_ |aae,,

n —ar (2.31)

/dq:,,,-l | e, ‘

aT | = [(@, - 1.209)
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= 33 % for AD, =18 mV

For example, from (2.31), if the built-in potential of one device is different from that of
the other device by 18mV, dA®,,/dT is only 3.3% of d®,,/dT. In (2.29), the A®,, contri-
bution is neglected since C,~C, is actually much bigger than the other term and the 18mV
difference corresponds to the difference of the peak carrier densities of two devices by a
factor of 2. Therefore, even though the built-in potentials are defined to be the same for all
types of devices at threshold, it makes little difference in the calculaticn of the relative tem-
perature coefficient con.tributed by the depleted charge difference of two devices. By
defining ®,,=®=®p=2(kT/q)In(N,/n,), the analyses of the individual channel implants

based on a step profile approximation will be discussed in the following subsections.

2.4.1. Enhancement Implant

In this subsection, the temperature coefficient of the threshold voltage shift which
results from the enhancement implant is calculated. Assuming a step enhancement implant
as shown in Fig. 2.6(a) with an implant depth of X; and a constant dopant density of N,

and using (2.18)-(2.22), the threshold voltage shift by the enhancement implant is

AVy =

QIE + [24¢3N¢(¢b; + VSS)]% 1- qu'Xlz
Cox Cox 2¢,(®y + Vsp)

%
- l} (2.32)

where the enhancement-implant charge density per unit area Q¢ is given by
Qc = Na X, (2.33)

and is independent of temperature. The implant dose N, X; only shifts up the threshold
voltage by approximately 1 V. The enhancement implant also contributes a higher field in
the bulk due to the ionization of the implanted charge. Therefore, the depletion depth of
the enhancement device is shorter than that of the unimplanted device with the same bulk

concentration.
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(a)

Fig. 2.6. Step profile approximation : (a) enhancement implant
and (b) depletion implant.
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If a derivative of (2.32) is taken with respect to temperature, the temperature

coefficient of the threshold voltage shift due to the enhancement implant is given by

——1 d(bb,
2e, (¢,"+Vss) [ qNa,X ] dT * (2.34)

T.C. =

26, ((pb,‘f' ng)

Since AV, in (2.32) and T.C. in (2.34) all depend on 1/Cpy or fpy. the temperature
coefficient in ppm/°C unit is thus insensitive to the oxide thickness rpy. Note that the
temperature drift is mainly a function of process parameters such as Cpy, N, and N,,, etc..
The only non-process parameter is the body bias Vsg. The depleted charge difference is
reduced by increasing the body bias and the temperature coefficient of the threshold voitage
shift due to the enhancement implant decreases correspondingly as shown in Fig. 2.7(a).
As the implant depth is made shallower, the temperature coefficient of the enhancement

device relative to that of the unimplanted device approaches zero.

In the figure, the incompleted part at a low body bias is when the depletion edge falls
within the implant depth. Therefore, in applying (2.34), care must be taken for the deple-
tion edge not to fall within the implant depth. If X,<JX,, the enhancement device is
merely an unimplanted device with a higher bulk density and (2.34) no longer holds. For

this case, (2.32) must be modified to

kT Nal + Na + lzqesNa (q)bi + VSB)]%

AV,,-—I [(1+N"'

N, Cor N, ) -1 . (2.35)

There is a discontinuity in using (2.32) and (2.35) around X,z = X,. In case the depieted
edge is comparable to the implanted depth, the depletion approximation fails inherently.

In this analysis, this limiting case is not treated.

)
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device : (a) enhancement implant and (b) depletion
implant.
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2.4.2. Depletion Implant

In this subsection, the temperature coefficient of the threshold voltage shift which
results from the depletion implant is calculated. The depletion device is represented by a
donor implant with an implant depth of X, and a constant dopant density of N, in a step
profile approximation as shown in Fig. 2.6(b). Using (2.23)-(2.28), the threshold voltage

shift by the depletion implant is

o + O 2q€, N, (®,, + Vs)1* N,
AV, = 9—‘1——9-9-+¢x+ [29¢,Ny Dy, + Vsn)] n-a-=-2 (2.36)
Cox CO.\’ Ndl

where the depletion-implant charge density per unit area Q,p is given by
Q/D - qf“"dlA’j (2.37)

which is independent of temperature, and only shifts down the threshold voltage by —3 ¥

after compensating the e:quivalent bulk charge density of
Qu = gN.X; , (23R

and ®y is the potentia. drop from the potential maximum point (X=X)) to the surface
(X=0) giver by (AL14). Since @, has a negative temperature coefficient, the depth X
increases as temperature rises. Therefore, the potential drop ®y has a positive tempera-
ture coefficient and is a dominant source of the temperature variation of the threshold vol-

tage shift by the depletion implant.

Assuming N,/N, is small enough, the differentiation of (2.36) with respect to tem-
perature gives the temperature coefficient of the threshold voltage shift due to the depletion

implant of

N, aN, " do,,
Ic. lN,,, “'f[ze,«b,,,wsg) H dr * (239

The temperature coefficient calculated from (2.39) is shown in Fig. 2.7(b). As in the

enhancement implant case, the temperature coefficient of the depletion device relative to
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that of the unimplanted device approaches zero as the body bias increases and the implant
depth is made shallower. Equation (2.39) consists of two temperature variations which are
proportional to N, and N,”, respectively. These variations cancel each other. Unlike the
enhancement implant case, Coy does not affect T.C. given by (2.39) while AV,, in (2.36)
depends on 1/Cpy. Therefore, the temperature coefficient in ppm/°C increases as the
oxide thickness foy decreases. If all other parameters are fixed, a shallow single implant

and a high body bias help reduce the temperature coefficient given by (2.39).

Let us further examine the body bias sensitivity of the threshold voltage shift due 10

the depletion implant. The differentiation of (2.36) with respect to the body bias yields

dAv, N, N, #
L - X,—[ ) ] (2.40)

dVss  Ng 2€, (D +Vss)

= -0.02, for Vsg=2V
= -0.01, for Vsg=SV .

For example, if the body bias changes from 2V to 2.1V, AV,, changes by ~2mV which
may be intolerable in a precision circuit. If the body bias is increased to 5V, the AV, vari-
ation is reduced by half compared to the 2V body bias case for the same amount of the
body bias change. Hence, the high body bias helps reduce the body bias sensitivity of the

threshold voitage difference. This argument applies to all types of devices.

In applying (2.39), we have to consider the non-pinchoff problem. Equation (2.39)

does not hold when X, reaches X .. [22]-[23] which is approximately

2¢, kT (N, - NN, |*

In 3 (2.41)

X max =
e a*(N, = N,) n;

= 926 nm for N, =107 em™® at 300°K

For the shallow implant of less than 100#m, the non-pinchoff problem is not present. For
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the typical values of X; = 100am, N, = 10'7cm™ and N, = 5x10'“cm™, the following
equation from (2.39) will estimate the temperature drift of the threshold voltage shift due

to the depletion implant.

T.C. = —0.011 + 0.14(0.545 + Vsg)" mV/°C (2.42)
= 0.077 mV/"C for V53=-2 4

= 0.046 mV/°C for V=5V at 300°K

2.4.3. Double Implant (Enhancement and Depletion)

In this subsection, the temperature coefficient of the threshold voltage shift which
results from the double implant is calculated. The doubly-implanted device has a combina-
tion of acceptor and donor implants. That is, the four parameters, X, and N,,, X; and N,
are involved in a step profile approximation. Generally, what has been done in the deple-
tion implant case is applied in this caese. However, due tc the combination of two imple-
mentations, the equations are more complex. Using (2.23)-(2.28) and assuming X; < X|,

the threshold voltage shift by the double implant is

Qp + Qs+ Qu +

AVy = Cor Py (2.43)
+ [2g¢, N, (@4 +Vss)]" == —De__y|1— N N, X=X |
Cox Ny=N, 26, (®Dy,+Vsg) (Ny—N,,)

where @y is given by (AL11).

Assuming N,/(N,—N,,) is small enough, the differentiation of (2.43) with respect to
temperature gives the temperature coefficient of the threshold voltage shift due to the dou-
ble implant of

N, gN, % €
re [Nu,‘Nm * [2€s(¢bl+ Vss) ] [Cox @49
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€ N, (X,—X;)
= by - T
[ CO.\' ! Ndn-Nm dd)/,,
1 - qNalNdl (A,/_Xj)z B dr *
2€s (¢bl+VSB)(NdI-Nm)

Equation (2.44) is basically similar to the equation for the depletion implant (2.39) except
that the enhancement implant is involved. Thus, the general discussion on the depletion

implant holds in the double implant case.

2.5. Validity of a Depletion Approximation

For the convenience of analysis, semiconductor potential barriers are usually
represented by two discrete regions such as a depletion region where no free carrier exists
and a quasi-neutral region where the charge neutrality is assumed. Generally, the depletion
approximation based on the above assumption is not valid within a few Debye lengths from
the depletion edge since a free carrier density cannot change abruptly. The free carrier uis-
tribution is characterized by the Debye length which is a function of the doping density so

that

2kTe, )"
(2.45)

Lp =
? lq’N,

where N, is the impurity concentration. Therefore, the application of the depletion approx-

imation to the shallow implant case needs considerations.

The potential difference between two points where the carrier concentrations are #,

and n,, respectively, is a logarithmic function of the ratio, ny/ny, :

A = KT 20 (2.46)
q n,

Table II lists the calculated parameter values in the shallow depletion implant case. For

example, if X;=28nm, the carrier density difference between the field zero point X, and the
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voltages as shown in Fig. 2.8. At room temperature, the threshold voltages of the unim-
planted device, the enhancement device, the depletion device and the doubly-implanted
device are about 0, 1, =3 and —1V, respectively. Table IIl summarizes typical process
parameters simulated by the process simulation program SUPREM [38]. The implant
depth in a step profile approximation of a Gaussian profile is approximated by R+2AR as

in [27] where R is a range and AR is a straggle.

2.6.1. Threshold Voltage Difference

The measured temperature coefficients of each threshold voltage are processed to give
the temperature coefficients of the implanted devices relative to those of the unimplanted
device. The dashed lines in Figs. 2.9(a), (b) and (c) show the theoretical temperature
coefficients of the enhancement device, the depletion device and the doubly-implanted dev-
ice relative to those of the unimplanted device, respectively. The dots with the error bars

represent the measured values of the relative temperature coefficients. The theoreticz!

TABLE 1II
PROCESS PARAMETERS (SUPREM SIMULATION)

Parameters Enhancement Depletion  Double-implant
Boron Arsenic  Boron  Arsenic

Dose (10''cm™?) 2.6 14 2.6 9
Energy (KeV) 50 180 50 180
tox (nm) 103 103 103 103
Range (nm) 160 94.5 160 94.5
Straggle (nm) 55.1 33.2 55.1 33.2
% in Si* 94 57 94 57
Depth in step
Approximation (nm)* 300 80 300 80

*Note : Values after drive-in of 30 Min. at 900° C and 30 Min. at 1000°C.
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curves are calculated at 300°K using (2.34), (2.39) and (2.44) based on the process data
listed in Table IIl. The error bar indicates an equivalent temperature variation of an

estimated 1mV measurement error.

In the experimental results, the effect of the body bias on the relative temperature
coefficients is as expected. However, the body bias independent constant temperature drifts
are observed in all types of devices, especially in the doubly-implanted device (Fig. 2.9(c)).
In both the enhancement device and the depletion device, the temperature coefficient devi-
ations from the theoretical values (Figs. 2.9(a) and (b)) are small compared to the meas-
urement error. In the double implant case (Fig. 2.9(c)), however, the measured deviation
is on the order of 0.1mV/°C and is much bigger than expected. This deviation corresponds
to the temperature coefficient contributed by the 30mV built-in potential difference of the
unimplanted device and the doubly-implanted device at threshold. In the enhancement and
depletion implant cases, the temperature coefficient deviations from the theoretical values
are around 0.02mV/°C with one in the positive direction and the other in the negative
direction. These deviations cancel each other out if two temperature coefficients are added

as shown in Fig. 2.9(d).

2.6.2. Gate-Source Voltage Difference

The gate-source voltage of IGFET’s is the sum of the threshoid voltage and a voltage
which depends on the bias current and the channel mobility. Therefore, the channel mobil-
ity temperature variation [39] will effect the temperature characteristics of IGFET’s. Figure
2.10(a) shows a differential pair voltage reference using the devices with different channel

implants. .The gate-source voltage difference of two devices with the equal bias current / is
AVgs = AV, + (AR (2.48)

where K=z Cox(W/L) and (W/L) is the ratio of the channel width to the channel length.

The temperature variation at a high bias current level is mainly due to the mismatch in the
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channel mobilities of two devices while the temperature variation at a low bias current level

is dominated by the threshold voltage difference of two devices.

As an example, Figure 2.10(b) shows the measured temperature coefficient of the
gate-source voltage difference for the differential pair composed of the unimplanted device
and the depletion device. At a low bias current level, the temperature variation observed is
close to that of the threshold voitage difference. On the other hand, at a high bias current
level, the temperature variation is quite steep and unpredictable because the mobility
mismatch of two devices is involved. As the bias current is lowered, the temperature varia-
tion is reduced. Notice that the gate-source voltage difference also changes due to the bias
current as well as the body bias as shown in Fig. 2.11. A low bias current operation helps
reduce the bias current sensitivity and the temperature drift of the gate-source voltage
difference. However, if a device is biased at too low a current level, the device enters the
subthreshold region and difficulties are expected in an actual circuit design. The bias
current and body bias sensitivities of the gate-source voltage difference may be critical in a
precision voltage reference circuit such as proposed by Blauschild et al. [8]. The steep vari-
ation at zero body bias (Figs. 2.10(b) and 2.11) in the depletion device is due to the non-

pinchoff problem discussed in [22]-[23].

2.6.3. Device Test Results

From the theory developed in Section 2.4 and the discussions of two previous subsec-
tions (2.6.1 and 2.6.2) based on the temperature measurements of I-V characteristics in

saturation region, the following conclusions can be drawn.

1. The temperature coefficient introduced by a double implant is much bigger than

that by a single implant.

2. The body bias helps reduce the temperature drift of both the gate-source voltage

difference and the threshold voltage difference of two devices.
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3. The temperature drift of the threshold voltage shift resuiting from the channel

implantation is noticeably lowered in a single implant case when the body bias is increased.

4. Below the bias current level of 10u A, the temperature drift of the gate-source vol-

tage difference is very low in a single implant case.

Considering the analysis and the above experimental observations, the threshold vol-
tage difference temperature drift as well as the instability in the bias current and in the body
bias will limit the overall performance of the voltage reference circuit based on the thres-

hold voltage difference. So as to achieve a performance predicted, we must
1. make the bias current low and constant,
2. apply a high body bias and keep it constant, and

3. use a single channel implant for the threshold shift.
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CHAPTER 3

Si BANDGAP AS A CMOS VYOLTAGE SOURCE

3.1. Introduction

Precision bandgap references have been successfully implemented in bipolar technol-
ogy. However, the performance achievable in bipolar has never been achieved in CMOS.
In Chapters 3, 4 and 5, one circuit approach to implement a precision curvature-
compensated switched-capacitor CMOS bandgap reference which is compatible with a stan-
dard digital CMOS process and achieves a temperature stability on the order of 10ppm/°C
over the commercial temperature range will be described. In the reference, a termperature-
stable voltage is developed by adding a linear and a quadratic temperature correcticn vol-
tages to the forward-biased diode which is obtained from the substrate pnp transistors avail-
able in CMOS process. The linear temperature correction voltage is proportional o the
absolute temperature (commonly called PTAT) while the quadratic temperature correction
voltage is proportional to the absolute temperature squared (PTATS). They are indepen-

dently adjustable to set the reference output voltage for a minimum temperature drift.

The offset voitage of a CMOS op amp is eliminated using the correlated-double sam-
pling (CDS) technique [40]. The finite current gain and the base spreading resistance of
the native substrate pnp transistors in a standard CMOS process are canceled to the first
order and the amplification ratio is set by a capacitor ratio rather than by a resistor ratio.
Due to the cyclic behavior of the offset cancellation in this technique, the output reference
voltage is not valid at all times. However, the reference can be operated synchronously
with other elements of the systems. Since the periodic offset sample and subtraction cycle
effectively removes the low frequency 1/ noise of a CMOS op amp along with its offset,

the dominant noise source is the thermal noise of a CMOS op amp which is designed to be

i
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on the order of 100u ¥ (rms) at the output in the 500kHz bandwidth.

In Section 3.2, the Si bandgap is treated qualitatively to understand its temperature
dependence. In Sections 3.3, 3.4 and 3.5, the temperature characteristics of the.substrate
pnp transistor and other components are investigated theoretically and the primary limita-
tions in a conventional CMOS bandgap reference implementation are discussed. In Section
3.6, a temperature compensation technique suitable for a CMOS bandgap reference is intro-

duced.

3.2. Silicon Energy Gap and its Temperature Dependence

For any semiconductor, there is a forbidden energy region in which no allowed states
can exist. Above and below this forbidden energy gap are permitted energy bands. The
upper bands are called the conduction bands, and th: lower bands the valence bands. The
separation between the energy of the lowest concluction band and that of the highest
valence band is called the bandgap, E, (1.12eV for Si at room temperature). The bandgap
varies noticeably with temperature. There are two reasons for its temperature dependence.
First, the crystal lattice expansion (dilation) due to external stress, pressure or temperature
accounts for the change of the energy gap since the energy band depends on the distance
between neighboring ions. Second, the electron-lattice interaction energy which results
from the indirect optical transition of Si reflects the change of the energy gap with tempera-
ture. Although there exist qualitative theoretical analyses describing the temperature
dependence of the energy gap, theoretical analyses do not exhibit the accuracy that many
empirical equations have, and heavily depend on the parameters obtained from direct meas-
urements such as elastic constant, mobility, compressibility and volume expansion
coefficient, etc.. Especially, the quantitative analysis of the second-order temperature

dependence is not available.
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The concepts of effective mass, density of states, intrinsic carrier concentration and
mobility are summarized in Appendix II and, in the following subsections, the qualitative
treatment of the Si energy gap is given based on Appendix II for the understanding of the

temperature dependence of the Si bandgap.

3.2.1. Energy Gap Narrowing with Impurity Concentration

As impurity concentration increases, the Fermi level approaches the allowed bands,
impurity states broaden, and the intrinsic bandgap is narrowed (so called band-edge trail-
ing). The extreme case is the degenerate semiconductor when the impurity concentration
i greater than the effective density of states (N, or N,). In this case, the Fermi level is
located within the conduction or valence band. The conduction or valence band edge is
not sharp, and it tails off gradually into the forbidden energy gap. This is due to the fact
that the distribution of impurity changes from a delta function to an impurity band. This
broadened band joins the conduction or valence band. This makes the band edges trail

into the bandgap.

In Si, the energy gap narrowing becomes important at impurity concentrations greater
than about 10'7cm™3. The experimentaily derived Si bandgap narrowing as a function of

the impurity concentration N, was proposed by Slotboom and De Graaff [41] :

N + (m’—N"— +0.5)'/7 (3.1)

AE, (N,)) = 9x10~°[in TE T

where E, represents the linearly-extrapolated Si bandgap at 0°K. For example, the Si

bandgap narrows by approximately 68eV for the impurity concentration of 9x 10%cm™3,

3.2.2. Shift of Energy Gap with Lattice Dilation

The band structure varies with a lattice constant for a crystal such as Si or Ge. In

these crystals, a decrease in a lattice constant increases the separation between the valence
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band and the conduction band. The deformations of lattice such as compression and dila-
tion which are caused by external strain, pressure or temperature, etc. result in the change
of energy gaps in semiconductors. Bardeen and Shockley [42] treated the effect of a lattice

expansion on the energy gap for the non-polar crystals such as Si and Ge.

When a cubic crystal is subject to a homogeneous strain, the energy gap can be

expressed in the form of
E, = Epx,+E, A (3.2)

where A is the lattice dilation and E,, is dependent on the lattice deformation while £, is

not. The energy gap change per unit dilation £, is given approximately by [42]

dE,
Ej, = V—dT’j- (3.3)

= —(|E.| + |E\,]) = —17.8 eV/unit dilation for Si

where E,. and E|, are the changes of the conduction and valence bands per unit dilation of
lattice, with the values of 6.5 and 11.3 per unit dilation, respectively. From the above
equation, we can estimate the thermal-expansion effect, or what is often called the dilation
contribution, which accounts for the effects of the change of a lattice constant on the
energy gap. That is, if it is assumed that the temperature variation is entirely due to the
thermal expansion, the temperature variation of the energy gap with dilation can be

obtained by multiplying the volume expansion coefficient of 10x 107%/°C for Si, so that

dER l d vV -4 0

T = Eig Var = —-1.78x107* eV/°K . 3.4)
However, this dilation effect on the temperature dependence of the energy gap does not
explain the typically measured temperature drift of —-2.4x107%eV/°K of the Si bandgap.

The other factor for the extra drift is due to the electron-lattice interaction which will be

discussed in the next subsection.
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The temperature dependence of conductivity will be dominated by the exponential
dependence exp(—E,/2kT) since the conductivity is proportional to the product of n, in
(AIL16) and g in (AlL.20), with p being proportional to T~¥2. Therefore, the conductivity

o is given by

E,
T = Oo exp(— kT ) 3.5)

where the conductivity o is independent of temperature. If o is assumed to be
independent of pressure, the differe:tiation of (3.5) with respect to pressure gives the pres-

sure dependence of the energy gap so that

dE, .1 av 1 do
. Ey P 24T — > (3.6)

The energy gap can be estimated from two conductivities o, and o, measured at tempera-

tures, Ty and 75 (T,>T)) :

1

L] 1
E, = 2K ln(o_l) ( T ) 3.7

where E, is assumed to remain constant for T) and T;. The value obtained in this way can
be combined with the compressibility data (the change of volume with pressure) to esti-
mate the change in the energy gap with dilation, E),. For Si, the bandgap decreases with

pressure typically at a rate of 2.4x10~%e¥V'—cm?/ Kg.

3.2.3. Shift of Energy Gap with Electron-Phonon Interaction

The bottom of the conduction band in Si appears along <100> axes while the
valence bands are degenerate at the zone center (000). The direct transition between the
valence band and the conduction band occurs in most semiconductors as illustrated in Fig
3.1(a) and (b). In Si, electrons at the lowest energy in the conduction band have a
nonzero momentum. Since the holes at the valence-band edge do have a zero momen-

tum, an indirect transition that conserves both energy and momentum is impossibie without
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a lattice interaction occurring simultaneously. Thus, the indirect transition across the for-
bidden energy gap corresponds to a simultaneous interaction of three particles; the electron,
the hole and a phonon that represents the lattice interaction as illustrated in Fig. 3.1(c) and
(d). The threshold of continuous optical absorption at the frequency w, determines the
bandgap E,=#w, in the direct absorption process because the absorbed photon has a very
small wavevectors. However, in the indirect absorption process, generated electrons and
holes (exitons) are separated by a substantial wavevector E For the energy and momen-
tum conservation, the following relations hold depending on the absorption (-) and the

emission (+) of phonons.

Ao = E, — E, £ #Q (3.8)
and

k(photon) = k. +K = 0 (3.9)

where E,, {=14meV) is the exiton dissociation energy, ##Q=57.3meV, and K is the wave

vector of a phonon {43].

The effect of a lattice dilation on the energy gap accounts only a part of the commonly
observed temperature dependence. For example, Bardeen and Shockley [42] estimated
E\, to be —~17.8¢V from the mobility measurement given by (3.3) while the observed
values of E), are between -30 and -50e¥. Fan [44] explained this discrepancy with the lat-
tice vibration. The reason is that a crystal with a vibrating lattice not only has a different
electron-lattice interaction energy, but also has an additional vibrational energy of the ions

as compared with a stationary lattice. The energy gap in a vibrating lattice is
E, = E, + E\, + AE; (3.10)

where AE, is the change in the interaction energy when an electron is shifted from a state

near the top of the valence band to a state near the bottom of the conduction band.
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E,+E,, denotes the change in energy for the lattice undistorted by the vibration. The

temperature variation of the interaction energy AE, of Si is given by [44)

dAE, — 3 Y3 K

dT 4x? #2c,1a,

(m* EL + m*EL) (3.11)
= —1.8x10™% eV/°K

where a, is the Si lattice constant, ¢y, is the Si elastic constant, and m°®, , are the conduc-
tivity effective masses of electrons and holes, respectively. Therefore, the summing of
(3.4) and (3.11) leads to the value of —3.58x10*eV/°K, which explains the first-order

temperature variation of the Si bandgap properly.

3.2.4. Empirical Temperature Dependence of the Si Energy Gap

The direct measurement data of the Si bandgap by Macfarlane et al [45] were fitted by

a simple empirical equation from 0° K to 400° K by Varshni [46].

cT?

Eg(T) - Eg]- T+d

(3.12)

where E,=1.1557eV in case we neglect the exiton dissociation energy E.,
c=7.021x10"%eV/°K and d=1108°K. These constants were modified in the later works

{43], [47] for better fitting to measurement data.

Another purely empirical equation was proposed by Bludau et al [48] which fits meas-
urement data within 0.2meV below 300°K. Especially from 150°K to 300°K, the Si

bandgap varies with temperature so that
E,(T) = E, —aT - bT? (3.13)
where

E, = 11785 eV

a = 9.025x107% eV/°K and
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b = 3.05x1077 ev/°K? for 150°K < T < 300°K

Assuming a linear temperature dependence above 300°K, Tsividis [49] calculated the

coefficients from 300° K to 400" K as

E, = 1.20595 eV , (3.14)
a = 27325x10™* eV/°K and

b =0 for 300°K < T < 400°K

When estimating from (3.13) and (3.14), E,{7T) exhibits about 3mV (12ppr1/°C) max-
imum deviation from the ideal linear temperature dependence from 200°K to 400°K.
This temperature nonlinearity appears as an inherent curvature in the voltage reference

based on the Si bandgap.
3.3. Temperature Dependence of Substrate PNP Transistors

3.3.1. Temperature Variation of the Emitter-Base Potential

The collector current /. is an exponential function of the emitter-base potential Vg :

Vae

Vr (3.15)

Ic = I exp(

The current /; is the reverse saturation current and is related to the device structure by

q*A2n’Ds

L= Os

(3.16)

where A, is the effective emitter area, »; is the intrinsic carrier concentration in the base,
Qs is the total built-in base charge per unit area, and 53 is the average minority carrier
diffusion constant in the base. The number of base dopant atoms per unit area (the Gum-

mel number) in the quasi-neutral base region is
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0 _ ¢
8
-Q_AT - .[Ng(x)dx (3.17)

where Njp is the dopant density in the base and Xj is the depth of the base region. The

diffusion constant 53 is not a direct spatial average, but rather

Xy
f Ng (x) dx
Dy = (3.18)

f N (x)
Dy (X)
Using (3.16) and the Einstein relation, D=(kT/q)u, I, is written as

I, = BTar? 3.17)
where B is a temperature-independent constant. If we assume the temperature variation
of the minority carrier mobility is the same as that of the majority carrier mobility [41], the

mobility is a fuaction of temperature, T-" (n=3/2"5/2) from (AIL.20). Using (3.15),

(3.19) and (AIL 16), the emitter-base potential drop is
Vee = V, = Vr(yInT = Inlc — InE) (3.20)

where £ is a temperature-independent quantity whose exact value is not important in the

temperature analysis, y=4—n, and ¥, is the Si bandgap voltage.

In an actual circuit, /¢ is a temperature-dependent current as
Ic = GT* 3.21)

where G is another temperature-independent coefficient. Combining (3.20) and (3.21),
we obtain the following relation which explains the temperature dependence of the

emitter-base potential Ve [50] :
ng - Vg - Vr[(-y—a)lnT - lﬂEG] . (3.22)

In (3.22), the Si bandgap voltage V, is generally a nonlinear function of temperature which

is described in the previous section.
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The derivative of (3.22) with respect to temperature gives the temperature drift of the

emitter base potential Vg at T so that

T T T [(y=a)(nT - 1) — InEG] . (3.23)

Assuming y=2.623 and EG=0.00556"K v-a) the first-order temperature dependence of

Ve is approximated by

d VBE

i =0.273mV/°C - 9.026 [2.623x(In300 — 1) — In5.56x107%] (3.29)

300

= =179 mV/°C at 300°K

where (3.14) is used for the first-order temperature drift of the Si bandgap. Experimentaliy

observed temperature drift of Vg is about =2mV/°C.

3.3.2. Temperature Variation of the Transistor Current Gain

The temperature dependence of the bipolar transistor current gain has been accounted
for many factors. Among them, the bandgap narrowing due to the high emitter doping
[51)-[53] and the non-ideality of the base current [54] have been suspected for the varia-
tion of B with temperature. Since a rigorous theoretical analysis is not feasible, an order-

of-magnitude analysis is given here to understand the current gain temperature dependence.

First assume a transistor is ideal and has the uniform emitter and base doping concen-
trations of Ng and N with the corresponding depths of Xy and Xz. Also neglect the

space charge recombination in the emitter-base junction. Then, the current gain is

ﬁ--!(-:-- ar

IB l—a;

(3.25)

where ar is the ratio of the collector current to the emitter current, Ic/Ig. af is generally

represented by a product of two terms so that
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ar = ar ag (3.26)

where ar is the base transport factor and af is the emitter efficiency. If the emitter and

base regions are assumed to be short compared with the diffusion lengths, ar and ag are

given by
_ X}
- ] - — 27
ar 2L 3.27)
and
1
ag = 3
| 4 DeXeNogne (3.28)
DgXgNenj

where D is the diffusion constant, Lg is the diffusion length, n, is the intrinsic carrier con-
centration, and the subscripts e, E, b aﬁd B represent emitter and base, respectively. For
high B transistors, usually Xz/Lg< <1 and «, is mainly determined by the emitter
efficiency. Neglecting ar, we have

ag DgXgNenj
1l —ag DgXgNgn?

B = (3.29)

Usually, n? and n} are assumed to be equal. Due to the bandgap narrowing in the emitter
region where doping concentration is relatively high, however, the intrinsic carrier concen-

tration in the emitter is different from that in the base so that

E, - AE
nl = CgTlexp(- —=———=

T ) and (3.30)

E,
n} = CgTexp(— -k—;-.)

where C¢ and Cg are constants. Therefore, the current gain 8 is

AE,

e ) (3.31)

B=C -:%:— exp(—

where the Einstein relation D=(kT/q)u is used, and the constant
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C=(CgXgNg)/(CeXgNp) is assumed to be temperature independent. In the base region,
the impurity concentration is low and the mobility x5 decreases with temperature due to
the lattice scattering while, in the emitter region, the mobility ug increases with tempera-
ture due to the scattering by the ionized impurities resulting from the high emitter dopant
concentration. Therefore, the mobility ratio ug/mg should decrease with temperature
while the exponential dependence of AE, increases with temperature. Experimentally
cbserved temperature coefficients range from 6000ppm/°C to 8000ppm/°C. Thus, the
exponential variation attributable to the bandgap narrowing is accounted for the variation of
£ with temperature. For the emitter doping density of 2.2x10'%cm™ in the substrate pnp

structure, AE, is approximately 0.1eV. This AE, alone gives

AE,
dexp(— W) _ AE, 1
AE, aT kT T
exp(~ —kT—)

1

(3.32)

~ Olev 1
0.026eV  300°K

= 12820 ppm/°C

which is approximately twice the typically observed temperature coefficient of 8.
3.4. Temperature Dependence of Components

3.4.1. Temperature Variation of Diffused Resistors

Resistors available in CMOS process are n* diffusion resistor ( 25 Q/square ), p*
diffusion resistor ( 75 Q/square ), polysilicon resistor ( 30 Q/square ) and n~ well
diffusion resistor ( 10K €/square ). The polysilicon and well diffusion resistors are harder
to control compared with the n* or p* source/drain diffusion resistors because of a poly
undercut (0.75Sxm) and a well lateral diffusion (3um). Although the n™ diffusion has less

side diffusion than the p* diffusion, the lower resistance of the n* diffusion (a third of the
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p* diffusion) occupies more area than the p* diffusion. Therefore, a 6um-wide p* diffused
resistor in the n~ well is chosen as a resistor in the bias circuit. In the current process, the
depth of the p* diffusion is 0.9um and it has a 0.7um side diffusion. Thus, the effective
width is 7.4um. The boron implant dose of the p* diffusion is 2x10'3cm™2 at the energy of
60KeV while the phosphorus implant dose of the n~ well is 1.5%10'2cm™? at the energy of

100KeV.
If step profiles are assumed, the dopant density of the p* diffusion is

2x10%em™2

Ny = 0.9um

= 22x10" em™? , (3.33)

while that of the n~ well is

1.5x10'2cm™?

No = ==5sim

= 2.7x10% cm™ . (3.34)

The depleted region depth at the p* diffusion side of the p* diffusion and n_ well junction

is approximately

. V Y
26, (Dy + Vi) ] (3.35)

Xdp = [(INA(l + NA/ND)

= 2x10™* um

_ 2x10712(0.866 + )
1.6x10719%x2.2x10'%(1 + 2.2x10'%/2.7x10")

where the built-in potential across the junction is

NN,
@y = £l in 432

= 0.866 V , (4.36)

(]
and Vjy is the junction reverse bias voltage.

The diffused resistor with the charge density N(x) as a function of the depth x from

the surface has the resistance per square of
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1
fqp.(x)N(x)dx
0

R -
* (3.37)

where ¢ is the depth from the surface to the junction. If we assume the step dopant den-

sity extending to the depth ¢ and assume the constant mobility, R,, becomes

1
quiN,t

(3.38)

Ry

Since all the dopant impurities are assumed to be ionized, N, is independent of tempera-
ture. Therefore, most of the temperature variation is from the variation of the mobility

and the depth with temperature. If we differentiate (3.38) with temperature, we obtain

1 Ry _ 1 du _ 1 d
R, dT w dt ¢t dT (3.39)

If the two scattering mechanisms discussed in Appendix II are considered, we have

d du,
Lﬂé‘__aL_ﬂ 1A (3.40)
n di u, dT p, dT
where 1, and u, are the mobilities due to the lattice scattering and to the ionized impuri-
ties, respectively. Theoretically, », changes with temperature approximately by 72 and
u. by T2 In reality, other scattering mechanisms are involved and u, varies with tem-

perature approximately by T-¥2. The following order-of-magnitude caiculation explains

the mobility temperature variations.

— — _i L o~ - o o

o aT > T 8300 ppm/°C  at 300°K (3.41)
and also

1 duwi 31 _ 0 0

-—-“' T 3 T 5000 ppm/°C at 300°K . (3.42)

The junction depth ¢ must be the the real junction depth ¢; minus the depletion

region. From (3.35), we have
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t = [ - X,J,, (3.43)

where ¢, (=0.9u) is the depth where the dopant density equals the background density,

N{(1,)=Np. Therefore, we obtain

lﬂ - X:Ip 1 dq’bj
t dT 2(1.—Xdp) (bl,j dr

(3.44)

Since X,,<<2(1j—X,,), the thickness variation is negligible compared with the mobility

variation given by (3.40). the temperature variation of ®,; can be estimated from (2.13) as

1 d¥y 1 1
3, T o, T (P — 1.21) (3.45)
- ——l—— -—l— — P~ (] (1]
O.866x300 (0.866 — 1.21) 1324 ppm/°C at 300°K

We can therefore conclude the temperature variation of p* diffused resistors is mainiy
determined by the mobility variation with temperature. The typically observed tempera-

ture coefficient of p* diffused resistors is about 900ppm/°C.

3.4.2. Temperature Variation of Capacitors

The poly-diffusion capacitance is the series sum of the oxide capacitance and the space

charge capacitances as

1 1 1
+ =+ ,
Cox Ca Ca (3.46)

11, 1l].1
C Ac COX Cs Ac
where C,, and C;, are the space charge capacitances per unit area of the top-plate polysili-
con and the bottom n* diffusion, respectively, and A, is the capacitor top plate area. The
space charge capacitances are originated from the spatial distribution of the majority carriers

at the poly-oxide and the oxide-silicon interfaces. The temperature coefficient of a capaci-

tance is [S5])
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1 dC 1 dA. 1 diox + Cox dC; 1 deox

Car ~ |4. ar " ior dr | T CF ar T eox dT

(3.47)

where the first term represents the thermal expansion effect of the physical dimensions, the
second the change of the space charge regions, and the last the oxide dielectric constant

change.

Since the polysilicon and the diffusion layer are heavily dopad, C; is much greater
than Coy. Then the space charge capacitance contribution is negligible compared to the
other variations. The thermal expansion accounts approximately for 6ppm/° C and ey for
20ppm/°C. The typically observed iemperature coefficient cf capacitors is about
25ppm/°C. In this work, what is important is the differential temperature coefficient of a
capacitor ratio which is supposed to be much smaller than the absolute temperature

coefficient on the order of 25ppm/°C.

3.4.3. Temperature Variation of MOS8 Transistor Mismatches

The temperature variation of the mismatch voltage (the gate-source voltage difference
of two identical devices) due to the channei ion-implantation is cliscussed extensively in
Chapter 2. However, the temperature behavior of the mismatch voltage of two identicai
devices which can also be called the offset temperature drift is important in the design of
the temperature circuit such as a voltage reference because MOS tfansistors are used in pair
to form an input stage of a differential pair and a current mirror which depends on the
identical device characteristics. Judging from the results from Chapter 2, the mismatch vol-
tage is a limiting case of the gate-source voltage when the ion-implantation depth
approaches zero. That is, the delta profile of the implanted ions does not affect the tem-
perature behavior of the devices, but rather does shift only the device threshold voltage.
For this reason, the mismatch voltages of two identical MOS devices under the same bias
conditions should not drift with temperature. This results contradict with the offset drift

of two identical bipolar devices which exhibits a linear temperature dependence. The
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TABLE IV
MISMATCH VOLTAGE (mV) TEMPERATURE DATA

a—
——

Bias(p4) -30°C 25°C 175°C 110°C

Pair #1 5 -27 -25 -29 -26
10 29 -28 -30 -29
20 -35 -34 -36 -38
30 -39 -38 -39 -38
pair #2 5 -22 -16 -20 -18
10 -20 -17 -21 -20
20 -21 -20 -25 -25
30 -24 -23 -23 -23
Pair #3 5 -46 -40 -43 -43
10 -48 -45 -47 -46
20 -53 -51 -52 -54
30 -58 -58 56 -55
pair #4 5 21 24 24 26
10 23 26 25 27
20 24 24 25 23
30 24 25 25 26

measured mismatch voltage temperature variations of four MOS transistor pairs with the
gate width of 50um and the length of 7um are listed in Table IV. For the measurement,
Vps and Vsg were kept constant at 4 and SV, respectively. Note the magnitudes of the
mismatch voltages are big (20 to 60mV) while their temperature drifts are randomly distri-
buted within a few mV which is about the same order as the measurement error

corresponding to the temperature setting error.
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Fig. 3.2. A conventional CMOS bandgap reference implementation.
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3.5. Conventional CMOS Bandgap Reference and its Error Sources

A conventional CMOS BGR implementation is shown in Fig. 3.2 [S6]. The transis-
tors Q; and Q, are substrate pnp transistors whose collectors are always tied to the most
negative power supply because, in an n~ well CMOS process, the pt diffusion in the n~
well, the n~ well itself and the p~ substrate form a vertical pnp structure as shown in Fig.
3.3(a). Therefore, it is not possible to sense the collector current directly as in the bipolar
bandgap reference so as to reduce the error due to the finite current gain [4], [6]. Inap~
well process, a dual circuit incorporating npn transistors would be used. While many other
circuit imnplementations are possible, this circuit appears to be as good as any, and the con-
tributiors to the non-ideal V,, will be analyzed one by one. All resistors are the pt
diffusion resistor in the n~ well and the op amp is assumed to have an infinite gain with the
offset voltage of V,,. This assumption is justified because CMOS op amps usually have

enough gains.

Assume that Q, has A times larger emitter area than Q, and they are biased in the

forward active region. Then, including the nonidealities shown in Fig. 3.3(b), V., is given

by
R,
Vir = Vge + (l+'§—l)(A Vge+ Vos) (3.48)
where
I 1 ry 1)
= Vrin— _ 21
Vee 7in T + Vyin 1+-l— + 4B, and (3.49)
By
1+-§l- n
AVge = Vrnd + Vrln=t + Vin——" + (== ——) . (3.50)
I 1+ B: AB
B2

Vge is the emitter-to-base voltage and all others have their usual meanings. The remain-

ings except the first terms of (3.49) and (3.50) represent the error sources we may
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Fig. 3.3. (a) Profile of the substrate vertical pnp trensistor
(b) A transistor pair with

in an n-well CMOS process.

non-ideal parameters.
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encounter in the existing designs such as shown in Fig. 3.2. Among these, the four impor-
tant ones we may not overlook are the offset voltage V,,, the bias current variation of Vg,
the finite current gain B8 and the base resistance r,. What is worse in V,, and the error in

A Vg is that they are amplified by a factor of (1+R5/R,) which is about 10.

In the following subsections, these error sources are considered one by one to see an

order-of-magnitude contribution of the individual error sources.

3.5.1. OP Amp Offset

The offset of the op amp is the biggest error source that causes the spread of the tem-
perature stability. Normally, a bandgap reference is trimmed to an output voltage which is
predetermined to give a near-zero temperature coefficient of the output. The large, non-
PTAT component in the output due to the op amp offset causes the trimming operation to
give an erroneous result. If we assume V,; is independent of temperature, the resulting

temperature coefficient error due to V, is approximately

(1+R2)V
Ri"* __  10x5mV

VirT,  1.26Vx300°K

T.C. Error = 3.51)

= 132 ppm/°C

That is, the spread on the order of 132ppm/°C in the reference output temperature

coefficient is expected from the SmV temperature-independent offset voltage.

3.5.2. Bias Current Variation

The bias current of Q, is not exactly PTAT. This is mainly caused by the tempera-
ture variation of the diffused resistors R;, R; and R;. The diode voitage Vjge is expanded

in a Taylor series around 7, so that
VBE - VBE “le'i'HVr-LV%'*' ......... (352)

where
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1 dR T, 1 dR
H T"Rdrr, and L = Vr, RdT|r,

Therefore, neglecting the higher orders, the temperature coefficient error due to the bias

current variation is

LaR}|
R dT|r, " 1000ppm /° Cx26mV (3.53)
T.C. Error = 7., =~ 1367

= =21 ppm/°C

Unlike (3.51), this error is unidirectional and can be partly compensated by setting V..,
several mV higher than a theoretical value. However, a complete cancellation is impossible

unless a curvature-compensation technique is employed.

3.5.3. Current Gain and Base Resistance

The last term of (3.50) is the most significant compared to the other contributions of

B and r,. The temperature coefficient error due to 8 and r, is from (3.48) and (3.50)

Ry, nly |1dp 1dl 1 dB
T.C. Error (1+ Rl) Ve |7 ar t L dT By dT (3.54)
10x2k Q x30uAd 0
126 V%150 x (1000+3300—7000) ppm/°C

= =8.6 ppm/°C

This error can also be compensated partly as in the case of (3.53).

3.5.4. Finite Op Amp Gain

If the op amp gain A4,, is finite, the gain factor becomes
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R, 1 R, 1 R,
1+ — = (1l+—=—M1=-— 0+ =
( Rl) P (l+££ ¢ Rl)[ Ay ( Rl)] (3.55)
Aop Rl
for A,,>>1 . Therefore, the gain error due to the op amp finite gain is
Go=--L-a+2 = 002 % for 4,=50000 . (3.56)
Anp Rl

The effect of this gain error is hard to predict since the op amp gain A4,, is also heavily
dependent on temperature. However, the error attributable to the gain is negligible as far
as the gain is big enough. For example, if 4,, is independent of temperature, the tem-
perature coefficient error due to G, is

R,
R 0.022%x10x60mV (3.57

:C. Error = =
T.C. Error VT, 1.26Vx300°K

= =0.35 ppm/°C at 300°K

3.5.5. Curvature Problem in the Bandgap Reference

As shown in Section 3.3, the emitter-base potential Vg varies linearly with tempera-
ture approximately at a rate of —1.79mV/°C. This linear temperature variation can be
completely compensated by a PTAT correction voltage. However, the higher-order tem-
perature variation still exists. The deviation from the linear temperature dependence is the
sum of the higher-order terms when V¢ is expanded in a Taylor series. That is, using

(3.23), the temperature curvature Cur[Vge(T)] of Vg is defined by

CHI’[VBE(T)] - VBE(T) - [VBE(To) + d:;f r (T—To)] (3.58)

To T,
= Cur[Vo(T)] + Vr(y=a)(1 = -+ ln-?.,-)
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where the temperature curvature Cur [V, (T)] of the Si bandgap is from (3.13) and (3.14)

CurlV, ()] = ¥, = V,(T,) + i’;rir(r—ml (3.59)

= —0.02745 + 1.83x10™* T — 3.05x10~" T? for 200°K <T<300°K

= 0 for 300°K<T<400°K

’

The maximum deviation occurs at 200°K. Estimating from this maximum deviation from
the linear temperature dependence, the best-achievable temperature coefficient of the

ideally first-order compensated bandgap reference is limited by

7.3mV

T.C. Error = 1 SVx200°K

= 29 ppm/°C . (3.60)

When the temperature variation of Vg is under-compensated, the temperature curvature
of the bandgap reference can be made symmetric around 7,. In this case, the temperature
coefficient is. minimized below the value predicted by (3.60). However, for the further
reduction of the temperature‘coeﬂicients, the higher-order temperature variation is to be

compensatecl.

3.5.6. Others

Other errors are the differential temperature coefficient of the resistors R and R}, the
finite B8 and the current mismatch, etc.. Typically, the temperature coefficients of resistors
match each other within 1.2%, and the pnp transistors can be biased in the current range
where 8 stays relatively constant and greater than 100. Therefore, these errors are negligi-

ble compared to the errors explained in the previous subsections.
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3.6. Temperature Compensation Technique

Employing (3.22) and (3.52), the forward-biased emitter-base potential is given by

131, (501, [57)
VBE - VR - Vr[(-y—a)lnT— lﬂEG] + Hyr - LV1Z . (361)

V, is the Si bandgap which is a function of base doping [41] and temperature [48]. yis
the parameter which depends on the process and a represents the temperature dependence
of the bias current. £ and G are the parameters whose magnitudes are insignificant in the

temperature analysis. H and L represent the bias current variation.

3.6.1. First-Order Temperature Compensation

After compensating the first-order temperature variation by adding a linear tempera-

ture correction voltage KVr to Vg, the V¥, is from (3.61)
Vn’j' - VBE + KVT
= ¥, — Vily—a)InT + (K+H+InEG) Vr — LV} . (3.62)

By equating the derivative of V,, at T, to zero and eliminating the unknown constants, we

have

dv,

Ver = Ve = Sr

T, T,
r,T + VT('y—a)(1+ln—f) - LV}(I—ZT) . (3.63)

The last term is due to the bias current variation and it will not disappear by the first-order
temperature compensation. The first two terms are the nonlinearity of the Si bandgap.

The voltage V¥, can be expanded as follows.

dv,
Vx nd Vg(Ta)'*'_d_T.g_

2
Ve (T-T,)2 + ......... ) (3.64)

1
r,(T T,) + 5

Using (3.63) and (3.64), the voltage at T, is
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Verlr, = Voo + Vr,(y=a) + LV} (3.65)
where
dav,
Vo = V.(T,) - d_TXTT" = 1.205 V . (3.66)

As commonly assumed, ¥, is the linearly-extrapolated Si bandgap voltage at T=0°K.
(3.65) shows that the bias current variation resulting from the temperature coefficient of

resistors causes the nominal voitage different irom the theoretical value.

3.6.2. Second-Order Temperature Compensation

The second-order temperature compens:tion requires two temperature correction vol-
tages. The first one is a PTAT correction voliage K¥r compensates the linear temperature
variation of V¢ and the second one is a PTATS correction voltage FV# which compensates

the quadratic temperature variation of V.

After adding two correction voltages, V., is from (3.61)

V,ej o= VB£+KVr+FV}

= V, — Vr(y—a)InT + (K+H+InEG) Vr + (F-L)V} . (3.67)

Similarly, by equating the first-order and the second-order derivatives of V., at T, to zero,

we obtain
T, dv,
K+H+InEG = (y=a)(14+InT,) ~ — —=| - 2(F-L)Vr and (3.68)
Vro dT T, o
7 o 1l y=a) 1 2 &V,
F-L 7 2 Vi ar (3.69)
Therefore, from (3.67), (3.68) and (3.69),
av, 1 &V | T,
V"'f Vg dT T° hand 'i‘ de TOT(I 2 T)
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Fig. 3.4. Temperature variations of two ideally compensated bandgap
references when the Si bandgap curvature is neglected.
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L, 1 T
+ Vr(y=a)(in— +-2- —To-) . (3.70)

The nominal voltage at T, is

1

Veslr, = V2 + 5 Vi, (y—a) (3.71)
where
av, av, |
Vo = Ve(T) - Z£| T+ 2 LE=un v (.72)

Now V,; is the quadraticaily-extrapolated Si bandgap voltage at T=0°K. The voitage V;
is more close to the Si bandgap at T, than V,; in (3.66). Approximately, 1.179V is the
theoretical value of ¥,(0°K) [48]. The typical temperature variations of (3.63, and (3.70)
are compared in Fig. 3.4 neglecting the temperature curvature of V,. Al:o note the
difference of the nominal voltages at T, in (3.65) and (3.71). The bias temperature varia-

tion no longer appears in (3.71) because it is conipensated by the PTATS voltag:.

After the PTAT voltage is added, the nominal voltage at 7, is

1 d*V,
(VBE+KVT) T, - V32 +-2' deg T,

T2- LV} . (3.73)

]

The nominal value of (3.73) after the first-order temperature compensation is quite
different from that of the conventional approach given by (3.65) because (3.73) is the vol-
tage at the intermediate step. The magnitude of the PTATS voltage FV# at T, is obtained

by the subtraction of (3.73) from (3.71) as

2 1 1 4%V, 2 2
FVT To o= 3 VTo("—a) - ? '—d'7—_i" r To + LVTo . (3.74)

As expected, the correction voltages include the nonlinearity in the inherent Si bandgap
reference curvature as well as the bias current variation. Other error sources neglected can

be included in (3.74) easily as in the same manner as in the bias current variation.
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CHAPTER 4

DESIGN OF A PRECISION CMOS BANDGAP REFERENCE

As discussed in Section 3.5, existing CMOS bandgap reference implementations suffer
from many error sources unique to CMOS. In Sections 4.1 and 4.2, a systematic approach
suitable for a CMOS bandgap reference is described which reduces the effects of those error
sources. In Sections 4.3 and 4.4, the error and the noise analyses are given to predict the

performance of the proposed CMOS bandgap reference.
4.1. A Precision CMOS Bandgap Reference

4.1.1. Curvature Compensation

The curvature compensation procedure is divided into two steps as illustrated in Fig.
4.1. The first step is to add a PTAT correction voltage KVr to Vge. After a PTAT
correction voltagz is added, V., will exhibit the second-order temperature variation as in
Fig. 4.1(c). After a PTATS correction voltage F V# is added to that, A zero temperature
coefficient at room temperature is achieved as shown in Fig. 4.1(d). Figure 4.2 is the
overall schematic of the curvature-compensated CMOS bandgap reference which performs a
curvature compensation as well as an offset-free amplification. The A, is the fixed gain of
the gain block determined by the capacitor ratio Cy/C,. The current /, is temperature-
independent while I is PTAT. The current Ij is the bias current whose temperature vari-

ation should be well defined as a function of temperature.

If B and r, effects are neglected, V,,, is given by

C
V,.‘./- - VBE + ?z AVBE 4.1)
1

where



63

Vge KV, & FV2
PTAT
]
| ~ PTATS
1 |
]
To T To T
(a) (b)
2
Vgt KVp Vg Vet KV + FV.

I _ —
f‘ﬁ-\ e Vref

|
| |
1 |
| |
i |
| |
| !
| ]

To T 'TO T
(c) (d)

Fig. 4.1. Curvature compensation concept : (a) diode temperature
variation, (b) a linear and a quadratic temperature
correction voltages, (e¢) first-order compensated output
voltage at the intermediate step and (d) the output
achieving a zero temperature coefficient at room
tenperature.
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Fig. 4.2, Overall schematic of the curvature-compensated CMOS
bandgap reference.
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AVBE - VrlnA 4.2)

I,+Ir Ir 2 Ir 3
L—I; Vrind + 2V¢( L ) + 3 Vr( lo) S (SN

By trimming the ratio of two currents /r/[,, we can adjust the PTATS correction voltage
independently of the PTAT correction voltage. The first-order compensated voltage
Vege+KV7r is set by trimming Co/C, and Ip with /7 disconnected at room temperature and
the final V,, is set by trimming /r/l, with Ir connected also at room temperature. The
combined trims of the 6-bit binary-weighted capacitor array and the 6-bit resistor string
insure a total of 12-bit trim accuracy in setting V., with comparison to a single 12-bit resis-

tor trim in the existing designs.

4.1.2. Bias Current Generation

The circuit for generating the bias currents [y and [, is illustrated in Fig. 4.3. The
current [ is generated in the same manner in /,. The stacked-cascode connection formed
by M, to Mjy forces the emitter currents of Q¢ and Q5 to be equal. The same scheme is
also employed for the matching of the emitter currents of Qg and @,9. The transistors My
and M start this self-bias circuit. As indicated, Q4 and Q, have A times larger emitter
areas than the remaining transistors. Therefore, the voltage developed across the resistor
R, is PTAT and the curreht Ir through R, is also PTAT. The voltage V, formed by Qs and
R, is a first-order temperature compensated bandgap voltage. The temperature stability of
V, is not so critical because it only affects the PTATS voltage (not PTAT). The voltage V,
is developed across R3; and the current /, through R; is also independent of temperature.
Therefore, the ratio /7//, is easily trimmed by R;. However, due to the mismatches of
the M;—M; and M,—M,, transistor pairs, the voltage across R, and R; are not what they
are supposed to be. Let the mismatches of Vgs's of those MOS transistor pairs V), V.2
and V,3, etc.. Assuming current mirrors and pnp transistors are ideal, the currents /r, [,

and /p are given by
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Fig. b.3. Circuit for generating the FTAT current and the temperature-independent current.
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Iy = 7§—| QViind+V,,)) . 4.3)
Io - ""l-' (V0+Vm2) and (44)
R;
Ip = i}‘ Vot Vip) . | (4.5)
4

Substituting (4.3), (4.4) and (4.5} into (4.1) and (4.2), and neglecting the higher orders,

we obtain
Vyey = V;,Elm g Vrind +4%R_.l" "o Viev, (4.6)
= Vpr I‘M +KVr+ FIi}+V,
where
- RSO 29%%5 - @1
- 4————C§;ll/i?A V2 + —‘% Vs

In (4.7), p represents the standard. deviation (%) of the temperature coefficient of R4 which

is used for biasing V.

To see the effects of the mismatch voltage, V, is approximated as in the following.

Estimating from (3.73) and (3.74), we have
K =24 and F=T2. (4.8)

If A4 = 10, from the relation of

R
V, = Vﬁ,g-:-zR—2 Vrind = 1.256 V, (4.9)
1

we have
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R—z = 548 for Vg = 06 V . (4.10)
l

Also, from (4.6), we obtain

C; KVr 24 __
C, Vrind 0 104 and (4.11)
VZ
Ry _ _BVf 0.9
R ,Calm4 (4.12)
Cl Vo T
Therefore, from (4.7),
Ve = 0.19V,; —0.04V,, +0.02V,; = 1 mV¥ at 300°K . (4.13)

The above equation indicates that the temperature coefficient uncertainty due to the
mismatch voltages is 50 times smaller than the uncertainty resulting from the offset of the
conventional bandgap reference given by (3.51). That is, in (3.51), the offset voltage is
amplified by a factor of 10 while, in (4.13), it is reduced by a factor of 5. Thus, the pro-
posed approach is 50 times less sensitive to the MOS transistor mismatch than the existing

designs.

Table V summarizes the drawn dimensions and the bias conditions of the MOS
transistors used in the bias circuit when the nominal values of the resistors are used. The
current generation circuit of Ip is exactly the same as that of I, except that the sizes of the
transistors M;-14, M\s-13 and M3;_34 are modified to 30um/6um to give a bias level of

30um for the nominal value of Rs.

4.1.3. Offset-Free Amplification

For an offset-free amplification, the amplifier is divided into 2 stages as shown in Fig.
4.4. In the first offset storage mode, all the MOS switches are closed to sample the second
offset voltages of the individual op amps. In the process of opening the MOS switches S,

and S,, the channel charges are injected into the op amp summing nodes to load the
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Fig. L.h, Offset-free amplification : (a) first offset storage
mode, (b) second offset storage mode and (c¢) final
amplification mode.
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TABLE V

DRAWN DIMENSIONS AND BIAS CONDITIONS
OF MOS TRANSISTORS IN THE BIAS CIRCUIT

Transistors Widths(um) Length(um) Bias(uA)

My 18 6 9.12
Ms_g 24 6 9.12
Moy 6 6 0

M- 78 6 89.5
Mis—ia 123 6 89.5
M- 24 6 9.11
M2 24 6 9.11
M-y 33 6 12.5
M3i_34 123 6 89.5
Mjs_3 2 6 9.11
M3y 24 6 9.11
Mse-39 3 6 12.5
Man_y3 18 6 9.11
My, 72 6 20.1
M 6 78 20.1

capacitors C; and C,. The charge injection differential voltage ¥, of the switches S, and
S, is sampled across C, and C, along with the offset voltage V. In the offset storage
mode, the first gain stage charges the coupling capacitor C,. to compensate for the input
differential voltage V). After the switches S; and S, are opened, two stages are connected
in a feedback amplification mode and the amplification of A Vg takes place by the capacitor
ratio Co/C;. When referred to input, the feed-thru difference of the switches S; and S, is

reduced by the open-loop gain of the first stage.
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Fig. 4.5. Base current and base resistance cancellation : (a) base
current returning, (b) replication, (c) extrinsic compen-
sation resistance and (d) comparison between intrinsic
base resistance and the extrinsic compensation resis-

tance.
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4.1.4. Base Current and Base Resistance Cancellation

To compensate for the difference between the collector current and the emitter
current, the base current has to be returned to the emitter as shown in Fig. 4.5(a). How-
ever, a simpler approach is to replicate the base current and allow it to flow into the emitter
as shown in Fig. 4.5(b). The base current is canceled up to 90% because the base currents

can match each other within 10% for the adjacent transistors on a single chip.

Although it is difficult to cancel the intrinsic base resistance r, exactly by the extrinsic
compensation resistance, assume the extrinsic compensation resistance Rjp is required for
the compensation of the intrinsic base resistance s, as shown in Fig. 4.5(c). Then, Rg

should be

148, 1
Rg = (F_—B; —7) . 4.14)

The extrinsic compensation resistance Rg is made of the resistors which are formed using
the same n~ well as the pnp transistor base with a different n™ plug instead of the emitter
p* plug as illustrated in Fig. 4.5(d). This extrinsic compensation resistance is supposed to
track the temperature variation of the intrinsic base resistance. For the same geometry, the
magnitude of the extrinsic compensation resistance is about 5004} which is approximately

one quarter of the measured intrinsic base resistance of pnp transistors.

4.2. OP Amp Design

The following requirements were considered in the design of two CMOS operational

amplifiers. Two amplifiers are identical.
1. Moderate gain for each stage (100 to 300).
2. Single dominant pole per stage.

3. Inherent zero systematic offset voltage.
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Fig. 4.6. Folded-cascode single-pole CMOS operational amplifier
schematic.
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4. Capacitor driving capability (15pF for one stage and 100pF for two stages)

The configuration for two op amps is shown in Fig. 4.6. The transistors M;9—M3, form a
bias string for the amplifier. The replica bias circuit composed of M,;—M); performs a
level shift and a differential to single-ended conversion, and reduces the inherent sys-
tematic offset. In order to limit the gain of each stage, the lower part composed of M,—M;
is not cascoded while the upper part M¢—Myis. The class-A source follower stages formed

by M,;—M,; are added to meet the capacitor driving capability.

Each amplifier has only one single dominant pole determined by the time constant by
the output impedance of Ms and the stray capacitance connected to the drain of Ms;.
Therefore, the frequency compensations of Aindividual op amps are done by connecting the
frequency compensation capacitors C,; and C,; between this high impedance nodes and the

ac ground Vs as shown in Fig. 4.7. For the frequency compensation of two stages, the

TABLE VI

SIMULATED AMPLIFIER PERFORMANCE
(-55t0 125°C)

Al and A2 with 20pF load;

Gain 484dB

Freq (Gain=1) 3. IMH:

Phase Margin 65°

Open-Loop Pole  “500kAHz
Two Stages with 100pF load;

Gain 974dB

Freq (Gain=10) 650kHz

Phase Margin 65°

Cyclic Time Sus

Output Noise 100u V (500kHz)
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Pig. L4.7. Three-phase switched frequency compensation. The high
impedance node is an internal node of each amplifier.
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Miller capacitance C,, is returned from the high impedance node of the second stage to the
same node of the first stage to achieve a pole-splitting compensation. To avoid the right-
half plane zero, the source follower is used as shown in Fig. 4.7. SPICE simulated perfor-
mances are summarized in Table VI. Table VII lists the drawn dimensions of the transis-

tors and their bias conditions, and Table VIII lists the nominal capacitance values used.

4.3. Error Analysis

The error voltages in setting V., as expressed in (3.71) and (3.73) contribute a ran-
dom spread of the temperature coefficient of the reference output V., since they are not
deterministic and their magnitudes depend on the process. In the féllowing subsections,
the effects of the individual error sources on the temperature coefficients of V,, will be
discussed one by one. To make the analysis meaningful, we assume that the PTAT correc-
tion vol:age KVr and the PTATS correction voltage F V# are the ideal correction voltages
which compensate the temperature variation of V,,, completely up to the second-order, and
that another PTAT and PTATS correction voltages such as K 'Vr and F 'V# are the actual
correction voltages which result from the random errors in setting V., such as the tem-

perature coefficient spread of resistors, the mismatch voltages and so on.

4.3.1. Spread of Resistor Temperature Coefficients

As explained in Section 3.6.2, the bias current variation due to the temperature
coefficients of the diffused resistors used in the bias circuit can be compensated up to the
second-order by the curvature compensation as far as the magnitude of the temperature
coefficient is known. However, the temperature coefficient of the diffused resistors is not

considered fixed, but rather has a production spread of

1 drR| L 0
R dT|r Xz 100) ppm/°C (4.15)



82

TABLE VII

DRAWN DIMENSIONS AND BIAS CONDITIONS
OF MOS TRANSISTORS IN THE OP AMP

Transistors Widths(um) Length(um) Bias(uA)

M, 252 6 26.1
My 48 12 26.2
Mg 24 6 523
My 48 6 59.6
M, 328 6 408
M, 24 6 59.6
M, 164 6 408
Msys 6 48 12.1
M1 24 12 12.1
Mg 24 6 26.1
My 12 6 26.1
My 252 6 26.1
My 48 12 26.1
My 224 6 287
My 224 6 287
Mg 336 6 0
My—u 63 6 0
M 366 6 0
TABLE VIII
CAPACITANCE VALUES

Capacitors pF

C 0.65

G 52-104

C. 43

Ce 7.5

C.a 5.5

Cn 5.5
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where X is the average temperature coefficient of R and p is the standard deviation (%).
Therefore, including the spread of resistor temperature coefficients, the emitter base poten-

tial V 'gg becomes
Vige = Vge + '1'83 (HVy = LV) + e . (4.16)

where H and L defined in (3.52) represent the error occurred due to the spread of resistor

temperature coefficients.

We correct V ‘gg in the same way as Vg because we are not affordable to perform an
individual temperature trim of V,., on every chip. Thus, in a room temperature trim, we

make V,, at T, by adding a PTAT correction voitage such that
(V'BE +K'VT) T, = (VBE+KVT1 T, (417)

where the right side is the predetermined setting voltage after the first-order correction vol-
tage is added as given by (3.73). After neglecting the higher orders, we obtain from

(4.16) and (4.17)

Lvy . (4.18)

[]

e K Py B
K' = K-=300 7+ 100

For the optimum correction of V 'g¢, however, K 'V should have been chosen such that
K' = K---H . (4.19)

Therefore, the error in setting the PTAT voltage is obtained by subtracting (4.19) from

(4.18) so that

' (K- -2 -2
(XK'~ (K =555 ENVr = 155 LVI,VT - (4.20)

Similarly, for the second-order compensation, we make V.., at T, such that
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(V'ge+ K'Vr+F'VD| = (Vag + KVr + FVPlr . 4.21)
Then,
F'=F . (4.22)

However, F ' should have been

F'-F+-16L0[_ (4.23)

Therefore, the error in setting the PTATS voltage is from (4.22) and (4.23)

- £ - - L1y}
[F'=(F+ 355 L)) To0 LVT - (4.24)

By adding (4.20) and (4.24), the total correction voltage error ¥, is given by
Va = 155 LV, = ¥DVr . (4.25)

Therefore, the temperature coefficient error due to the production spread of the resistor

temperature coefficient is

2
dVe o, '/ o 1 dR
] - - - — = & 4.
dT |r, 00 LT, 100 ' R aT|r, (4.26)
_ . 10% 0 o
= iW x26mVx1000ppm/°C = £ 2.6 uV/°C

That is, for the 10% variation of the resistor temperature coefficients, we have only

2.6u V/° C which approximately corresponds to 2ppm/°C.

4.3.2. Gate-Source Voltage Mismatches

The gate-source voltage mismatches V,; and Vp; affect the output only when the
second-order correction voltage is applied since they are included in the PTATS correction
voltage, while V,,; appears all the time since V3 appears in the bias current of Vgg. The

same analysis as in the previous section applies. If a PTAT correction voltage is added to
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satisfy (4.17), we have

K' = K~P (4.27)
where
1
P Vo VI"3

If a PTATS correction voltage is added to satisfy (4.21), we have

) M
F'=F-3=+N (4.28)
rﬂ
where
CiR;
M 2C1R1Vo V.1 and
CzR zR 3ll'lA CzR;lnA
N = 4———V, + §d————V,
CRivZ ™ 7 TCRVE™

For the optimum compensation, K ' and F ' should have been chosen as
K' = K-M-P and (4.29)
F'=F+N

From (4.27), (4.28) and (4.29), the correction voltage error becomes

Vo = (K= (K= M=P)IVy+[F' = (F+ NIV} 4.30)

- MV (V7 = VD Vr

Therefore, the temperature coefficient error due to the random gate-source voitage

mismatches is

dVe, £ CiR;3Vr

2 o M— m de—} 4.31)

ar I, = M1, " 2CRuT (
-+ 2% 10.4x0.9%26mV x5mV

1.2x300°K
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= +68 uV/°C

where (4.11) and (4.12) are employed in the approximation.

From (4.26) and (4.31), the statistical sum of two independent temperature
coefficient errors is given by
P ava
7, | dT

_ lav.,
r, |\|dr

av.,
dT

v
] (4.32)

TO

= (261 +68)% = 13 uV/°C

This temperature coefficiznt error results from the 10% random spread of resistor tempera-
ture coefficients and the SmV random gate-source voltage mismatch of two identical adja-
cent MOS transistors. 7 3 V/°C approximately corresponds to 6.1ppm/°C. This level of

the production spread in the reference output temperature coefficients is to be expected.

4.3.3. Leakage from the Op Amp Summing Node

The source or drain of MOS switchs is to be connected to the op amp summing node
so as to charge the capacitive node periodically. A leakage current /; through a reverse-
biased source or drain junction connected to the summing node contributes V,,, to drift up
as illustrated in Fig. 4.8. This leakage current heavily depends on process and exhibits an

exponential temperature drift. In the circuit shown in Fig. 4.8, the following relation holds :

AV,

AV, AV,
5, = -C;Tf'*'cl(—&-‘—’

A A7 ) (4.33)

where the summing node voltage change A V; is related to the change of V,,, by

Cy

T e A

(4.34)

Therefore, the time rate of the output voltage change is



el \ ) Vout
Op Am O
4

Fig. 4.8. Junction leakage current from the op amp
summing node.
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A Vmu II
At 2C,

(4.35)

" The leakage current in the reverse biased junction is mainly due to the space-charge
generation current although the injected minority carrier still exists. The generation
current in the space charge region of width, X; = 0.5um, and area, 4; = 664um?, is

approximately [58]

qA; X n; - 16X 10~"9% 6641 m?x0.5u1m x1.4x10'

o -
1,(300°K) 27, 2%10-5

(4.36)
= 3.7x10°0 4

where 7, is the excess carrier life time. Assuming X; and 7, are constant with tempera-
ture, the junction leakage current [;(7) at T with respect to /;(T,) at the reference tem-

perature T, is from (AIlL16)

p T,
expl2L (1 + =2 437

]3/2
J kT,

T
II(T) - ll(To)lT:

w2
= I(T,) [To] expl23(1 T)]

For example, at 400° K, the leakage current in the area of 664um? is from (4.36) and

4.37)
1,(400°K) = 484 [,(300°K) = 0.18 nd . (4.38)

Then, the time rate change of V,,, expressed by (4.35) is

I;(400°K) __0.18x107°
2C, 2x0.65x10™12

= 138 V/sec at 400°K . (4.39)

For 10usec cyclic time, the maximum departure of V,,, during one full cycle time is

1,(400° K)

5C x10usec = 138V/secx10usec = 1.38 mV . (4.40)
1
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The temperature error due to leakage current is

1.38mV

T.C. Error = m

= 53 ppm/°K . 4.41)

In the actual circuit, however, part of this error is canceled because the amplifier is in a
differential configuration. Even though /; is heavily dependent upon the process, the typi-
cal leakage current is on the order of 1074/ m? level which is much lower than the estima-
tion of (4.36). Therefore, the temperature coefficient error due to this level of leakage is

virtually negligible.

4.3.4. Bias Current Instability

The bias current Ip of Vg which is generated in the same manner as /, in Fig.4.3 is

from (4.15)
Ip = 7;— (Vo + Vi) . (4.42)
4

The process spread of R4 temperature coefficient makes the spread of the output V., as
analyzed in Section 4.3.1. Since the temperature variation of ¥, is random, the drift of V,

including V,,; will affect the reference output ¥, directly through the relation of

(Vo + VmJ)

Vage = V-
BE 7In I.R,

(4.43)

Assuming V,,3 is constant as discussed in Section 3.4.3, the temperature coefficient error of

Vs due to the temperature variation of ¥, is from (4.43)

VT 1 dVa
T.C. Error T V., V. df (4.44)
26my 1 dV, o 1 dvV, o
1256V v, arlr, = 3 v o), 0K

The instability of ¥, appears at the reference output reduced by a factor of 48.3. For

example, the 100ppm/°C temperature drift of V, makes V,, drift at a rate of
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approximately 2ppm/*C.

4.3.5. Others

Besides the errors discussed in the previous subsections, errors may come from the
finite op amp gain, the differential temperature coefficient of capacitors and the uncanceled
B and ry, etc.. As far as these error sources are constant, they are actually canceled out
because the temperature variation can be compensated up to the second order. The pro-
duction spreads of these error sources directly appear as a spread of the reference output

temperature coefficient.

The error involved in the trim procedure is the absolute error in setting the reference
output voltage. The output trim can be performed with =0.3mV accuracy. For example,
0.3mV PTAT missetting gives rise to approximately 1.2ppm/°C in the worst case. When
statistically summing all the error sources discussed in Section 4.3, the production spread of

the reference output temperature coefficient is less than 10ppm/° C theoretically.

4.4. NOISE ANALYSIS

The primary merit of a correlated-double sampling is to remove the switching tran-
sient and the switch reset noise such as found in charge sensing circuits. This feature is
desirable in a low frequency signal processing because 1/f noise density at low frequency is
effectively eliminated in the correlated-double sampling process. However, the application
of this technique in high-speed data-acquisition systems results in the increase of a noise
spectral density. The reason is that the cut-off frequency of the chopper-stabilized
amplifier or the comparator in data-acquisition systems is usually much higher than the
noise sample-subtraction cycle. As a consequence of aliasing, the white thermal noise is
doubled and the 1/ noise remains at the same level for the typical ratio of the clock fre-

quency to the cut-off frequency.

1]
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Fig. 4.9. (a) Correlated double sampling (CDS). (b) The scale
factor of 1/f noise after CDS.
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4.4.1. Effects of a Correlated-Double Sampling

Fig. 4.9(a) shows the circuit equivalence of the correlated-double sampling scheme.
Assuming the extremely fast unity-gain input sense stage A4;, the output spectral density

[40], [59]-{60]
S,(w) = 2(1- coswAT)S, (w) (4.45)

where AT is the time delay between the offset sample and the output sample. The output

spectral density at the output is nulled at every muitiple frequency of 1/AT.

The white noise variance at the output in the effective bandwidth w; of 4, is

Voz -

w3y
su-h:le f S,((ﬂ)dw (‘;46)
0

2

where 8, is the white noise scale factor associated with the correlated-double sampling

and is given by

@
Sime ™ QL f 2(1- coswAT)do = 2 for @) AT>>1 . (4.47)
2

The doubled white thermal noise is due to the subtraction of two uncorrelated noises.

Similarly, the 1/f noise variance at the output is
— Sys 2
v m - f S, (w)dw (4.48)
r

where the low frequency limit is taken as w, instead of zero and the 1/f noise scale factor

associated with the correlated-double sampling is

}’ 2(1- coswAT)
@ (1]
Sys = ' ™ . (4.49)
f -l- dw
@

“

The scale factor 8,/ versus w; is illustrated in Fig. 4.9(b). If 4, bandlimits the noise up

]
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Fig. 4.10. Effect of correlated double sampling (CDS) on the op
amp white thermal noise (a) and 1/f noise (b).
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to w;AT=1.0, 90% of the 1/f noise is canceled while the increased bandwidth, for example
@A T=10, reduces the 1/f noise only by 15%. If the 1/f noise corner frequency where
the>l/f noise equals the white thermal noise is less than 1/4AT, the 1// noise is negligible
compared to the thermal noise after the correlated-double sampling. This corner frequency
is heavily dependent upon the process. Fig. 4.10 illustrates the effects of the correlated-

double sampling on the white noise and the 1/f noise of the op amp as indicated by (4.45).

4.4.2. Op Amp Thermal Noise and 1/f Noise

Noises associated with MOS transistors can be divided into the following two. They

are .

1. Thermal Noise ; Thermal noise of MOS devices arises because of the finite chan-

nel resistance. The input-referred spectral density is

2

Veq 2 1
=L - GKkT(E — (4.50)
Y] S

where g,, is the transconductance of the device. This noise is white.

2. Flicker Noise (1/f Noise) ; Flicker Noise is associated with the presence of extra
electron energy states at the Si-Si dioxide interface. The slow charging and discharging of
these surface states give rise to the noise concentrated at low frequency. The input-

referred spectral density is

- 1 (4.51)
Af CoxWL f

where K is a constant representing the particular process.

When the noise contributions of each transistors in op amps are considered (Fig. 4.6),

the equivalent input noise of op amps 4, and 4, is
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8mo-1
8m1-2

viil-a = 2vhi +2 Vi6—1
8imi-2

Emi=-2

2
8m4-$ Ems-9 | 35—

] Vme-1 + 2j—
= w3 (4.52)

where v,? (i=1,2,",7) is the equivalent noise of the transistor M, and g, is its transcon-
ductance. To reduce the thermal noise of M,_,, relatively big devices (252um/6um) were
used for M, and M,. Since the g,;-, are much bigger than the rest of the transistors,
other contributions can be neglected in the noise estimation. For this geometry, the total

equivalent input-referred noise resistance of M,_; is

Ry, =2 1 .2 1
3 &m1-2 3 (ZF'COX% IDI-Z)% (4-53)
=~ 2« 1 ~
=3 756 = 19 k0

(2%35x106x ==— z x26x1076)"

4.4.3. Noise of Substrate PNP Transistors

When the input A Vg is amplified in Fig. 4.2 and 4.4, the capacitor C, is connected to
the emitter of the substrate pnp transistor, and thus the equivalent noise voltage at the
emitter is also amplified by a gain factor of C,/C, and band-limited by the gain stage.
There are four kinds of noises in bipolar transistors except the avalanche noise which

accompanies Zener breakdown. They are

1. Shot Noise : Shot noise is associated with a direct current across the junctions of

diodes or transistors. The spectral density is

Af

where / is a direct current through a junction. The corner frequency of this noise is so

high that it can be assumed white in the frequency range of interest.
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2. Thermal Noise : The spectral density of the thermal noise in series with a resistor
R is

v 4kTR (4.55)
.Ef_ = 4k . .

3. Flicker Noise (1/f) : Flicker noise is mainly caused by traps associated with con-
tamination and crystal defects in the emitter-base depletion layer. It is also associated with
a flow of direct current. The spectral density is

Z

a7 lizfAf (4.56) .

- where K, is a constant for a given process, 5=0.5"2.

4. Burst Noise : Burst noise is associated with heavy metal contamination and also
related to a direct current. The spectral density is

-
P

.
YR W ATIIAL 4.57)

where K is a constant, [ is a direct current, ¢=0.5"2 and f is a particular frequency for a

given process.

Including all the above noise sources, a pnp transistor is shown with three noise

sources in Fig. 4.11(a). Their spectral densities are

E - 4kab (4.58)

Af ¥

£ = 2glc and (4.59)

Af

ISP B T (4.60)

Af qig Zf Jl+(f/f‘.)2 . .
> S 3

These three noise sources can be replaced with two input-referred noise sources v,” and |,

as shown in Fig. 4.11(b).
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Fig. L.11. (a) Noise sources of pnp transistors. (b) Input-
referred equivalent noises.
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iZ
vl = v+  and (4.61)
g”l
iZ
i ‘ (4.62)

=
= + o ———
* 7 I8Gw)

For the circuit of Fig. 4.11(b), the dominant source is v? because the base terminal is
grounded. From (4.58), (4.59) and (4.61), the equivalent input noise spectral density is

given by

2
VY,
T = TR,

where the equivalent input nioise resistance R,, is

1
Reg = 1y + “2;:,-,- . (4.64)

This noise source is directly connected to the input of the gain stage through the emitter

follower. The input-equivalent noise resistance R,, is estimated to be

26mV

m = 2 kQ . (4.65)

Ry, = 1.5kQ +

4.4.4. Output Noise and its Spectral Density

At the output of the proposed reference, there appear two kinds of noises. One is
the direct noise while the output sync pulse stays high and the other is the sampled-held
noise at the load capacitor while the output sync pulse is low. When the sync pulse is
high, the reference is represented equivalently as in Fig. 4.12(a) after replacing all the noise
sources with the ideal noise generators. the resistors R.;, R.; and R,; represent the on
resistances of the MOS switches for the capacitors C,, C; and C;, respectively. Their ther-
mal noise densities are ;’:,ZT /Af, K/Af and ;,,g/Af , respectively, and v-,,f,—/Af is the
equivalent input noise of the op amp which has a gain of 4,, and a dominant pole at p,.

Among these, the op amp input noise and the pnp transistor noise are dominant in magni-

1]
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Fig. 4.12, Simplified noise equivalent circuit of the reference
(a2) and measured noise spectral density (b).
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tude compared to the others. All the noise sources are

E = 2x4kTR., (4.66)
Af “or

v
af = 2x4kT(R. + Ry) (4.67)
v
Af
-

Yl = explewA DAL 4 a2 (4.69)
aAf P IV, ‘ '

= 4kTR.; and (4.68)

where the factor of 2 results from the differential configuration of the actual circui: and R,,

is the equivalent noise resistance of the substrate pnp transistor.

Assuming the time constants formed by switch on resistances and capacitiances are

negligible compared to 1/p,. The transfer function of v, to the output is

A,
H(s) = -;‘if'l’— (4.70)
where
- _Aw
= pofl+ Lol @.71)
G

Similarly, under the assumption that the transfer functions from v,; and v,; to the output

are
Hi(s) = —2— H(s) and (4.72)
1s G+ C; S an .
C,
Hy(s) = -C—lq_—cz-ﬂ(s) R (4.73)

respectively. The equivalent input referred noise spectral density is thus

o
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Fig. L4.13. Output noise in time domain. T, is the

time during which op amp noise appears
at the output.
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2
S/(w) = vy, v G i [_Ca 2+"—"§| ! (4.74)
! Aw Ao | C+C, Aw | Ci+C, Aw lH(w) ' '

The output V,,, is the sum of two processes as shown in Fig. 4.13. A stationary pro-
cess is applied periodically (on-off) to a linear system with an impulse response h(:) and
the output is sampled during on cycle. From (4.70), the impulse response of {w) is the

form of
h(t) = Agpoe " u(s) (4.75)

where u(¢) is an unit step function. As in Appendix III, the autocorrelation function of

the output R, (7) is related to the input autocorrelation function R,(7) so that

R,(t;, 1) = R,(t;, t)* h(t))* h(sy) (4.76)
where
R(z) = # .!)' S (0)e7dr . (4.17)

Therefore, we can get the autocorrelation of the output R,(r) from (4.75), {4.76) and

4.77).

For an order-of-magnitude calculation, let’s assume that S, (w) is white. Then,

R,(l], Iz) = R, (0)8(s, -lz) n20 and 1,20 (4.78)

= otherwise

where R, (0) is the equivalent input white noise variance. From (4.76) and (4.78), we have
R, 1)* h(t) = [RA(e=r—1)h(r)dr (4.79)
0
= A,PR, (O)e-"‘("-'z)u(n—lz) for ¢, =20 ,

and finally
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R,(t), 1;) = R(t;, )" h(e)* h(ty) ) (4.80)
nppan (0)f -pl‘,l-’z+f)ll((|—lz+1')

- OﬂpﬂzR (0) “pl("-lz’

Pttt S
2 (1- ) for 6,20

For ;<1 the role of ¢, and ¢, is to be reversed. Note that, as ¢ is getting bigger, (4.80)

becomes
IR0 -, e
R,(1) = AnPiRO gy (4.81)
2p)
If we limit the time to the interval of =7, < » <T, we have
T, SpiR,(0) -
R,(r) = — (1- J-J-) —ﬂﬁ"-——(—) nirh ror |1l< T (4.82)
T s 2P|
= (  otherwise
Taking the Fourier transform of (4.82), the output spectral density is
L
So@) = [ Ry(r)e~*dr (4.83)
-T‘
_ 5 Ao,,pozR (1)) 1
T pt 1+ (o/py)?
Therefore, the output noise variance during T; is from (4.83)
T Al
R, = == ;””" R,(0) (4.84)

where R, (0) is the magnitude of input noise spectral density when §, (w) is assumed to be
white. The noise variance of (4.84) is sampled when the sync pulse is low. During the

other time slot of T—T;, we have
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'— 2
=T, T, _ _lsl ) A%p2R(©

Rn (‘r) - T T T— 7; 2p

for |7|<T-T, (4.85)
= otherwise

The spectral density of the output during T—T; is by taking the Fourier transform of (4.85)

2«»(7‘ T) Alp}
2 2p,

S, (w) = (T—T)2 R, (0) . (4.86)

where sincx = sinx/x. The total output noise variance is from (4.83) and (4.86)

252 T,
Aupbs = a+ L, | 4.87)
2p; T

—_— 1 x
W - 2—.([" S, (w)dw = R,(0)

Alio by adding (4.83) and (4.86), the total output noise spectral density is given by

Aozppoz T, 1 (T-T,)z I zw(T-T,)

S.(@) = R,(0) 0 T ol T T 3 ST (4.88)

where T and T; are the clock period and the sync pulse on time, respectively.

The output sampliﬁg introduces the under-sampled noise spectrum as in (4.88). The
observed spectrum is shown in Fig. 4.12(b). The output noise of the reference differs
from chip to chip. Typically, 400 V at the output in the 500kHz bandwidth is observed.
This value is a little higher than the theoretical noise. The discrepancy is believed to be
due to the high 1/f noise and not to the limitation of this kind of reference. When only
white thermal noise is considered based on (4.47), (4.53), (4.65) and (4.69), the theoreti-

cal noise should be less than 100u V in the 500kHz bandwidth.
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CHAPTER §

EXPERIMENTAL RESULTS FOR A CMOS BANDGAP REFERENCE

§.1. Design Considerations

5.1.1. Trimming Accuracy

To set the reference output voltage, we need some kind of trim networks which are
usually composed of passive components such as resistor strings and binary-weighted capa-
citor arrays. The trim networks of a resistor string and a binary-weighted capacitor array
are illustrated in Fig. 5.1 and 5.2, respectively. Note that the capacitor trim is performed
electronically while the resistor trim is done by blowing the fuses between the taps. Table
IX summarizes the trim ranges of the individual resistor strings and the capacitor aray if
the nominal resistance of 6u-wide p~ diffused resistor is 7002. There are four trims of the

passive components.

1. R, Trim : A 6-bit resistor string is necessary to set the internal bias voltage V,
which is shown in Fig. 4.3. the voltage V, is trimmed with £5.2mV accuracy. If every-

thing is ideal, this 5.2mV setting error corresponds to the ¥, temperature drift of

TABLE IX
OUTPUT YOLTAGE TRIM RANGE

Bits Min. Max. LSB Range (mV)
R, 6 35k 63kQ 4410 343+5.2
R; 6 10.5kQ 245k0 221Q 46.7£0.7
R, 6 315k 59.5k0 441Q 16.5+0.3
C;, 6 5.2pF 10.4pF 0.081pF 480+7.5
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Fig. 5.1. Blowing fuse type resistor trim :
string and (b) its photo.
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5.2mV

- 17. ° .
300°K 17.3 ppm/°C 5.1

2. R; Trim : The resistor R; is trimmed to give the second-order correction voltage
determined by the ratio of /r/l,. The ratio of the PTAT current Ir and the temperature
independent current [, is related to the ratio of R3/R, from (4.3) and (4.4). If this ratio
is adjusted by R, instead of R;, we have to trim R, again to set ¥, because ¥, depends on
R, through Ir. For this reason, R; is chosen for the Ry/R, ratio trim. The R; is fixed at

14k Q) approximately.

3. R, Trim : The resistor R, is to generate the bias curre;n Ip which is given by (4.5).
{p is generated exactly in the same way as /, as shown in Fig. 4.3. Due to the logarithmic
character of Vpg as a function of Ip, we can achieve a fine trim accuracy. The diode vol-
tage Ve is not a linear function of R,. However, if the incremental variation of R is

small enough, the emitter-base potential ¥z changes linearly by

Ip + Al I
INCREMENT of Vgr = Vrln —"-—I—i - ¥rin TD (5.2)
s L 1
_ ., Alp AR

4. C, Trim : The capacitor C, trim is combined with R, trim to set the output V.,
with the total trim range of 480m¥V +£0.3mV. The LSB of C, is designed to be equal to the

second MSB of R, to insure no discontinuity in the trim of the output.

To sum up, the room temperature trim procedures of the reference is as follows
First Step : Adjust R, to set the predetermined V, (4.9).

Second Step : Adjust R, and C, to set the predetermined ¥, with Ir disconnected.
At this step, the reference output V,, is the intermediate voltage without the PTATS

correction voltage FV# (3.73).
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6-Bit Binary-Weighted C Array
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Fig. 5.2. Electronic capacitor trim : (2) a capacitor array and
(b) its photo.
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Third Step : Adjust R; to set the predetermined V., with /r connected. After this
step, the final reference output V,, contains both the PTAT and PTATS correction vol-

tages (3.71).

5.1.2 Latch-Up Prevention

The regenerative mechanism of the four-layer pnpn structures has long been known
to explain a latch-up failure in CMOS. Fig. 5.3 shows a typical CMOS cross section show-
ing a latch-up path. For example, one pnpn path runs from the p* source of the p-channel
device, through the n~ well, continuing into the p~ substrate, and ending at the n* source
of the n-channel device. This pnpn structures consists of a vertical pnp transistor coupled
with a lateral npn transistor so that the pnp collector sources the base current of the npn
transistor while the npn collector sinks the base current of the pnp transistor. This pnpn
structure resembles a semiconductor controlled rectifier (SCR). Under the normal bias
condition, the pnpn structure remains in off condition. Only a small leakage current will
flow across the n~ well and the substrate junction under normal bias. However, if certain
conditions are met, the parasitic bipolar transistor may become active. Generally, for a

latch-up to occur, the following three conditions must be met:

Condition 1 : Both npn and pnp transistors must be biased into the forward active

region for appreciable minority carrier injection to occur.

Condition 2 : To allow regeneration, the following sufficient loop gain is required ;

ﬁnpn'Bpnp >1 . (5.3)
Condition 3 : Sufficient current source or sink external to the pnpn path is required

to sustain the high-current condition.

The above condition 1 is easily met if the lateral currents I;s in the substrate and I w in
the n~ well are present as shown in Fig. 5.3. The n* source can be shorted to the p* sub-

strate contact by the external metal line. Likewise, the p* source can also be shorted to
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Fig. 5.3. Cross-sectional view of one CMOS latch-up path.
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the n* well contact by the external metal line. When a lateral current is induced by some
means between Vpp and Vs terminals, lateral ohmic voltage drop appears in the substrate
and the well due to their high resistivities. This lateral ohmic voltage drop forward-biases
the emitter-base junctions of the parasitic npn and pnp transistors, thus to initiate latch-up.

There are many ways in which the lateral current can arise. They are

1. Excess Supply : If an applied terminal voltage Vpp—Vss exceeds the breakdown

voltage of the n~ well and p~ substrate junction will produce a lateral current.

2. Voltage Transient : The voltage transient or spike on the supply line producss a
displacement current from Vpp to Vgs. The increase of ¥pp—Vss widens the n~ well and
p~ substrate depletion layer to support the additional voltage between the supply terminals.
The resulting displacement current from Vpp to Vss is proportional to both the junction

capacitance and the time rate of the voltage change across the junction so that

A(Vpp = V.
iy = Cjw._(&m__i‘l (5.4)

where Cj, is the well-substrate junction capacitance.

3. Radiation : The ionizing radiation such as X-ray or y-ray generates electron-hole
pairs. Generated minority carriers in the depletion region and within a diffusion length are
swept across the depletion layer. Upon crossing the depletion layer, they participate in the

lateral current flow as majority carriers.

4. Input Protection Circuit Overdrive ; The gate protection diode at the input termi-
nal will be a source for the lateral current by injecting minority carriers into the substrate

when the input terminal voltages are lower or higher than the supply voltage.

Although it is unusual, however, in a CMOS bandgap reference, the n~ well is inten-
tionally used as a base of the vertical pnp structure. Thus the forward-biased p* emitter in
the n~ well inject holes into the base and these injected holes are swept across the well-

substrate junction and collected at the substrate. Therefore, in the layout of the vertical
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pnp transistors, special care was taken to avoid latch-up conditions. Without changing the

process, the general guide lines of gopod CMOS layout for avoiding latch-up are to:
1. Minimize the lateral current which can flow along a potential latch-up path.
2. Reduce the magnitude of the voltage-producing shunt resistance components.

3. Avoid the close spacing between the n* diffusion and the n~ well to suppress the

parasitic lateral npn transistor action.

Specifically, the a* diffusion tied to the negative supply Vss should not be placed
close to the #~ well to reduce the current gain of the lateral npn transistors. Although the
extensive use of guard bands is no. compatible with the layout compaction for a high den-
sity CMOS, avery n™ well should be surrcunded with a n* guard band so as to effectively
lower the lateral resistance. When possidle, a pseudo collector should be placed around
the gate-protection diode. For the subst:ate pnp transistor, the pt diffusion should sur-
round the tase n~ well to coliect ihe majority holes injected from the base. Even though
the holes injccted from the well can still cIrift and diffuse under the surrounding collector,

the order of two immunity to latch-up

§.1.3. MOS Switches

Depending on the device size and the applied voltage, an MOS switch has a finite
resistance of

1
W
MCoxT(Vas = V)

Ron = (5.5)
where V,, is the threshold voltage. As shown in Fig. 5.4(a), the MOS switches for M;,
and M,, for capacitors C, and C, introduce a delay in the feedback. The loop gain Af

becomes
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Fig. 5.4. Switch on-resistance effects : (a) amplification
mode and (b) first offset storage mode.
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1 g
Roz,,z + (—)2
Af = A wC,

exp 49 (5.6)

2 1 1 2
(Romt + Rond)? + (-—w C, + - Cz)

where R,, and R,,; are the on resistances of the MOS switches M;, and M, and A® is

the phase delay of

1 1 1 a1
Ron + R (a1 T G T TRonC; 5.7

) S S |
mR.,,.lCl tan a)Ro,,zc;g

A© = tan~!

= tan™!

Thus, if we make the time constant R,,;C, equal to the time constant R,,;C3, the phase
delay A® due to the on resistances of the MOS transistors approaches zero. In the actual
circuit, however, the capacitor C, is variable from 5.2pF to 10.4pF to trim tae output vol-
tage V,.;, and the matching of the two time constants is not economical because the sizes
of the MOS switches is to be adjusted along with the capacitors. We can milke the size of
M,, and M, arbitrarily big enough for the extern:al phase delay to be negligible. For the

geometry of W/L=36um/6um, R, is from (5.5)

1 = 1.24Q

Ronl =
35x10‘°x-3—-66-(5—1) (5.8)

Even though 50% change of C, is allowed, the phase delay amounts to

1

- _ 1
2m600kHz x 1.2k 0 x0.65pF

-1
2mw600kHzx1.2k Q x10.4pF

A8 = tan

tan
- 0.1° (5.9)

which is virtually negligible.

Another case is shown in Fig. 5.4(b) where M,; hold the amplifier 4, to the unit gain
configuration. The time constant formed by R,,; and C,+C; is about 8.6nsec. There-

fore, the phase delay due to M;; is
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1

- o _. -1
A8 90° — tan wRor(C + CD (5.10)
= 90° — tan™! 1 = 12°
27w x3.9MHz x8.6nsec

To reduce this extra phase shift due to M3, the size of transistor must be increased. As
the size is getting bigger, the clock feedthru and the leakage current to the substrate at the
summing nodes will complicate the situation. Fortunately, this phase shift is not critical in
the operation because as far as the amplifier is compensated to be stable, the speed of the

unit gain settling is only a small part of the offset sample and subtraction cycle.

5.2. Substrate PNP Transistor Design

Since “he aim of this work is to build a precision MOS voltage reference without
modifying an existing standard CMOS process, no arbitrary change of the process to optim-
ize component performance is permitted. Therefore, the worst case component perfor-
mance must be taken into account. The most critical limitation is the base spreading resis-
tance and the finite current gain of the substrate pnp transistors. The substrate pnp transis-
tor whose base is the n~well has an inappropriately high resistivity as a transistor base. For
the further reduction of the base spreading resistance, the base contact surrounds the
emitter junction as shown in Fig. 5.5. The emitter junction and the base contact plug are
separated by 9um even though the separation may be reduced further. The finite current
gain of less than 50 must be considered in the design although 8 of 100 to 250 was
observed experimentally. In the following two subsections, the design considerations upon

the base spreading resistance and the current gain will be discussed.

5.2.1. Base Spreading Resistance Limitation

The base of the substrate pnp transistor shown in Fig. 5.6(a) can be divided into two

regions. The active base region is directly under the emitter diffusion and transistor action



116

T
C B II8 364866
' l l
o— |8 —
— 36 —o
e 72
e S0

(b)

Fig. 5.5. (a) Photograph of one substrate pnp transistor
unit cell and (b) its actual dimension (drawn).
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takes place in this region. The remainder of the base is the inactive neutral region.
Assuming low-level injection and neglecting the depletion region under the emitter-base
junction, the lumped equivalent r,, and r,, represent the active and inactive base regions,

respectively. T, and T, are the depths of the corresponding base regions.

Assume the differential emitter area of thickness dx as shown in Fig. 5.6(a) to be
equipotential. The currents /; to /, and the resistances R, to R, are the currents and the
resistances of the differential elements. Then, the active base area is modeled as shown in
Fig. 5.6(b). Since the current density remains constant all over the emitter area, the

current through the i—th differential element is

8
I, = ?xdx Ig . (5.11)
Symmetry of the emitter and the resistance calculating method [50] give the resistance of

the differential element of

Ps 1 2x+dx __ Ps 1

R,’ - 8T| an-dx = 8Tl ';dx (5.12)

where p, is the resistivity of the base region. Therefore, the transverse ohmic voltage
drop across the active base area is from (5.11) and (5.12)

n n
fb[lB - ’Eﬂzl,( 2 R_,)

=k jemitl

PslB
ale

—~—

x Is (5.13)

o'—.nln
kg.ruh

a ~ _Ps
(ln2 Iny)dydx = T,
where p,/T) is the resistance per square of the active base region. From (5.13), we obtain

Ps
) 61, (5.14)

In the same manner, r,; is given by
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Ps b
= ——— In— 15
ry2 8T2 lna (5 )
Adding (5.14) and (5.15) yields the total intrinsic base resistance of
ry = rp -+ ry; = -——-—ps + ——ps ll’]-2 (5.16)
16 T] 8T2 a

In the current process, the r, is estimated to be 1.5k Q. For 1.5kQ, the ohmic voltage
drop is r,/3=0.27mV which is much smaller than the thermal voltage 26mV at 25°C.

Therefore, the effective emitter area reduction [62] due to the base crowding is regligible.

5.2.2. Current Gain Limitation

At a low bias current level, the current gain g is limited by the space charge recombi-
nation current. Therefore, the minimum base current level should be much greater than
the space charge recombination current in the emitter-base junction to avoid the 8 reduc-
tion due to this mechanism. The space charge recombination current in the emitter-base

space charge region is a weak exponential function of Vg [58] :

qu Xs n; q VBE

L= = — e 5iT

(5.17

where A, is the emitter area, X; is the width of the space-charge region, and 7,=1/N,8v,, is
the lifetime associated with the recombination of excess carriers in a region with a density
N, of recombination centers, a cross section 8 of recombination centers and a thermal velo-

city vy, of carriers. For typical values, the recombination current is estimated to be

1.6x10™'9% 324 m2x0.5u % 1.4x10'0 0.6V

L= 2%10-° eXPIx26mV

(5.18)

= 19 n4 at 300°K

Assuming a current gain of 100, emitter current should be greater than 1.9u4. In an

actual circuit, however, the current gain 8 does not decrease down to the emitter current of
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Fig. 5.7. Typical measured performance of the substrate pnp
transistors in Berkeley CMOS process.
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1x4. The minimum emitter bias current is designed to be more than 5u 4.

5.3. Component Measurement Results

The minimum feature size in the layout is 6um. As jump wires, n-diffusion resistors
(25Q/8q.) and polysilicon resistors (300/Sg.) are used outside and inside the n~ well,
respectively, to reduce a connection resistance. The p* diffusion resistor (75Q/8q.) in the
n~ well is used as a resistor component. As a capacitor component, the polysilicon-n*
diffusion capacitor (5x107°F/cm?) separated by 70am thin oxide is used. The problem in
the use of the substrate pnp transistor is the direct carrier injection into the substrate which
may initiate the latch-up plaguing CMOS circuits. No latch-up is observed in the measure-

ment even under the power supply transient.

The typical measured characteristics of pnp transistors are shown in Fig. 5.7. No base
crowding effect is observed over the 11004 emitter current range. The current gain 8 is
also relatively constant within this range. However, in the emitter current range over
1004, the base crowding effect is detrimental. In the range lower than 1ud, B is
reduced by the space charge recombination current. The unit cells of Fig. 5.5(a) are con-
nected in parallel to make the multiple emitter devices. The emitter area ratio of 4=9 is
chosen in an actual layout. The typical measured temperature variations of 8 and diffused
resistors are shown in Figs. 5.8(a) and (b), respectively. The current gain 8 is minimum at
~50°C and the average value at room temperature is 155. Table X summarizes pnp
transistor parameters derived from the experimental data. The reverse saturation current
temperature data is listed in Table XI and Table XII summarizes the 8 and Vgr measure-
ment data including temperature coefficients. The temperature data of the p* diffused
resistor in the n~well is listed in the Table XIII. The temperature coefficient of the diffused
resistors has a standard deviation of 3% and can match each other within 1.2%. Finally, the

measured device parameters for the typical sizes of NMOS and PMOS transistors are
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CURRENT GAIN AND EMITTER-BASE POTENTIAL

Mean Dev. Min. Max.

Current Gain 8

B at 300°K 155 89 91 273

T.C. of B* 6503 872 6471 7792
Emitter-Base Potential Vg

Vee(V) at 300°K  0.6309 0.005 0.6268 0.6360

T.C. of Vge** 1985 0.095 -1.86 -2.07
*ppm/°C.

**First-order T.C., mV/°C.

TABLE XIII

TEMPERATURE DATA OF DIFFUSED RESISTORS

(-55 10 125°C)

—___———-————_"__—_—__':———_—_———-——————"———_—“

Mean Dev. Min. Max.

p* Diffused Resistor;

Sheet Resistance (£}/square) 68.9 3.1 64.6 72.1
TC.of R’ 886 279 849 917
Ratio of 6R/R "™ 5952  0.02 59304  5.9794
T.C.of 6R/R’ 10.6 2.2 8.9 13.6

*T.C. unit is ppm/°C.
*sR and 6R are composed of 40 and 240 squares of 6um-wid

e p* diffusion.

174
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TABLE XIV
MOS TRANSISTOR PARAMETERS

w123 13 123 13
L 6 12 6 12
Type NMOS NMOS PMOS PMOS
Vro 0.7v 0.8V 0.6V -0.7v
Lambda 0.037v~' 0.025/°' 0.035v~' o0.01/!

Field V,, >13V >12V
Gamma 9.167 0.312
rCox 35ud/V? 20ud/V?

5.4. Reference Test Results

The circuit realizing a precision CMOS bandgap reference is fabricated employing a
self-aligned Si-gate CMOS process on a 20-3002 cm Boron-doped p-type <100> substrate.
The gate oxide is 70nm and the drawn minimum feature is 6um. Fig. 5.9(a) shows the
photograph of the reference chip whose active area is occupying 3500mil* and Fig. 5.9(b)
shows its V,, waveform as well as the output sync pulse. On every chip, we made three
types of references. One sample is adjusted to give a minimum temperature drift. For a
minimum temperature drift, the optimum values of the second-order temperature compen-

sated V., at 25°C and F V%o are found to be 1.192¥ and 61mV, respectively. The nominal

value of the first-order temperature compensated V., is around 1.256 ¥ which is a little
lower than the theoretical value predicted by (3.65). Estimating from the measured data
based on (3.65), (3.71) and (3.74), the parameters V,,, V., and y—a necessary for speci-
fying the prototype bandgap reference are approximately 1.181 ¥, 1.158 ¥ and 2.623, respec-
tively. No effort has been made to adjust the temperature coefficients of the other 6 sam-
ples except setting the nominal voltages which are obtained from the first sample. The

measured temperature coefficients of 7 samples from one wafer are listed in Table XV.
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Fig. 5.9. (a) Experimental prototype chip and (b) output wave-

forms : (1) output synchronization clock and (2) the
reference output.
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Fig. 5.10. Temperature variations of three types of reference out-
put voltages.
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TABLE XV

STATISTICS OF MEASURED TEMPERATURE COEFFICIENTS
OF 7 SAMPLES (ppm°C)

Mean Dev. Min. Max.
0to 70°C ;

Type 1 105 43 42 167

Typell 223 108 11.1 42

Type III  13.1 7.1 5.6 25.7
-55t0 125°C ;

Type I 185 56.5 107 273
Type'll  35.1 188 17.6 66.7
Type Il  25.6 105 121 399

The Type 1 reference is the internal voltage V, in Fig. 4.3 which is used to generate the
temperature-independent current /,. The voltage V, represents a conventional CMOS
bandgap reference without any consideration for the second-order effects. The Type II
reference is the offset-canceled first-order temperature compensated bandgap reference
which has the base current and the base resistance cancellations. The Type III reference is
the curvature-compensated bandgap reference which has all the cancellations discussed so
far. Note that the offset cancellation and the first-order compensation of r, and 8 effects
have already brought a factor of 5 improvement over the conventional approach in the
achieved temperature stability. By the curvature compensation, we get a factor of 2
further improvement. In fact, the curvature compensation does not improve a tempera-
ture stability significantly as predicted in Fig. 3.4. This implies that that the uncertainty
due to the process variation amounts to 10ppm/°C as discussed in Section 4.3 and the best
achievable temperature coefficient in CMOS technology is mainly limited by the process

variation not by the temperature compensation technique. Individual temperature
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TABLE XVI
PERFORMANCE SUMMARY

—_—

Vier 1.192V £ LmV at 25°C

T.C. See TABLE XV

Power 12°15mW with = 5V Supply

Load 100pF Capacitor

Cycle Time Sus

+PSRR >504B (DC)

-PSRR >60dB (DC)

Clock RR >75dB

~ Output Noise 400 V (5(0kH?Z)

coefficient can be trimmed and minimized below 1Jppm/° C through the adjusiment of the
ratio of Iy/I,. However, reliable and consistent process development has to precede
because individual temperature trimmings are expensive. Fig. 5.10 compares graphically
those three optimally compensated bandgap references. The typical drifts of the last two
references due to the process variation are iilustrated in Figs. 5.11(a) and (b), respectively.
The measured performance of the prototype reference is listed in the Table XVI. To
improve the power supply rejection ratio (PSRR), the base of all the pnp transistors should
be biased constant relative to the negative supply line. Otherwise, the base width modula-

tion (Early effect) will limit the PSRR of the reference.
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CHAPTER 6

CONCLUSIONS

This dissertation consists of two works. One is the theoretical analysis of the ion-
implantation effect on the device threshold voltage so as to locate the probléms in imple-
menting an NMOS voltage source based on the threshold voltage difference. The other is
the implementation of a curvature-compensated switched-capacitor CMOS bandgap refer-
ence whose performance approaches the theoretical limit with a lower production spread

than the existing CMOS BGR implementations.

In the first part of the work, the analytically simple equations are developed for the
analysis of the temperature drift of the IGFET threshold voltage tailored by the ion-
implantation. The discovered facts from the theoretical analysis and the experimental
results are that each ion-implantation gives rise to two kinds of temperature variation. The
temperature drift associated with the potential drop across the gate oxide is controlled by
the body bias. However, the temperature drift associated with the channel to bulk built-in
potential is independent of the body bias. So as to minimize the temperature drift resulting
from the channel implantation, a shallow single implant is required, and IGFETs are
recommended to be operated with a low bias current and a high body bias, and if feasible,
the changes in the bias current, the body bias and the drain-source voltage are to be kept

constant.

In the second part of the work, a prototype curvature-compensated monolithic CMOS
bandgap reference, which achieves a temperature stability on the order of 10ppm/° C over
the commercial temperature range without thin-film resistors and a precision laser trim-
ming, is fabricated. The design features a curvature compensation, a simple trim up to
12-bit accuracy and a complete cancellation of the offset and the long-term offset drift of a

CMOS op amp. A reference voltage is obtained by systematically adding the first-order and



132

the second-order temperature compensation voltages separately to the forward-biased diode
voltage. [Each temperature compensation voltage can be adjusted individually to minimize
the reference output temperature drift and the reference output voltage can be set easily in
the same manner as in the bipolar bandgap reference employing a room temperature trim
procedure. The proposed reference can operate synchronously with other elements of the

data acquisition systems of a 10712-bit accuracy.

w



133

APPENDIX 1

MOS Threshold Voltages : Special Case of Step Profiles

In this appendix, the MOS threshold equations described in Section 2.2 are simplified

for the step implantation profiles of Fig. 2.6.

1. Enhancement Mode Devices

By equating the area in Fig. 2.4(c) to ®¢ + Vsg, the depletion depth in the enhance-
ment device is given by

%

2 N,'
Xig = Ziv" (®g + Vsg) — —ﬁ‘!- x| . §))

The threshold equation is from (2.1) and (2.2)

Vie = Ve + Vsg + ® — Que/ Cox ¥))
where
Noegi—g N,
(DE - k—T In peak-E e ZE 2 , (3)
q n;
Qie = — qN, X, — qN. X 4)

and all the other terms have their usual meanings.

For the unimplanted device, (1) and (4) becomes

2e, "
Xyg = [-q]iv:' (e + ng)l and (5)
Qi = —aN.Xie . 6)

2. Depletion Mode Devices

For the doubly-implanted device, equating the amount of the depleted charges on

both sides of X; as in Fig. 2.5(b) yields
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(X; = X)(Nsy — Npy = Np) = (X; = X)) (N, + N) + (Xap = XN, . (7
Using (7) and equating the positive area of Fig. 2.5(c) to ®p + Vsp, we obtain

(NaX; = NaX) ,
xl (Ndl — Nm) \8)

_ 2¢,N,(®p + Vss) _ N,N,Ns (X, = X;)?
q(Ndl - NGI - NG)(Ndl - Na:) (Nd, - Naj - Na)(Nd' - Na')z

Therefore, the threshold equation for the doubly-implanted device is from (2.1) and (2.2)

Vip = Vg + Vsa""bo-‘l’x"%)- {9)
ox
where
Npeak-p N.
op = £l ke {10)
q n;
oy = Wz Pa=Na) 4y an
2¢;
and all the other terms have their usual meanings.
For the depletion device, (8), (11) and (12) becomes
2¢,N,@p + Vsp) |”
Xl X'j [ q(Ndi - Na)Ndi ) (13)
N,‘ - N
Gy = 9N = Na) X¢ and (14)
2¢,
Qi = ¢(Ni = NXy . 15)

These threshold equations for the depletion device are the same as the equation proposed
by Sigmon [23] except the definition of the built-in potential. These equations also coin-
cide with the equations widely used in the modeling of the depletion mode devices [63]-
[65] and the buried channel CCDs (BCCDs) [66]-(68]. From (13), (14) and (15), and by

setting Ny=N,—N,, we can easily obtain the forms used by Huang [63]-[64] ;
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N, X;
Vip = Vig + @y + Vs — z E.- - (16)
+ -1- ZQG,NaNd(d’b, + VSB) #
where
1 1 X,
= - — a7
" Cor T2, )
and by El-Mansey [39] ;
2 Veg + =0 (@, + Vsp) (18)
D FB (Nd’ + Na) bi SB
1 [2ae NNy + Vsp) " aNuX,
C (Nd + Na) C;
where
1 1 X;
- —— 4 —=  and 19
G Cox € (19)
1 X5
G Cor + Te, (20)

Huang [64] considered the channel saturation effect at the drain side of the IGFET to get
the value of C. Also, in the BCCD application, Haken [20] wrote the same equation in

the different form of

Vip = Vig + @ + Vsa (21)
- quij 1+ € - _1_ 2¢:Na (°b:+VSB) "1 - ( € )2
26, CoxX, _ X, | aNa(Nz + N,) Cor X,

Even though they are expressed differently, (16), (17) and (21) are all identical.
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APPENDIX II

Intrinsic Carrier Concentration and Mobility

1. Effective Mass

An electron in a periodic potential is accelerated relative to the lattice in an applied
electric or magnetic field as if the mass of the electron were equal to an effective mass.
The motion of an electron in an energy band is described as a wave packet in an applied
electric fizld. Suppose that the wave packet is made up of the wave functions near a partic-

ular wave vector k, the group velocity v, of the wave packet is defined as

dw 1 dE
o U ok T A dk (1)

where # is the Planck constant (h/27), [ is the angular frequency, and £ is the energy.

Therefor:, the time derivative of v, yields

e 1 dE _ 1 d&E dk @

dt #% dkdt A di? dt

Since LA -5 holds, the force F is given by

dt
PR .S
dE (3)
dk?

which assumes the form of the Newton’s second law. We define the effective mass m* by

1 4&E
#2 dk?

1
o 4)
2. Density of States

The energy band structure , i.e., the energy-momentum relationship of a crystalline

solid is obtained by the solution of the Schroedinger equation. The Bloch theorem states
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that if a potential energy in a crystal is periodic with the period of the lattice, the wave
functions satisfying the free-particle Schroedinger equation and the periodicity condition are

of the form of a traveling wave ;
w( = exp(ikF) (5)

where T is a space vector, the wave vector k satisfies

and similarly for k, and k.. L is the period of the x, y and z coordinates.

In the ground state of a system of N free electrons, the occupied states may be
represented as the points inside a sphere in the k space. The energy at the surface of the
sphere is the Fermi energy E,. The wave vector at the Fermi energy surface has a magni-

tude k, such that

"k}

E y - - . (6)

2m

The total number of states in the volume of 4mk?/3 for the volume of (2w/L)* of the k-

space is
4wk}
N =2 3 )]
(23
L

where the factor of 2 represents the two allowed values of the spin quantum number.

Using (7), the total number of states, N, is related to the energy (< £) by

A2 (37N
) @)

where V=L3. Therefore, the number of states per unit energy, D(E), is from (8)

- LaN _ 1 _2m% pp
DE) = 45 = =5 (T BN ©
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3. Intrinsic Carrier Concentration

The basic consideration of populating the allowed energy states with particles subject
to the Pauli’s exclusion principle leads to a distribution function for electrons that is called

the Fermi-Dirac distribution of

f(E) = 1

E-E;
«T

(10

1 + exp( )

where £, is a reference energy called the [Fermi energy or level. The number of electrons
excited to the conduction band at 7" can be calculated in terms of the Fermi energy E.
The energy £ is measured from the top of the valence band as shown in Fig. A.1. If
E—E;> > kT is assumed for the conduction band of a semiconductor at the temperature of
interest, the Fermi-Dirac distribution func:ion reduces to the Maxwell-Boltzmann distribu-

tion of -

E"'Ej

T ) . (1D

Sf(E) = exp(—~

This is valid only when f<<1 and represents the probability that a conduction electron
state is occupied. The Boltzmann function applies to the case that any number of electrons

may exist in the allowed state.
The energy of an electron in the conduction band is

#2kc?
2my (12)

E=E+

where m*, is the density-of-states effective mass of an electron. The same relationship
applies to a hole with the density-of-states effective mass m®;. The density of states at £

is from (9)

2 L ]
D(E) = 3}72- —'%z—d'?)m (E-E;)V* for electrons
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E
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’ Z //Z %//7/3 7

Valence Band

(a) (b) (c)

Fig. A.l. (a) Energy Band, (b) Fermi distribution function
and (c¢) density of state function.
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2 »
- ?:r_?(%h_)slz (-E)? for holes . 13

Therefore, the electron concentration in the conduction band is given by

n o= [ D(E)f(E)dE (14)
- m’,,l.kT 32 - E
2(——2" 7 ) xp( ) Nexp( o £)

where N, (= 3.22x10"%cm™) is the effective density of states at the conduction band edge.

Similarly, the concentration of holes in the valence band is

0
p = [ DENI-f(E)AE (15)

m dhkT

E,
3/2 —_ ._ \f PR— A
7 )*? exp( ) N.exp( kT)

=- e

where N, (= 1.83%10'%cm™>) is the effective density of states at the valen:e band edge.

We multiply the expressions for n and p to obtain the equilibrium relation of

2

E,
n? = np = 4(—=)(m* m*y)? exp(——-) (16)

2«2

1.21
kT

where the approximation is from Morin [70].

= 1.5x10*TPexp(— ==

The above equation holds in the presense of impurities as far as dopant densities are

moderate enough for the Maxwell-Boltzmann distribution function to be valid.

4. Mobility

At a low electric field, the drift velocity V, is proportional to the electric field strength

E and the proportionality constant is defined as the mobility (cm?/ V-sec) such that
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T'.d - ﬂ.E . (17)

For the nonpolar semiconductors such as Si and Ge, there are two scattering mechanisms
which significantly affect the mobility. They are the scatterings due to the lattice vibration

and to the ionized impurities. The mobility due to the lattice scattering u, is given by [42]

(811’) '/2q ﬂ‘(.‘”
3ELm* 2 (kT)Y?

B - (18)

where ¢;; <100> is the longitudinal elastic constant which is approximately
1.67x10"2dyne —cm™?, E|, is the displacement of energy gap edge per unit lattice dilation,
and m* is the conductivity effective mass. The mobility due to the ionized impurities u«, is
given by [71]

124(2m) V22 (kT)*2

Rme kT, (19)
q2 M 1/3

", = =
Ng@m*? In(1 +

where ¥, is the ionized impurity density and ¢; is the permittivity of Si.
The combined mobility due to the above two scattering mechanisms is

1
b= — .
1L (20)
[l i

(19) shows that the mobility decreases as the impurity concentration increases. Also for a
given impurity concentration, the electron mobility in (18) and (19) is larger than the hole
mobility because the effective mass of electrons is lighter than that of holes. In a lightly-
doped material, the mobility resulting from the ionized impurities is much higher than that
from the lattice vibration. The theoretical result (18) indicates that the mobility should
decrease in proportion to 7-*'? when the lattice scattering is dominant. Experimentaily,

mobilities varies from T~'5 to T3, with T-%/2 being common.
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APPENDIX III

Input-Output Spectral Density Relation in a Linear System

The autocorrelation of a process X (r) is defined as
Ru(r) = EX(t+ DX (D) )

The spectral density S (w) is the Fourier transform of its autocorrelation R (r) ;

S(w) = :I:R (r)e/ordr . (2)
That is, the Fourier inversion formula gives the autocorrelation function of

R = o= zs«») edo . @)
Then the average power (variance) of the process X (¢) is

EIX@] = RO = 5= [SEdo . @

Consider a linear system with an impulse response of h(t) as shown in Fig. A.2(a),

the output of the system due to the input x(¢) is given by

y() = zx(t—‘l’)h(f)df . 5)
From (5), we have

x(t)y(ty) = ix(n)x(tz-f)h(r)df . (6)
Taking the expected value of (6) yields

Ryt 1) = [ Relty, -)h(z)dr )
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Xty | Ych)
———-l hety — ——»
Rxx Ryy

Linear System

(a)

— hitp) ——a hitp |—»

Fig. A.2. Linear system with an impulse response h(t) (a) and
its equivalent system (b).
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= R.(t, 12); h(ty)
where * stands for a convolution integral. From (5), we also have
y(t)y(ty) = ix(:,—r)y(t;)h(r)dr . (8)
Also taking the expected value of (8) yields
R, (1, 1) = in,(tl—r, t) h(r)dr 9)
= R, (1, t2)* h(r)

By combining (7) and (9), the autocorrelation of the output is given by a function of the

autocorrelation of the input ;

R».(ll. Iz) - Rn(h, Iz). h(!z). h(tl) (10)

= R (t1, 1)* h(t)* h(z)

The interpretation of (10) is illustrated in Fig. A.2(b).
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APPENDIX IV

Test Fixture

The following external circuits are necessary to test the prototype reference because

the reference is clock-driven and the output V,,, is a pulse sequence :

1. Timing Circuit ; to supply three non-overlapping clocks.

2. Nulling Circuit ; to measure the pulse amplitude.

All circuits are made of CMOS IC’s to avoid the interfacing problem between the analog

circuit and the digital logic.

Fig. A.3(a) shows the timing circuit which generates three non-overlapping clocks
with the duty cycles of 0.2, 0.2 and 0.3, respectively. Fig. A.3(b) shows the nullir.g circuit.
For a fast slew, a fast settle and a high input impedance, the JFET-input op amp LF356N is

chosen. Measuring procedures are as follows:

1. Adjust the offset of Opl with S, off.
2. Adjust the offset of Op2 with S, off.

3. Measure V,, by nulling V,,,.

A diode is used to protect the op amp Opl from being overdriven.
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Decimal Counter
Clk fg———
0 1 3 4 6 7 8
v v
- ?2 23 23
(a)

P
10k
s —
51 1k
n - Out
Pott Op1 O
AN +
1k
10k
O Veal

Fig. A.3. Test circuits : (a) timing circuit and (b)
nulling circuit (comparison circuit).
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APPENDIX V
Self-Aligned Si-Gate CMOS Process [72]
1. Wafer Cleaning

2. Initial Oxidation (240nm)

- 1000°C
Push/N,/5/3Min.
Dry 0,/5/10Min.
Wet 0,/4/25Min.
Anneal/N,/5/10Min.
Pull/N,/5/3Min.

3. Well Definition

- Photolithography : Mask #1
- Oxide etch : BHF/2Min. (HF/NH F=1/5)
- Well implant : Phos./100KeV/8°/1.5x10"2
- Well Drive : 1100°C
Push/N,/4/3Min.
Dry 0,/15/280Min.
1150°C
Drive/N,:0,/3.5:15/720Min.
Anneal/N,/4/20Min.
Pull/N,/4/3Min.

4. Gate Oxidation (70nm)

- Oxide etch : TMin. (HF/DI=1/5)
- Oxidation : 1600°C
Push/N,/4/3Min.
Dry 0,/6.5/80Min.
Anneal/N,/4/10Min.
Pull/N,/4/3Min.
- Nitride deposition : NH1/SiH (600mT/100mT)/60Min.

S. NMOS Active Definition

- Photolithography : Mask #2

- Nitride etch : Preheat/ N,/1T/60W/70° C
Descum/0,/0.76 T/10W/5Min.
Etch/SF¢—0,/0.1T/15W
Purge/N,/1T/3Min.

- Field implant : Boron/100KeV /10"

- Backside implant : BFy/200KeV/2x10"

- Drive : 1000°C



Push/N,/4/3Min.
Dry 0,/6.5/20Min.
Anneal/N,/4/5Min.
Pull/N,/4/3Min.

6. PMOS Active Definition

- Photolithography : Mask #3
- Nitride etch

7. Local Oxidation (8C0nm)

-920°C
Push/N,/3/3Min.
Wet 0,/1/420Min.
Anneal/N,/4/20Min.
Pull/N,/4/3Min.

7. Capacitor Definition

- Photolithography : Mask #4

- Nitride etch

- Oxide etch : BHF

- Plasma bake : N,/1T/60W/30Min.

- Capacitor implant : Phcs./S0KeV/8x10'

- Photoresist removal : Ash/0,/1T/160W/30Min.

8. Capacitor Oxidation (70nm)

- Oxidation : 1000°C
Push/N,/4/3Min.
Dry 0,/6.5/30Min.
Anneal/N,/4/10Min.
Pull/N,/4/3Min.

- Nitride removal : Phos. Acid/155°C

- Threshold implant : Boron/50Ke¥/5x10!!

9. Poly Deposition and Doping

- Deposition : SiH4/600mT/26Min.
- Doping : 950°C
Push/N,/4/3Min.
Dry 0,:N,/2.5:5/5Min.
Add POCL/6/30Min.
Anneal/ N,/4/5Min.
Pull/N,/4/3Min.

10. N Poly Definition
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- Deglaze

- Photolithography : Mask #$§

- Poly etch :

- NMOS S/D implant : As/180KeV/3x10'

11. P Poly Definition

- Photolithography : Mask #6

- Poly etch

- Plasma bake

- PMOS S/D implant : Boron/60KeV/2x10'

12. Passivation

- CVD Deposition : Undoped/250nm
Doped/750nm (6% PSG oxide)

- Reflow : 1050°C

Push/N,/4/3Min.
Flow/0,:POCL3/2.5.6/10Min.
Anneal/N,/4/10Min.
Pull/N,/4/3Min.

- Densification : 900°C
Push/N,/4/3Min.
Densify/Wet 0,/4/30Min.
Anneal/N,/4/5Min.
Pull/N,/4/3Min.

13. Contact Definition

- Photolithography : Mask #7
- Oxide etch : Repeat etch (BHF) and bake (10min./130°C) cycle

14. Metallization (1um)

- Palladium evaporation

- Sintering : 300°C/15/5Min.

- Palladium removal : Gold etchant/60sec
NHI/60sec
RCA1/75°C/5Min.

- Al evaporation

15. Metal Definition

- Photolithography : Mask #8

- Metal etch : Al Tpye A/40°C
- Backside Al evaporation (1um)
- Sintering : 350°C/15/20Min.
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