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Abstract

"Extension of switched-capacitor filtering techniques into the MKz range
would allow a higher level of integration in high frequency communication sys-
tems. However, monolithic realization of high frequency switched-capacitor
filters encounters numerous problems, namely, limitation of operational
amplifier settling time, sensitivity to component variations, increase in noise
due to higher Q. and presence of parasitic power supply coupling patbs. New
techniques are introduced to solve these problems. First, & high speed
differential cascode CMOS amplifier is used to achieve fast settling time.
Second. an identical Tesonator fllter structure is used to solve the problem of
sensitivity. Third, a T-network scheme is used to reduce component ratio
spread. Fourth, Thevenin equivalent circuits are used to solve the D.C. stability
problem in elliptic bandpass ladders. Fifth, frequency translation is used to
relax the filter requirements as well as reduce the filter in-band noise. last but
not least, fully differential signal paths are used to reduce clock feedthroughs
and increase power supply rejection. These concepts are demonstrated in an

~ experimental filter fabricated in CMOS technology. This prototype fliter is a
sixth orcer 280 KHz elliptic bandpass fliter with a Q of 40 and clocked at 4 MEz.
The results meet all the filter specifications and show good correlation with .

theoretical values.
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Chapter 1
Introduction

Recent advances in analog MOS integrated circuits have drastically brought
down the cost of communication systems [12]. With improvements in circuit
design and process technology, these analog IC's can incorporate more circuit
functions than was previously possible, resulting in a higher level of integration
with more precise and sophisticated circuitry. One of these recent develop-
ments has been in the area of frequency selective filters, which form a vital part
of any communication system. Historically, fllters have not been integrable
because their frequency response depend on RC time constants, and precision
resistors and capacitors are not available in integrated circuits. The smallest
filters then were in hybrid form [15], which used laser-trimmed thin film resis-
tors and capacitors to achieve accurate frequency response. With the advent of
switched-capacitor techniques [1.8], it is now possible to realize monolithic

filters in integrated circuits.

Switched-capacitor filters are discrete time fliters which transform an RC
time constant into the product of a clock frequency times a capacitor ratio. The
clock frequency can be arbitrarily accurate since it is derived from a crystal.
Whereas capeacitor ratios only depend on ratids of geometries, and with proper
layout, accuracies on the order of 0.1% are easily achievable[16]. The introduc-
tion of switched-capacitor filters have a significant impact on voice band com-

—munication systems, and they found wide acceptance in commercial communi-
cation circuits such as codec filters for PCM telephony [3-6]. channel bink filters
for speech recognition systems [7], and various kinds of miscellaneous applica-
tions like modems [13] and DTMF receivers [14). So far, all these applications

bave been limited to the audio range. However, communication systems span



the entire spectrum from voice band to microwave frequencies. There are many
fiiter applications in higher frequencies, especially in the MKz range. Some
examples are AM and FM intermediete frequency filtering in radio receivers,
'-ﬂclock recovery in data communication systems, video processing in television
# receivers and channel filters for FDM telephony. Presently, these filtering func-
tions are realized by external components such as LC filters and crystal filters.

"~ There is a need to find monolithic realization of these filters to allow a higher

level of integration in these high frequency communication systems.

This dissertation is aimed at extending switched-capacitor techniques into

the MKz range. In the past, switched-capacitor filters are limited to the voice
" band because of limitations of the operational amplifier settling time. Further,
since high frequency applications often require highly selective filters, the prob-
lems of sensitivity to component values, dynamic range and stray power supply
coupling paths must be overcome. This project uses a CMOS switched-capacitor
filtering technique to allow operations in the MEz range [2.11]). Eere, a high
speed differential cascode CMOS amplifier is used to achieve fast settling time,
and an identical resonator scheme is used to solve the problem of sensitivity.
Also, fully differential signal paths are used for better power supply rejection
and to minimize parasitic couplings between signal paths in high Q filters. A

complete description of the amplifier design can be found in [26].

The organization of this dissertation is as follows. In Chapter 2, the design
considerations for high frequency switched-capacitor filters are discussed.
Here. the properties of the LDl -transformation and the effects of non-ideal

_ladder terminations are first described. Next, the problem of D.C. stability in
elliptic bandpass ladder fliters is considered. This is followed by a section on the
issue of sensitivity in high Q bandpass filters. Lastly, a decimation scheme is

introduced to relax the filter requirements for high frequency high Q circuits.



Chapter 3 is concerned with the practical implementation of high frequency
switched-capacitor filters. A fully differential filter implementation is described
_ to alleviate the problems of settling. clock noise and PSRR. Next, a T-network
scheme is introduced to reduce the component ratio spread in these high Q
filters. To help reduce the clocking rate required, a double-sampling LD] integra-
tor is discussed which will effectively double the sampling rates of conventional
integrators. This is followed by detail design examples for an AM IF filter and a
FM TF fllter.

The interaction of CMOS technology with high speed analog application is
the subject of discussion in Chapter 4. This chapter compares the NMOS and the
CMOS technologies for this kind of application. Also, analog CMOS design con-

siderations like latch-up and short channel transistors are addressed in detail.

Chapter 5 gives some experimental results on a test vehicle used to demon-
strate our design concepts. This is a 260 KHz high Q bandpass filter intended for
AM IF applications. Notice that the conventional IF frequency for AM radio is 455
KHz. Here, the 260 KHz IF filter is for car radios. This filter has very tight
requirements, and the specifications call for Q's on the order of 40 and stopband
rejection greater than 55 dB. The experimental chip easily meets these require-

ments.

Chapter S discusses the conclusions that we drawn from our studies. This is
followed by two appendices, one is a description of the process flow of the CMOS
process which was developed during this work, and the other is a list of design

— rules suitable for this CMOS process.
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Chapter 2
Design Considerations for
High Frequency Switched-Capacitor Filters

2.1 Int.rodu’ét.ion

Switched-capacitor ladder filters are sampled-data realizations of the “leap-
frog” active fliter structure which is a simulation of a doubly-terminated LC
ladder. Since these filters are essentially discrete-time circuits, their resem-
blance to their continuous-time counterparts depends primarily on the transfor-
mation from the s-domain to the z-domain. In switched-capacitor filters, this
transformation can be directly implemented by choosing a particular structure
for a discrete-time integrator. A widely used structure is the Lossless Discrete
Integrator (LDI) based on a digital filter structure introduced by Bruton [17].
Filters based on this integrator have been demonstrated to be very accurate
realizations of LC prototype filters if the ratio of sample rate of the integrator to
band edge frequencies is large [18]. In high frequency applications, it is often
desirable to reduce this ratio as much as possible since this relaxes the settling
requirements of the filter amplifiers. This, however, complicates the design pro-
cedure because of the non-linear characteristics of the LDI transformation. In
addition, unavoidable errors associated with the ladder termination resistances

become important as this ratio is reduced [9].

Another difficulty stems from the fact that most high frequency applica-

. tions require very narrow band fliters. In high {requency communication sys-

tems, frequency multiplexing is often used so that the same channel can be
shared by multiple users. To separate the different frequency bands, very selec-
tive (high Q) fiiters are needed. This leads to sensitivity problems because of the
inherently increased sensitivity of high Q filters both to the ratios of the capaci;

tors in the filters as well as to the gain and settling behavior of the operational



amplifiers.

To alleviate this problem of sensitivity, the use of N-path or pseudo N-path
. filtering techniques have been suggested [19-22]. In N-path filters, the signai is
translated from its initial center frequency to a range centered about zero fre-
quency, low pass filtered, and then retranslated back up to the original center
frequency. In order that all spurious quadrature components introduced by the
modulation cancel out, multiple paths are required which are spaced equally in
the phase of the modulating signals. The great advantage of this technique is
that the center frequency is determined precisely by an externally supplied
clock, with no dependence on capacitor ratios, and that the actual filter itself is
a lowpass operating at a frequency much lower than the center frequency. The
disadvantages are that the moﬁulat.ing signal is at the fliter center frequency
where carrier feedthrough in the modulators will directly degrade the dynamic
range of the filter, that the parallel paths must match to a high degree of accu-
ricy. and that parasitic passbands exist starting at a frequency twice the
passband frequency. To solve the problem of carrier feedthrough, pseudo N-path
techniques have been suggested. In these fliters, the modulating signal will be
exact multiples of the center frequency so that carrier feedthrough will not be
inside the filter passband. To achieve the same delay as in N-path filters, muiti-
ple clock phases are used in the parallel paths. In order for pseudo N-path
filters to be useful, it is important that these clock phases must be equally
spaced. A slight offset will introduce an alias in the middle of the passband. For
high frequency applications, it is difficult to produce clock signals that are
exactly equally spaced, and in addition, the finite rise and fall times will be a
problem. Also, unavoidable phase jitters will inadvertently cause fee_(-!t.hroughs
in the passband frequencies. 1t appears likely that these N-path or pseudo .-\".
path fllters will be useful only in extremely high Q applications where extreme

accuracy of the center frequency is paramount. However, in cases where the



required Q is more moderate and dynamic range is important, conventional

filtering techniques are more likely to be used.

Ancther problem arises from the use of elliptic bandpass filters, which are
. more eflicient in-realizing sharp roll-off characteristics. The realization of ellip-
tic bandpass filters in active ladder configuration can give rise to unstable D.C.
conditions, thus driving the op. amps. into saturation. The successful implemen-
tation of high frequency, high Q fllters will require an eflective approach to solve
this problem.

This chapter addresses the above problems. The source of these problems
will be described in full detail together with design techniques that are used to
solve them. In section 2.2, the LDI transformation is reviewed and.it is shown
that designs using this transformation for filters which have a low ratio of
passband edge to sample rate involves a frequency warping very similar to the
more familiar bilinear transformation [9]. In section 2.3, a first order solution
to the termination problem is given which yieids significant improvements in
both passband and stopband responses when a low ratio of passband to sample
rate is required [9]. Section 2.4 introduces a solution to the D.C. stability prob-
lern in elliptic bandpass ladders. This is followed by a discussion in section 2.5
on the issue of sensitivity in high Q filters, together with an identical-resonator
scheme for these applications. Lastly, in section 2.6, a decimation method to

relax the filter requirements in high frequency applications is described.



2.2 The LDI Transformation

2.2.1 PROPERTIES OF THE LD] TRANSFORMATION

The LD} transformation was introduced by Bruton [17] as a building block
in digital ladder design. It was discussed by Jacobs et al. when used to imple-
ment switched-capacitor integrators [8]. The transformation between the s-

and z- domains is defined by

_1_ 1-z71

s <=> T, PN (2.1)

which should be compared to the bilinear transformation

2 1-z!
§ <=> Tl_'l'-:'_’- (2.2)

where 7, is the sampling period.

In transforming a continuous-time system to a discrete-time system, we
generally require that the essential properties of the continuous-time system be
preserved in its discrete-time counterpart. A good transformation from the s-
domain to the z-domain has two basic properties, namely, the imaginary axis of
the s-plane is mapped onto the unit circle of the z-plane, and a stable
continuous-time fliter is transformed into a stable discrete-time filter [23]. The

bilinear transform as well as the LDI transform have both of these properties.

To see this for the case of the LDI transform, let (2 be the frequency of the

digital fliter. The unit circle in the z-plane is described by
g =e%%, (2.3)

Substituting this into (2.1), we have -

-

_.,2 .05
s-j?.-sm > (2.4)

Now defining s = o+jw, where w is the frequency in the continuous-time domain,



we obtain by equatling real and imaginary parts,

=0 ‘ (2.5)
_ 2 .07,
= Fsin—g—. (2.6)

Thus for values of z on the unit circle, we have o = 0. Hence, the imaginary axis
of the s-plane is mapped onto the unit circle of the z-plane. Also note that as

the continuous-time fllter frequency ranges from
—2f, <w<2f, , (2.7)

that the discrete-time filter frequency ranges over its entire principle range of

te D 1
2 <2n <2

(2.8)

Because there is a unique mapping between the jw axis and the unit circle,
there is no "aliasing” of the frequency response. The eflects of the transforme-

tion can therefore be understood as a frequency axis warping given by (2.6).

We next consider the stability of the discrete-time filter so transformed.
Defining ¢ = Re’® where R and ¢ are the polar coordinates of z, we have from
(2.1)

-2 -4
s= Tl—.(\ﬂ?e"" - 71171 ,2)

or

5= %(ﬁ——v%%cos%-+j?l.—(sfk+—‘}—x¢)sing-. (2.9)
Thus for

Refs} <0

we have



-{-(*JR '7117)“5%,( 0.

Butfor=-n<d<m,

9
1:os2 >0

therefore

1
\m—ﬁ-(()

VF(-—\}!?

R<1.
But z = Rei?, R < 1implies |z | < 1, we therefore have
Refs] <0 => |z]|<1. (2.10)

Thus a stable continuous-time filter is transformed into a stable discrete-time

fiiter.

The two properties summarized in (2.6) and (2.10) are analogous to those of
the bilinear transformation. The difference between the two lies in the different
ways by which they warp the frequency axis. The LDI transformation maps only
the portion for |w| < 2f, and has a sinusoidal type of characteristics. The por-
tion for |w| > 2f, is simply not mapped. On the other hand, the bilinear

transformation maps the entire jw axis onto the unit circle, and 2 and » are

related by
- e N7,
- o= -T.—tan 5 (2.11)

In fact, the distortion introduced by a tangent type of characteristics is greater
than that introduced by a sinusoid, especially at higher frequencies. To com-*
pare these two transformations, their corresponding mappings of the

continuous-time fllter frequencies are plotied in Fig. 2.1.
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2.2.2 LD] LADDER CONFIGURATIONS

_ Design methodology'for switched-capacitor ladder filters was developed by
~Jacobs et al. using signal flow graph techniques [8,25]. These filters simulates a
doubly-terminated LC ladder so that the low sensitivity properties of the LC net-
’ work are carried over to its active counterpart [24]. The basic building block of
a switched-capacitor ladder filter is an LD] integrator, which can be realized by a
single-ended op. amp. as well as a fully differential op. amp. Until recently,
single-ended op. amps. are predominantly used because of their simple struc-
ture and ease of design. However, fully differential structures can offer belter
clock noise rejection, better PSRR, wider bandwidth, as well as use of chopper-
stabilized techniques for flicker noise suppression [10]). Their disadvantage is
that they require twice as many switches and capacitors, and therefore a larger

die area is needed for their implementation. kEere, we will consider the imple-

mentation of LD] ladders using both types of op. amps.

Earlier versions of LD] ladders use an integrator shown in Fig. 2.2, where V),
is the non-inverting input and V,, the inverting input. It takes half a cycle delay
for the signal to propagate from the input to the output, and the transfer func-
tion can be described by

2 (Vi) - Val2)) (2.12)

W) = o

To achieve the LD] transformation in a ladder structure, proper phasing of

the switches is required. The most basic structure in a leapfrog filter is a two

—integrator loop, shown in Fig. 2.3. To realize the LDI transform, alternate clock

phasings are used in the two integrators. Notice that as the output of op. amp. 1
changes to a new value, it is immediately sampled by the other integrator. In so .

doing, we realize one cycle of delay per loop, as required by the LD] transform.

The z-domain block diagram for this integrator loop is shown in Fig. 2.4.



Tig. 2.2

An LD] integrator which is sensitive to parasitics.
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Fig. 2.3 A two-integrator loop with proper switch phasing to realize the LD!
transformation.
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Fg. 24

s-domain block diagram for an integrator loop which realizes the
LD] transformation. i
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The problem with this kind of integrator is that it is sensitive to parasitics
associated with the top plate of the sampling capacitor (C,, in Fig. 2.2). The
nature of parhsitic capacitances in switched-capacitor networks have been
thoroughly discussed [1,3]. and parasitic-free integrators have been developed
[14]. Their details will not be elaborated here. Instead, we want to demonstrate
that connecting these integrators in a ladder structure will still realize the LDI

transformation.

Fig. 2.5 shows a parasitic-free LD] integrator, where V, is the non-inverting

input and V;, the inverting input. Its transfer function can be described by

W(e) = G oo VAV(E) - o). (2.13)

Notice that the non-inverting input has a half cycle delay to the output whereas
the inverting input is delay free. For leapfrog fllters, it is almost always true
that in any loop (except one including the terminations). there is an equal
number of inverting and non-inverting integrators. To realize the LDI transform,
proper phasing of the switches is needed. For a two integrator loop shown in Fig.
2.8, it takes half a cycle delay to propagate the signal from the non-inverting
input of integrator 2 to the op. amp.output. There is no delay involved to travel
from the inverting input of integrator 1 to the op. ampv. output, but the signal
from integrator 2 is not sampled until half a cycle later. As before, it takes one
full cycle to go around the loop, realizing the LD! transform. The z-domain
block diagram for this circuit is shown in Fig. 2.7, which is identical to the one

shown in Fig. 2.4.

An opposite phasing scheme shown in Fig. 2.8 can also achieve ane delay per
loop. Although both op. amp. outputs change at the same time, the signal fram
output of op. amp. 1 is not sampled until half a cycle later. It takes an add:-

tional half delay to go from the non-inverting input of the integrator 2 to the op.
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Fig. 25 A parasitic-free LDI integrator.



Fig. 2.6

A two-integrator loop with parasitic-free intéErat.ors.

17



18

C,
ho!f cycle delay
befors signal -1
i -4 ' 4
is sompled iz

Fyiy

Fig. 2.7 g-domain block diagram of the integrator loop shown in Fig. 2.6.



fig. 28

A two integrator loop with opposite phasing to that of Fig. 2.6.
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amp. output. Hence, the total delay per loop is still 1 cycle. For all-pole fliters,
there is no difference between this clocking scheme and that shown in Fig. 2.6.
But for elliptic filters, care must be taken with this kind of clocking scheme to
‘make sure that th-e LD} transformation is realized. In addition, since the outputs
,of both op. amps. change at the same time, its settling behavior is further com-

plicated. Thus this clocking scheme is not preferred and the one shown in Fig.

2.6 should be used.

The use of fully differential switched-capacitor technique has been
described earlier for voice band filters [10]. Although twice as many capacitor
and switches are needed, they are more versatile in realizing the LD! transform.
Like the single-ended case, it can take half a cycle delay or no delay to go from
the sampling inputs to the op. amp. output. However, since the signals are fully
differential, we can not distinguish between an inverting or a non-inverting
input. A change of sign can be e.asily achieved by inverting the differential sig-
nal. A fully differential integrator is shown in Fig. 2.9. The input V; takes a half
cycle delay to the output whereas the input Vs is delay free, and the transfer

function is described by

c
Vo(z) = E'i- 1_1-,

(z7V2V,(2) + Vo(2)). (2.14)

This realization is totally insensitive to parasitics. To achieve the LD]
transform, switch phasings for a two integrator loop is shown in Fig. 2.10. As
mentioned before, signal inversion can be done by simply flipping the
differential inputs, hence there is no need of the delay free integrator input.

“The clocking scheme of Fig. 2.10 is .dentical to that of Fig. 2.3 and the g-domain
block diagram is given by Fig. 2.4. Alternately, a phasing scheme simi!er to that
of Fig. 2.6 can also be used by the differential integrators, but delay free paths

tend to complicate the settling behavior of the amplifiers. However, these delay

20
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A fully differential LD! integrator.
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Fig. 210 A two-integrator loop with fully diflerential integrators.



free inputs do provide summing signal paths without extra switches and capaci-

tors. Hence, they can be used if there is a special need to save die area.

23
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2.3 DI Ladder Terminations

2.3.1 THE LDI TERMINATION WITH AN EXTRA HALF DELAY

) The integrators described in the previous section can be used to implement
* the LDI transformation exactly throughout the ladder. Unfortunately. this is not

true for simulation of the resistive terminations.

The load termination of a doubly terminated LC ladder is shown in Fig.
2.11a. Its signal flow graph representation [8,18] is shown in Fig. 2.11b. This can
be redrawn as Fig. 2.11c after resistive scaling. Using the LD] transformation as
defined by (2.1), the z-domain flow diagram is shown in Fig. 2.11d which then can
be represented in block diagram form as in Fig. 2.11e. An ideal LDI t:ermination
would then resemble this block diagram which dictates half a cycle delay in the
termination feedback loop. Yet, since terminations in the LDI] ladder are real-
ized by the type of circuit shown in Fig. 2.12a, it requires one full delay to go
around the termination, thus effectively adding half a delay to that loop. The

circuit in Fig. 2.12a can be described by the diflerence equation

CoVous (nT,) = CoVous[(n=1)T,] + Cme[(ﬂ-é—)T.] - CaVou[(n-1)T,]  (2.15)

or
Vous(z) € 27V2
®)  Cz y__o, %’ o (2.16)
2

The z-domain block diagram for (2.16) is shown in Fig. 2.12b, showing an

undesirable extra half delay in the termination loop.

The effect of an extra half delay in the termination depends heavily on the
sample rate and can best be demonstrated by a specific example. The
responses of a fifth order Chebyshev low pass filter are plotted in Fig. 2.13a-c”
The nominal fllter is designed to have a ripple of 0.5 dB and a ripple bandwidth of
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Fig. 211 ' load termination of a doubly terminated LC ladder. .
(e) RLC circuit.
(b) Signal-fiow-graph representation.
(c) Resistively scaled flow greph.

(d) =-domain flow graph after LD] transformation.
(e) = -domain block diagram.
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1 KHz. For the case with ideal terminations, the nominal characteristics are
achieved independent of the sampling rate. Whereas for the case with an extra
. half delay in the terminations, we deviate from the nominal curves. With a sam-
pling rate only five times the passband edge, we have a ripple content of 1.76 dB,
a bandwidth of 1.17 KHz and a stopband rejection with 9.5 dB less than that for

the nominal case.

For low frequency filters, a sample rate which is only five times the cutoff
frequency is rarely used because of anti-alias considerations. Typical circuits
use & clock rate which is about 40 times that of the frequencies of interest [2].
In these cases, termination error can simply be ignored, as we can see from Fig.
2.13a-c. However, at high operating frequencies, it is not possible to use such a
high ratio and for these circumstances, the termination error has introduced a

significant deviation of the responses.

2.3.2 THE COMPLEX-CONJUGATE TERMINATION

The termination problem arises from the fact that feedback loops in a cir-
cuit are either delay free or it takes a full clock cycle to go around a loop.
There simply is no "half-a-clock-cycle” delay loop. However, delay free loops
give us an alternative to & full clock cycle delay in termination realizations. If
we use a delay free loop. we have a minus one-half delay instead of an extra half
delay in the termination. The circuit which realizes this is shown in Fig. 2.14a.

This circuit is described by

CoVous (nT,) = CaVs[(n 1T, ) + CiVin[(n =T, ) = CoViuas (nT,) (2.17)

Vou(z) €, g-1®
Vn(2) - C2

. Cs ' (2.18)
- ' E—
1-2 +Cg
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The z-domain block diagram for (2.18) is shown in Fig. 2.14b, showing a minus

one-half delay in the termination loop.

The difference between the three different terminations can be clearly seen

. from their respective £-domain block diagrams (Figs. 2.11e, 2.12b, and 2.14b).
For the ideal case, we have a multiplication constant X = % in the termination

loop. (Here, R, is the resistive scaling factor, R is the termination resistance.)
For the c;se with an extra half delay, we have Kz -2 whereas for the case with a
minus one-half delay, we have Kz*V2 For g=e’®", K2-1/2 and Kz*1/2 are
complex-conjugates of each other. From classical theory of doubly terminated
networks, we would expect the error for a doubly terminated ladder with
complex-conjugate terminations to be less than that for the case when both
source and load terminations are not complex-conjugates. To understand this
more clearly, let us consider the s-domain description of these non-ideal LDI

termination errors.

An extra half delay in the termination path means that we have Xz~'/? in
the termination feedback loop instead of X. Hence, we would like to know the
s-domain description for £-1/2 in terms of the LDI termination. This can be

found by inverting (2.1) to obtain

s272)"® _sT,

-ve o 2.19
s 1+ — j 5 (2.192)
. _ Fn R S .
Thus depending on whether X = -F-or -E"—(where R, = resistive scaling factor,

R = termination resistance), the s-domain counterpart for the termination with

~ an extra half delay is a conductance of
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or a resistance of

respectively.

Similarly, for the case of a minus one half delay, we have K = z*!/2 and

using (2.1) as before

saTZ]Vz s7,

‘e = L] s, 2.19t

z [1 + ] 3 ( )

Again, depending on whether K = -};f‘— or -g—. the simulated termination in
n

terms of the LDI transformation is

Comparing (2.192) and (2.19b) we notice that for s = ju. the two termina-

tions, namely the extra balf delay and the minus one half delay, are complex-
conjugates of each other. Consider the circuit shown in Fig. 2.15a. A matched
condition exists when the load impedance Z; is the complex-conjugate of the
source impedance Zs. Under this condition, we have maximum power
transferred to the load. If we have a lossless two-port between the two
impedances (Fig. 2.15b). the matched condition no longer holds. The impedance
seen by the source termination, Z,. is not necessarily a complex-conjugate of.
Zs. Nevertheless, if we use a termination with an extra half delay in the source
and one with minus one half delay in the load, we would expect our Lerminatioh

error would be smaller compared with the case when both terminations have
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Fig. 2.15

(b) A doubly-terminated two-port network.

Vout
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extra half delays. To see this more clearly, consider the transfer function for

such a circuit will be given by

_ - Yow _ Z12)e
S T =S T T v, +twls ¢ 12 (2.15¢)

*where the 2y's are the open circuit impedance parameters and
|Z! = 2,,25 = 2,222,. To simplify the case, choose as an example a symmetric
circuit such that 2;, = 2 and let Zs = Z; = R. Then, for the ideal termination

case,

Rz,
R2 + Zz"R + IZI

. '2- RziZIZ'a
TUO) = a1z + @enlFE

T(s) =

(2.19d)

(2.19¢)

(For an LC two-port, %;(jv) is purely imaginary, and Z(j2) is purely real.) For

the case with extra half delays in the terminations, assuming X = Risuch that

n
. s272)V® .7,
ZL-ZS"RII*'T] -2 1
then
14 stT2 lve _ sT,1
4 g (2.191)

A
T(s) =

Z52
ve 2 | e 1

where T°(s) is the transfer function with extra half delay terminations. Assum-

ing ©7, small, we can derive

- [rgoks ol o SEZR 2L

{RUZI=R?) |0y
R%|z)p!® 2 ! lT(Jv)ie](z,lgg)

For the case with complex-conjugate terminations, we have
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R[[ .gz..gW 178 CT.
i1+ ‘ - 1212
T(s) =

!7.2 ve
Re+23uR1+ +|Z|

swhere T"(s) is the transfer function with complex-conjugate terminations.

(2.18h)

Again assuming 07; small, we have
[r G en |rGeok [1 + o r?l'—"‘z'ro )'21 (2.19i)

From (2.19g) and (2.19i), we see that if w7, - 0, then both T'(jo): and
’T“(ju)l - ITUQ)I. i.e., the error decreases with increasing sample rate, as
expected. We also notice that for the case with extra half delay terminations, we
have errors on the order of w7, whereas for the case of complex-conjugate ter-
minations, we have errors on the order of (w7,)2. Thus we would expect

complex-conjugate terminations to yield less error.

For our specific example, this is seen to be true. The responses of our filter
ex-ample with complex-conjugate terminations are also plotted in Fig. 2.13a-c.
We indeed notice a significant improvement in all respects. With a clock rate
only ten times the cutofl frequency, there is now a 0.59 dB ripple and the ripple
bandwidth and stopband rejection are the same as those for the ideal case. A
detail plot of the passband responses for three different terminations with a

sample rate of 10 KHz is shown in Fig. 2.15c for better comparison.

Figs. 2.12a and 2.14a show terminations with fully differential integrators.
_The terminations for the single-ended case is not as straight forward since all
termination loops require negative feedback and the inverting input for single-
ended integrators are always delay free, thus realizing only minus one-galf delay
terminations. To realize an exira half delay in the termination loop, a more
complicated clocking scherne shown in Fig. 2.16a is required. This circuit can be
described by the difference equation
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CeVous(nT3) = CeVpul(n =T + iVl -PIT,] (2.20)
but

CeVoul(n=3IT0) = Gt Voulm =17, (2.21)
thus

CoVour(nT3) = peteboul(n=1T.] + Cbunlln - D7) (2.222)

which in z-transform notation is

Vour(2) _ z-V2 .
V) G __,, Cz?cs » (2.22b)

The z-domain block diagram for (2.22b) is shown in Fig. 2.16b, showing an extra

half delay in the termination loop.

The case for minus one-half delays with single-ended integrators is similar
to that for fully differential integrators. This circuit is shown in Fig. 2.17a and is
also described by equations (2.17) and (2.18). The corresponding z-domain
block diagram is shown in Fig. 2.17b, which is identical to Fig. 2.14b.

It should be noted.that the circuits shown in Figs. 2.122, 2.142, 2.16a, and
2.17a are all insensitive to parasitic capacitances. The parasitic on the input
side of Cg is switched between grounds and that on the output side is switched
between voltage sources. The “parasitic-free” properties of the LD] integrators
are therefore carried over to the terminations, and thus the circuits can be
realized with minimurn sized capacitors resulting in maximum possible sampling

rates.

L4

For fully differential ladders, it does nol matter how we place the complex-
conjugate terminations, as long as we put either one (whether extra half delay

or minus one-half delay) in the source and the other in the load, they will always
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Fig. 2.18 (a) Single-ended LD] termination with an extra half delay.
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be complex-conjugates of each other. However, for single-ended integrators, we
notice that the clocking scheme for Fig. 2.16a is such that we have charge stﬁr-
_ing between C; and Cj at the half cycle when the output of the op. amp. is not
iampled. Therefore, we should use the termination with an extra half delay (Fig.
!2. 16a) at the source so that the filter output will only change once every clock
cycle. As an illustration for a “parasitic-free” LD] ladder (with single-ended op.

amps.), the complete circuit for the fifth order low pass filter example using

parasitic free circuits and complex-conjugate terminations is shown in Fig. 2.18.

It should be noted that the output of Fig. 2.16a changes on every half cycle,
but as long as it is not sampled during that period, as in the case for the ail-pole
low pass example (Fig. 2.18), this will not affect filter response. However, when
there are continuous feed-forward paths such as in elliptic filters, care must be
taken to achieve LD] transformation. On the other hand, for bandpass LDI
ladders, both minus one-half delay and extra half delay terminations can be
realized without the complex clocking scheme of Fig. 2.16a. This is because
bandpass leapfrog structures have localized feedback loops which are not
shared by the other parts of the circuit. Thus, the extra half delay termination
can be accomplished by inverting the signal through the local loop and fed back

via the non-inverting input, as illustrated in Fig. 2.19.



45

nplex-conjugale termi-

with cor

ase).

A fifth order all-pole low paes ladder
(single-ended op. amp

nations (s

Fig. 2.18



46

‘saappe] |(q'] ssedpueq ul Lejap jley wd)xo Ue Y)la UoHBUILIS], 612 3y

+

ﬂﬁ- o—]n

37 o—ii
it

—-------




2.4 D.C. Stability in Elliptic Bandpass Ladder Filters

Elliptic bandpass filters are very useful in realizing narrow band filters
‘because of the higher selectivity at the band edges obtained from the transmis-
’sion zeros. However, implementation of elliptic bandpass filters in t‘.he leapfrog
configuration can result in unstable D.C. conditions in the circuit. This problem
arises from the presence of inductor loops in the LC ladder (capacitor loops may
have similar problems). and is not unique to switched-capacitor filters. To see
this, consider the circuits in Fig. 2.20 where an RC integrator is used to simulate
the i —v characteristics of an inductor. Here, active RC integrators are used for
demonstration purposes, the same reasoning applies to switched capacitor
integrators. Assuming the op. amp. is ideal, the transfer function of the integra-

tor is given by

Vour(s) _ __1
Vm(S) sRC -’

(2.23)

The i —v characteristics of an inductor is given by

V((SZ) = _ (2.24)

If I(s) is resistively scaled to V(s ), then

v
_ZU-V : v s) (2.25)

where R'is the scaling resistance. Equations (2.23) and (2.25) show that with
ideal op. amp., an inductor can be exactly simulated by an active RC integrator,

—where the RC time constant is related to L by

=L
RC= 2. - (2.26)

The minus sign in (2.23) is not important since the inductor current can be

defined with a different orientation.
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Fig. 220 Simulation of an inductor i—v characteristics by an active RC
integrator. : N
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If there is an offset voltage ¥, in the op. amp. (Fig. 2.21a), then

_v_.,(szi_-v.,_s $C(Vyy = Vo (s)) (2.27)
or
Ve (s) = - Z*%u_., Ve . (2.28)

This relationship can be represented by the circuit in Fig. 2.21b. If the small
offset voltage at the output is ignored, then

Vou(s) . _ 1
Vin(s) = Vo, sRC "’

(2.29)

Comparing (2.29) with (2.25), this would mean that instead of V(s), (V(s) — V,5)
is being integrated. Hence, in addition to sirnulating an inductor, there is a
small voltage source in series which is equal to the offset voltage of the op. amp.
(Fig. 2.21c). If such integrators are used to implement an inductor loop as in
Fié. 2.22a, it will result in the circuit in Fig. 2.22b where there are oflset voltage
sources in series with the inductors. 1t is very likely that these offsets do not add
up to zero, then presence of a D.C. voltage will give infinite current in the induc-
tors. In terms of the active equivalent circuit, there will be an op. amp. driven

by a voltage equal to A(z: V.si) Where A is the op. amp. gain. Hence, if the offset
9

voltages do not sum to zero, then the op. amp. will be driven into saturation.

The same problem can be analyzed in the context of the active filter. Con-
sider the inductor loop in Fig. 2.23a, with inductor voltages and currents defined
as shown. This can be part of a doubly-terminated LC ladder. The signal flow
graph representing their i~v characteristics is shown in Fig. 2.23b. TPis is real-
ized by active RC integrators as shown in Fig. 2.23c, where V;'s are the integra-
tor inputs, and ¥,'s are the op. amp. outputs. Consider the D.C. condition of the

circuit. In order to keep the output voltage V,, in active region, its input voltage
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(2) An active RC integrator with offset voltage in the op. amp.
(b) Equivalent circuit of Fig. 2.21a. —_
(c) Effect of op. amp. offset voltage in the simulated inductor.
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(b) -

*

Fig. 222 (a) An inductor loop.
(b) An inductor loop simulated by active RC mtegrators with op.
amp. ofiset voltages. .



Fig. 223

(a) An inductor loop.
(b) Corresponding signal flow graph.
(c) Realization by active RC integrators.
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is given by
Vi ® Vea (2.30)

where V,,, is the offset voltage in the first op. amp. Likewise,

Vs ® Vs . (2~31)
Then
Voz = = A2(Vogy + Vosz + Vopa) (2.32)

where A; is the gain of the second op. amp. If the ofIset voltages of the three op.

amps. do not add up to zero, then ¥, will be driven into saturation.

To solve this problem, the L,C loops in the passive filter can be broken up by
Thevenin equivalent circuits using a technique similar to that by Jacobs et al [8]
for lowpass fllters. Fig. 2.24a shows a doubly-terminated sixth order elliptic
bandpass fllter. By writing the nodal equation at node 1, we have

V, V,~V,
I‘“'FL‘T'I“""I”' ;‘Ls‘ = 0. (2.33)
Rewriting (2.33), we have
_ sL,Ls L,
Vl - ("Rl ICI 12 ICS)L1 + LS + V‘L; + La . (2'34)

Similarly, writing the nodal equation at node 4 will give

sLsL, , __Ls
L+l "N+ I

Vo = (Jes+ Ip = Icy = Ip2) (2.3%)

From (2.34) and (2.35), we see that the inductor Ls can be represented by two
voltage-controlled-voltage-sources, with corresponding change in inductor
values, as shown in Fig. 2.24b. Likewise, to remove the capacitor Cy, we wrote

the nodal equation at node 1 of Fig. 2.24b, we have

Ipy=Ig = I3 = W)(sC)) = (V,=V,)sCs = 0 (2.36)
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Fig. 224 (a) Doubly-terminated sixth order elliptic bandpess LC ladder.

(b) Inductor Ly represented by voltage-controlled-voltage-source.
(c) Final Thevenin equivalent circuit of Fig. 2.24a.
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or
= -7 - 1 Cs
Similarly for node 4
- _r - 1 Cs
Ve = (Ie=1y Im)‘ I +V Tt Co (2.38)

Equations (2.37) and (2.38) results in the final circuit shown in Fig. 2.24c. The
shunt inductor Ly and capacitor Cy are now replaced by voltage-controlled-
voltage-sources. The corresponding switched-capacitor circuit for Fig. 2.24c
requires only 6 op. amps. to implement, since the voltage-controlled-voltage-

sources can be easily realized by feed-forward paths.
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2.5 Sensitivity in High Q Bandpass Ladder Filters

As mentioned earlier, most applications in high frequency communica'tion
systems require narrow band filters (Q ~ 40), with a rather tight tolerance in the
 center frequency accuracy. Compared with voice-band codec fillers, these nar-
" row band filters have pole locations much closer to the jo axis. Typical codec
filters are 5-pole, 4-zero lowpass fliters, with largest pole Q approximately equal
to 3 (Fig. 2.25a). Whereas a sixth order elliptic bandpass filter with a Q of 40 has
individual pole Q's on the order of 100 (Fig. 2.25b). This means that small varia-
tions in the pole locations can cause significant variations in the passband
response, and may give rise to a large passband ripple or instability in the worst
case. Also, since the filters have narrow bandwidths, a small shift in the center
frequency can move the passband outside the frequencies of interest, hence the

filter design must be able to realize a stable center frequency.

To understand more about the sensitivity problem in a switched-capacitor
bandpass ladder, let us analyze one such structure in more detail. For simpli-
city, we consider a fourth order all-pole bandpass filter. We start with a lowpass
prototype filter shown in Fig. 2.26a. This lowpass filter is normalized to have a
cutoff frequency at 1 radian per second. After lowpass to bandpass transforma-

tion, we have the doubly-terminated LC network shown in Fig. 2.26b. Eere,

L= .l.‘g; (2.392)
C, = vg‘zw (2.39b)
Lp= o.‘ﬁm (2.39¢)
C.= %’_ (2.394d)

where &, is the filter center frequency in radians per second, B is the filter

bandwidth, and Cyp and Ly, are the capacitance and inductance values of the
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Fig. 225 (a) Pole-zero locations of 5 pole 4 zero codec fliter.
(b) Pole-zero locations of 8 order elliptic bandpass filter.
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Fig. 2.28 (a) Prototype low pass filter.
{b) Fourth order LC bandpass ladder.



_network is shown'in Fig. 2.27, where

prototype lowpass fllter.

The signal flow graph which represents the i—v characteristics of this LC

T = Ry C,

(2.40a)
(2.40b)
(2.40c)

(2.40d)

(2.40e)

(2.40f)

(2.40g)
(2.40h)

with 7; being the integrating time constants and Ry, the normalizing resistance.

A close examination of this signal flow graph shows that it is composed of two

resonators coupled together by feedforward paths. This is representative of

most bandpass leapfrog realizations, and it will be shown later that elliptic

bandpass ladders will not be much different. Each resonator in the graph con-

sists of two integrators in a loop, and resonates at a frequency equal to the

center frequency of the fliter. This can be seen from (2.39) and (2.40) where

1 1

ne L,G)

l - -L—:
TsTs LeC>

= ——=

(2.41a)

(2.41b)
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Hence, the filter center frequency is only a function of the resonator capacitor

ratios and is independent of the other coupling capacitor ratios.



Fig. 227 Signel flow graph of fourth order LC bandpass ladder.
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To analyze the sensitivity properties of this network, we calculate the incre-

- mental sensitivities of the frequency response with respect to the integrating

- time constants and the coupling ratios. By Mason's theorem, the filter transfer
function is given by

b 1,k k2 1 1 1 ab + kk;
= () 1+ —_—t+—) + + + )
(82721'3 = ;( T2 T3 ) s—f( T\T2  TITa ToTs
1 kl kz \ 1
+
* S_s("’z”s"'q * TiTeTs'  S%7,T27aTe (2.42)
From (2.41a,b), this can be rewritten as
b
Sz‘rg‘rs
T(s) = . (2.43)
1,k k2 1 2, abtkyk; we ky k2 ws
— — ¢ —
The incremental sensitivity of T(s) with respect to 7, is given by
- sz-l =_Nn 8T(s)
T(S) ot
o L o5 kay w0 :
_ s2 s3'1y’ st (2.44)
Tk ke 1, abtkike, of k) ke el T
s'Tp T3 st ° TeTs s3'12 T35 st
At the center frequency where s=jw,,
sTr = - '._k..2.9°_‘r£_ (2.45)
'zle. Jab +kkg :
From (2.39) and (2.40), this can be rewritten as
)
ST, = 3G
7"" R, + Ry
= - Ler (2.46)
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R,. R and L;p are the component values of the normalized lowpass filter of Fig.
2.26a. For R,=Rp=1, values of L;p is on the order of 1, so that '

In most cases, we are more interested in the magnitude response of the transfer
function rather than the phase response, and the incremental sensitivity of the

magnitude response is given by

SIT! = RefST,3 (2.48)
so that
LR o =0 (2.49)

This is expected since the sensitivity of the magnitude of the frequency response
with respect to the L,C components in a doubly-terminated LC network is zero at
the center frequency [24], and the integrator time constants 7; are the simu-
lated L.C component values in a leapfrog structure. EKowever, at the passband

edges, the sensitivities are markedly different. If we let s=j, in (2.44) where

o, is the passband edge given by w, = o, --B—. then we have
(] ° 2

5, j——(kz 1+£
ST w & TsWe )
T gb vkikg k) k2 B
T2Tsw§ T2 Ty of

(2.50)

Here, we have assume that the filter has a high Q so that

(1+ ;.ef—)" & 1 +n-£—. (2.51)

As before, we calculate the incremental sensitivity of the magnitude response.

From (2.50) and (2.48), and assuming ;B;«l. we have
3
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ab
i L\ Y AL Tg : (2.52)
(

obtkikene , (K Keyepe
-.TeTs T2

Ts

From (2.39) and (2.40), this can be rewritten as

() 1 \
STl I* B L”’C”’ _RECE’ (2.53)
n (1 +R;/Rz\z+(R) + 1 \2' )
LipCip *  “Lip ReCip’
As mentioned earlier, R,, Rz, Lip, Cip are lowpass prototype components with
values on the order of 1, and since %z Q. we have
~ Q . 0T (2.54)

It can be shown that the same is true for the other 7;'s. Hence at the passband
edge, the sensitivities of the magnitude response with respect to the integrator
time constants are on the order of Q. On the other hand, if we calculate the

same sensitivities with respect to the coupling ratios, we have

T(s) 08a
ab
- 32737'3
- 1,k; ka, 1, ,, 8b+kiky,  ©f ky k2, o
1+;-(z+"§)+s_*(2°+ — ,+ss\72+73,+s4
= -aT(s) (2.55)
or
S)TI = —a Re§T(s)} . (2.56)

At the passband frequencies, | T(s)|= -: so that

jsart|~ & (257
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The same can be shown to be true for the other coupling ratios. In other words,
at the passband edges, the magnitude of the frequency response is about Q
- times more sensitive to the integrator capacitor ratios than the coupling capaci-
;tor ratios.
The significance of this is that the integrator capacitor ratios should be as
accurate as possible whereas we can tolerate larger errors in the coupling capa-

citors. Hence, if we use the component values from Fig. 2.27 without proper

scaling, we have from (2.39) and (2.40)

R, B

L
T2 = -E% (2.59)

so that 73 is on the order of @° times 7,. The same is true for other resonators.
This would result in some very large capacitor ratios and some small ones, so
that in terms of percentage, there will be larger errors involved with the large
ratios, resulting in greater distortion in the frequency response than if all the
capacitor ratios are on the same order. Hence, the optimal solution to this
problem is make all the individual integrators identical. In other words, all the
integrators will have identical time constants equal to the reciprocal of the
center frequency (in radians per second). In a switched-capacitor integrator

shown in Fig. 2.5 or 2.9, the integrating time constant 7 is given by

__C
r= s (2.60)

_where C, is the sampling capacitor, C; is the integrating capacitor, and f, is the

sample rate. If all the integrators are made identical with a time constant given

by the center frequency f,. then

L4
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7P Aoy (a8



)

or
- Ce_ Js
- F:"' o (2.62)

. Even if the clock rate to center frequency ratio is 20,
—nN3, (2.63)

From (2.62), f, is now only a function of one particular capacitor ratio. This
ratio is small (2.83), hence the minimum size capacitor can be on the order of
1pF without jeopardizing the op. amp. settling time. With this kind of capacitor
size, accuracies of better than half a percent can be easily achieved, and this is
more than enough for most center frequency accuracy requirements. On the
other hand, when the individual integrator time constants are scaled to the
reciprocal of v, by (2.82), the coupling ratios will be on the order of Q, meaning
that large capacitor ratios are required for the coupling paths. However, since
the sensitivities of the transfer function with respect to these ratios are small
(2.57), we can allow a larger error in these capacitors. Typically, a 5% error in
these coupling capacitor ratios are tolerable, so that capacitors smaller than

1pF can be used to ease the amplifier settling requirements.

Notice that with this scheme of identical resonators, all the intégrators
have the same capacitor ratios and hence all the integrator time constants
track each other over all conditions of process and temperature variations. As
mentioned earlier, the fliter center frequency is only a function of the resonator

“capacitor ratios and is independent of the coupling capacitor ratios. If all the
integrator capacitor ratios match each other, then a 0.5% variation of all of the
integrator time constants in the same direction will sirnply shift the overall
response by 0.57% without altering its shape. However, a change of one integra-
tor time constant while the others remain the same would grossly distort the

passband shape. This is another advantage with this scheme of identical



integrators, for if we have some large integrator capacitor ratios and some small
ones, the larger ratios will have large errors whereas the smaller ones will

remain sort of constant, resulting in a larger passband distortion.

Another obvious advantage of using this scheme is that it greatly simplifies

,! the layout since all integrators are identical. Nevertheless, there is a disadvan-
tage with this method. With identical resonators, the op. amps. are not properly
scaled to bave equal maxima, resulting in a reduction of dynamic range. In a
narrow band filter with Q on the order of 40, there can be a loss of about 6 dB in

dynamic range.

66



67

2.6 Implementation of High Q Filters Using Frequency
" Translation (Decimation Scheme)

As mention.ed earlier, high Q fliters require large capacitor ratios in the
coupling paths between the resonators. Further, increasing the Q of the filter
requires the operational amplifier to settle to higher degrees of accuracy within
the clock half period to avoid distortion of the response. Hence, the combina-
tion of very high clock frequencies and very high Q's presents particularly
difficult implementation problems if done directly. Typically: narrow band
filters with Q's on the order of 40 require coupling capacitor ratios on the order
of 100. In addition, amplifier gains need to be greater than 500 for reasonable
accuracies. If operation in the 10 MEz range is required, even with a clock rate
of only 5 times the center frequency (say ~ 50 MEz), it is extremely difficult to
design an amplifier with such a high gain while at the same time be able to settle
within the clock half period with capacitor sizes needed to obtain reasonable
aé'curacies. Unfortunately, filters in the 10 MHz range that require Q's on the
order of 40 are not uncommon. One such example is the 10.7 MHz FM intermedi-
ate frequency (IF) filter for channel se;_:aration in the IF strip of the FM receiver.
Hence, we must find ways to relax the filter requirements for this kind of high

frequency, high Q fliter applications.

In most practical situations, it is possible to reduce the filter requirement
by performing the bandpass flitering in two or more stages, each at successively
lower frequency. While the overall center frequency to bandwidth ratio can be
high, the Q of the individual filtering stages can be much lower. This approach is
similar to the multiple JF fliter approach used in some communication-receivers.
In this case, the idea is to mix (or decimate) the signal in the 10 MHz range to &
lower frequency where the critical filtering is performed. This is particularly
convenient in the IF application because the signal has to be further demodu-

lated down to the base band in a later stage of the receiver anyway. Hence, it is
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not very critical at which intermediate frequency the channel separation is
done. In a conventional continuous-time system, modulation of signals is com-
plicated by the need for non-linear circuits such as multipliers. However, in a
-~ sampled-data system, such an operation can be realized simply by undersam-

pling the signal, which will then alias it to a lower frequency.

Such a scheme is realized by the block diagram shown in Fig. 2.28. First,
the signal from the RF stage (in the 10 MKz range) is sampled at a high clock
rate (~50 MHz) where a rough flltering is done. Next, the signal is down sampled
at a lower clock rate, say 4 times lower. In so doing. the signal in the 10 Mkz
range is aliased down to a lower frequency (~2.5 MHz) where the actual filtering
for channel separation is performed. This signal will then be further demodu-
lated in a later stage. The purpose of the first filter is to provide antialias for
the second filter. This relaxes the requirements for the flltering at the highest
sample rates as shown in Fig. 229. The only requirement of the first filter is to
reject image frequencies while passing the original signal. The second filter
which performs the channel separation function has to be precise, but it is at a
lower frequency. Since it has the same bandwidth as a direct realization at a
higher frequency, the resulting Q is reduced. As an example, the relaxation in
filter requirements for a 10.7 MEz FM IF filter is summarized in Table 2.1. Here,
the original fliter sampled at 54 MHz requires a sixth order Chebyshev filter with
a Q of 40 and coupling capacitor ratio on the order of 120. The amplifier gain
needed for this application has to be larger than 500. With this decimation
scheme, the antialias filter has a Q of only 7 and capacitor ratios around 10.
This fllter would only require an amplifier gain of about 100 so that it is realiz-
able up to frequencies in the 10 MKz range. In addition, the accuracy require-
ments of this fllter is not critical since its purpose is to reject the im;ge signals
only. The second filter has a Q of 10 and capacitor ratios around 20. This ﬁlter.

has to be accurate and would require amplifier gains greater than 200. Eowever,
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SIGNAL FROM ANTIALIAS CHANNEL
RF STAGEJ) FILTER — SE:?S:‘;"LON e
fo~ 10 MH:z fo~ 25 MHz
CLOCK [ [ CLOCK
~50 MHz. |~ 4 ~12-5 MHz

Fig. 2.28

Block diagram of the decimation scheme.
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DIRECT REALIZATION DECIMATION SCHEME
ANTIALIAS CHANNEL
SEPARATION
Filter Type B8th order 6th order 6th order
, Chebyshev butterworth Chebyshev
center frequency 10.7 MYz 10.7 MRz 2.8 MEz
clock rate 54 MHz 54 Mz 13.5 MEz
Q 40 7 10
‘ #gest capacitor ratio 120 10 20
amplifier gain required >500 >100 >200

Teble 2.1 Filter requirements for a 10.7 MKz FM IF fllter using the direct
method and the decimation-scheme
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this is at 2.8 MHz sampled at 13.5 MHz. Therefore there is a window of 70 ns for

the amplifier to settle, which is adequate for the gain requirements.
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Chapter 3
Practical Implementation of
High Frequency Switched-Capacitor Filters

3.1 Introduét.ion

The most crucial problem in the implementation of high frequency
switched-capacitor fllter is the settling time of the operational amplifier. Since
this places an upper limit on the allowable clock rate, the operating frequency of
a switched-capacitor filter is primarily determined by the amplifier transient
response. Another problem of practical concern is the component ratios spread
in these high Q bandpass filters. As mentioned earlier, filters with Q's on the
order of 40 requires coupling capacitor ratios on the order of 100. We must be
able to realize these ratios with reasonable accuracies without jeopardizing the
amplifier settling time. In addition to these two problems, there are the com-
mon issues that plague every switched-capacitor fiiter design, namely the prob-
lems of clock noise and PSRR, and they tend to get worse with higher frequen-

cies.

This chapter is concerned with these practical implementation issues. In
Section 3.2, we discuss the use of fully diflerential operational amplifiers in high
frequency switched-capacitor filters. Fully differential op. amps. have been
employed in voice band fiiters [10]. Here, we will concentrate on their advan-
tages in high frequency designs. Section 3.3 deals with the problem of large
component ratios spread, and a T-network scheme is used t; reduce the capaci-
tor ratios in feedforward coupling paths. A double-sampling LDI integrator is
introduced in Section 3.4 which will effectively double the sample rates of con-
ventional LDl integrators. Lastly, in Sections 3.5 and 3.6, detail design examples

L

for an AM IF fliter and a FM IF fliter are presented.
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3.2 Fully Differential Filter Implementation

As mentioned earlier, the selection of an operational amplifier implementa-
tion which realizes the required settling time while still achieving suflicient D.C.
gain is perhaps the most important consideration in the implementation of high
frequency filters. In conventional single-ended NMOS amplifiers, the required
gein is typically realized in two gain stages, so that there is a need of a large
compensation capacitor to ensure proper operation in feedback configurations.
This compensation capacitor tends to limit the bandwidth of the amplifier, which
in turn determines the amplifier settling time. In addition, conversion from
differential input to single-ended output requires the common mode transients
of the differential input stage to settle out before the final output is valid. In
most designs, the common mode settling time tends to be longer than the
differential mode settling time since the capacitances associated with the com-
mon mode nodes are usually larger. Hence, the common mode settling behavior

dominates the transient response of the operational amplifier.

To alleviate these speed limitation, fully differential CMOS op. amps. can be
used. In a fully differential implementation, the common mode settling behavior
no longer determines the transient response of the differential output, hence
improving the amplifier bandwidth. Also, the use of CMOS techknology can realize
the required gain in typically one stage, thereby eliminating the need for a large

compensation capacitor.

Another consideration affecting the choice of operational amplifier
configuration is the fact that the effect of charge injection into the signal path
from the switch transistors becomes much more important as the clock fre-
quency is increased. This occurs because the switches themselve.s must be
larger so as to minimize the channel resistance which characterizes charg'e

redistribution during the clock intervals. As the switches get-larger, the channel



charge coupled into the operational amplifier summing node and output node
will increase. This larger clock feedthrough can degrade the eflective settling
time of the amplifier, degrade the power supply rejection if the clock voltage is

dependent on a supply. and give rise to large D.C. offsets in the filter.

4

The powé’r supply rejection ratio (PSRR) of the amplifier is particularly
important in high-frequency, high-Q filters, since power supply variations can be
coupled to some internal nodes of the op. amp. and will eventually appear at the
output. Because high-Q filters typically take the form of an array of resonators
which are weakly coupled to each other, parasitic coupling paths through the
power supply can have a strong effect on the response even if they are small in

magnitude.

These considerations point strongly to the use of fully differential signal
paths and a differential output operational amplifier. Because it is fully
differential, clock noise and power supply variations appear as common mode
signals, and therefore will not affect filter response. The design of such a
differential high speed CMOS amplifier for high frequency switched-capacitor
filter applications is considered in detail in [26]). This design uses a high swing
folded-cascode configuration shown in Fig. 3.1, with common mode feedback cir-
cuitry to stablize the output D.C. conditions. Typical characteristics for this
kind of amplifier is shown in Table 3.1, which is suflicient for most high fre-

quency applications.

(£)
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Unity gain frequency 80 MHz
(2 pF load)
Setting time to 0.17% of 40 ns
final value
(2 pF load 2.5v steps)
Power dissipation 10 mW
Die area 200 mil? |
Open loop gain 1500

Table 3.1 Operational Amplifier Performance (x 5v supply)
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3.3 Component Ratio Spread in High @ Bandpass Ladder
Filters -

In addition to the tight amplifier requirements, the fact that high frequency
filters have lngh Q's also give rise to large spreads in the required capacitor
ratios. As an example, let us consider the case of the sixth order elliptic
bandpass filter shown in Fig. 2.24. The signal flow graph which represents the
i—v characteristics of Fig. 2.24c is shown in Fig. 3.2. Eere, the solid lines in the
graph constitutes the all-pole sixth order filter, whereas the dash lines are the
feedforward paths which realize the voltage-controlled-voltage-sources. Like the
one shown in Fig. 2.27, this signal flow graph is composed of resonators coupled
together by feedforward paths, and the resonating frequency of each resonator
is equal to the filter center frequency. If we choose to use the identical resona-
tor scheme in Section 2.5 to improve the sensitivity performance of the filter,
then the coupling paths between these resonators have capacitor ratios which
are only determined by the Q of the filter as well as the nature of the band
edges. Typically, a high Q or a sharp roll-off would mean a large ratio, and a Q of
40 in this sixth order elliptic bandpass filter would require capacitor ratios on
the order of 100. In order to maintain adequate ratio accuracy, the minimum
size capacitor cannot be too small (= 0.1 pF). and thus the large ratios would

require large capacitors which in turn slow down the amplifier response.

There are two kinds of coupling paths between the resonators. A realization
of the signal flow graph in Fig. 3.2 using switched capacitor integrators is shown
in Fig. 3.3. Here single-ended op. amps. are used for illustration, the same is
true for the fully differential case. It is seen that the coupling paths which feed
into the outputs of integrators can be realized by feed-forward capacitors,
whereas those which feed into the inputs of integrators has to be realized via

sampling capacitors. For the feed-forward capacitors, 2 T-network scheme can
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Fig. 3.2 Signal flow graph of sixth order elliptic bandpass fliiter shown in
Fig. 224c. .
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be used to reduce the large coupling ratios required. A straight forward realiza-
tion of a gain of 0.01 is shown in Fig. 3.4a. Here, the gain of the circuit is given

by

Vels) _ _ G
Vi(s) Ce

(3.1)

and the ratio C,:C, is equal to 100:1. A T-network scheme used to realize a simi-

lar gain of 0.01 is shown in Fig. 3.4b. Here, the transfer function of the circuit is

given by
Vels) - C, Cs (.2)
V)(S) C] + Ca + C. ’ Cz ) <

The ratio Cp:Cs:Cy:C, is equal to 10:8:1:1 for the same gain of 0.01. Thus, & max-

imumn capacitor ratio of 100 is reduced to 10 by this method.

Nevertheless, the circuit in Fig. 3.4b is sensitive to parasitic capacitances
G at the center node of the T-network. However, this capacitance can be
reduced to a negligible amount by means of proper layout. Fig. 3.5 shows such a
laycut of the T-network. Here, the solid lines are the thin oxide regions, and the
dash lines are the polysilicon of the capacitors (polysilicon to substrate capaci-
tors are assumed). The polysilicon forms the center node of the T-network.
Thus, parasitic capacitance G, consists of only 2 squares of minimum feature
size over the field oxide. For the case of Fig. 3.4b, if the minimum size capaci-
tors (C, and C,) are equal to to 0.1 pF, then Cyis equal to 0.3 pF. Assuming a 4 X
4 pum minimurn feature over a 0.8 um field oxide, C, is approximately equal to
1.4 fF. This G, adds to Cs, the biggest capacitor of the T-network, and 1.4 fF
amounts to less than 0.2% of 0.8 pF. Hence, the parasitic capacitances are
entirely negligible.

This T-network scheme is not applicable towards the coupling pazhs realized

via sampling capacitors, because of the additional switching involved and the
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Fig. 34 (a) Direct realization of a gain of 0.01.
(b) T-network scheme to realize a gain of 0.01.
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added clock noise. Thus, it is desirable to convert this type of coupling to feed-
forward capacitors. This is done by redirecting the signal paths which go into an
integrator input to the output of the other integrator of the same resonator.
This is shown in Figs. 3.8a and b. Here, the signal path a which feed into the
input of an integrator in Fig. 3.8a is redirected .as shown in Fig. 3.6b. However,
this integrator output may feed other parts of the circuit as well. Hence, an
equal amount of the signal bas to be subtracted from those nodes fed by this
output. In Fig. 3.7b, this is shown by the signal path af. Using this method, the
signal flow graph in Fig. 3.2 can be redrawn in Fig. 3.7. It should be noted that
Fig. 3.7 has been simplified by ignoring signal paths which have a gain factor of
10~* or less. The corresponding switched-capacitor circuit for this flow graph is
shown in Fig. 3.8. This circuit has 7 op. amps. instead of § because the filter out-
put node has been modified and a signal has to be subtracted from it to regain
the proper output. An extra cp. amp. is therefore needed to do the subtraction.
In this circuit, all the coupling paths are now realized by feed-forward capaci-

tors, and thus T-networks are applicable for reducing the capacitor ratios.

One drawback of the use of continuous :coupling paths such as those
represented by T-networks is the fact that the settling behavior of the opera-
tional amplifiers within the filter is more complex than before, since
continuous-time paths exist which link the output voltage of one amplifier to the
summing node of another during the settling interval. Fortuneztely, in the case
of high Q filters, the coupling paths between operational amplifiers is sufliciently
weak that the loop gain around any continuous-time path loops is small com-
pared to unity. Under these conditions, the settling time to a given accuracy is
lengthened by a factor on the order of 2 for operational amplifiers whose inputs

and outputs are interconnected by continuous-time paths.
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(a)

g
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(b)

Fig. 38 Conversion of coupling paths via sampling capacitors to coupling
paths via feed-forward capacitors. *

(e) Original signal flow diagram.
(b) Signal flow diagram after conversion.
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Fig. 3.7 Signal flow graph for sixth order elliptic bandpass filter after con-
werting coupling paths via sampling capacitors to coupling paths
via feed-forward capacitors. .
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3.4 Double-Sampling Integrators and Their Implementa-
tion in LDI Ladders

To obtain the highest possible frequency operation, it is desirable to have
the op. ampé‘. being used at all times. The LDI integrators of Figs. 2.6 and 2.10,
however, have the property that the outputs of the op. amps. are only sampled
during one phase and are not sampled during the other one. That is, they are

only sampled once every clock cycle, T.. and the eflective sample rate, Ja is

therefore, equal to the clock frequency fc = —Tl— If these outputs were sam-
[

pled on both clock phases, then the eflective sample rate could be twice the

clock frequency.

A single-ended integrator to implement the LDI transformation which has a
sample rate equal to twice the clock rate, f, = 2f. is shown in Fig. 3.9a, where
¥, is the non-inverting integrator input, and Vp, the irverting input. Doubling
the eflective sample rate is accomplished by putting two sampling capacitors
with opposite clock phases in parallel. Thus, charge is fed into the feedback
capacitor on both clock phases. In so doing, each clock phase is considered as
one full delay period. This circuit is describe by the following diflerence equa-

tion:
CoVal(n+1)T, ] = C2Va(nT,) + OVi(nT,) - C,Vel(n+1)7;] (3.3)
in which

T,=2.

e

In terms of z-transform, we can write

G 1 -
VS = -E:— 1—2-1 (2 !V‘ - Vg) . - (34)

L 4

This can be put into block diagram form as shown in Fig. 3.9b. From this, we see
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Fig. 3.9 (a) Single-ended LD] integrators which utilize both clock phases.
(b) Corresponding £ -domain block diagram.
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that it takes one delay for the signal to go from the non-inverting input to the
output whereas there is a delay-free path for the inverting input. '

For the case of a fully differential integrator, the circuit which utilizes both
clock phases is shown in Fig. 3.10a. Since inversion of signal can be realized by
simply flipping the differential signal lines, there is no distinction between an
inverting or a non-inverting input. This circuit is described by the following

difference equation:
CeVal(n+1)T,]) = C2Va(nT,) + C\V(nT,) + C,Ve[(n+1)T,] . (3.5)

As before

and in z-transform notation, we can write

_ G 1 -
Vo= E_l—z—"(z 1V1 + Vg) . (3.6)

The 2 -domain block diagram for (3.8) is shown in Fig. 3.10b. This circuit is more
flexible than the single-ended case due to the availability of both inverting and
non-inverting inputs which can be either delay-free or takes one delay to pro-

pagate Lo the output.

To realize the LD] ladder structure with these double-sampling integrators,
we first notice that for leapfrog filters, each loop consists of an inverting and a
non-inverting integrator. For the single-ended case, the inverting integrator is
delay free whereas the non-inverting integrator needs one delay. Thus, there is
one delay in each loop, as required by the LDI configuration. Such a two integra-
tor loop is shown in Fig. 3.11, with corresponding z-domair. block diagram shown
in Fig. 3.12. This block diagram is similar to the one shown ir Fig. 2.7; and if we
divide the delay in the loop equally between the two integrators, they will be®

exactly identical. Likewise, for the fully differential case, we need one integrator
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with a delay-free input and one which takes one delay to transfer the signal.
Here, we can choose either the inverting or non-inverting integrator as delay-
free since we can easily realize a sign change by inverting the differential signal.
The circuit which realizes a two integrator loop for this case is shown in Fig.
3.13. The z-domain block diagram for this circuit is also represented by Fig.
3.12.

We have shown that both the single-ended and fully differential double-
sampling integrators can implement the LD] transformation throughout the
ladder. However, the fully differential case is more flexible in realizing the resis-
tive terminations. This is because a termination loop requires negative feed-
back, so that the termination must be fed back to the inverting input. which is
delay-free for the single-ended case. Thus the termination for the single-ended
double-sampling case is necessarily of the minus one half delay type. This is
shown in Fig. 3.14a and b. For the fully differential case, we can realize either
minus one half delay terminations (Fig. 3.15a and b) or extra half delay delay
terminations (Fig. 3.16a and b). Thus, complex-conjugate configurations can be
implemented with fully differential double-sampling integrators. It should be
pointed out that for bandpass fiiters, the single-ended double-sampling integra-
tor can also realize extra half delay terminations. This is because bandpass
leapfrog structures have localized feedback loops which are not shared by the
other parts of the circuit, t‘hus the extra half delay termination can be accom-
plished by inverting the signal through the local loop and fed back via the non-

inverting input, as shown in Fig. 3.17.

In using double-sampling integrators, one must be careful to mmake sure
that both clock phases are exactly equally spaced out, i.e., the time from the
falling edge of one clock phase to that of the other must be constant. In other
words, we need 7, = 7 in Fig. 3.18. This is because we have assumed the delay ;m

both clock phases are identical in this configuration. Nevertheless, in high



¥Fig. 3.13 A two-integrator loop using fully differential double-s

integrators.
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(b) s-domain block diagram representation.
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(a)

Fig. 315 (a) Fully differential double-sampling integrator witha minus one
half delay termination.
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(b) s-domain block diagram representation.
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(a)

Fig. 3.18 (a) Fully differential double-sampling integrator with an extra half
delay termination.
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Fig. 3.18 Non-overlapping clock phases used in switched-capacitor fiiters.
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frequency operation, it is difficult to achieve this due to the finite fall times as
well as unavoidable phase jitter. This will result in two problems. First, there
will be parasitic passbands around the clock frequency f.. which is balf the
effective sample rate f, (Fig. 3.18). This will degrade the stopband rejection,
but is usunlly negligible since the parasitic passbands are typically small and
are way out in the stopband Second, signals around f. may feed through and
alias }:ack inside the passband. This feedthrough is usually small but will affect
the filter dynamic range. To solve this problem, we must make sure that the
response of the anti-alias filter must have rolled off by 20 dB or so at f. so that
signals around /. are first attenuated before feeding into the switched-capacitor
filter. Most anti-alias filters would have rolled off by 40 to 60 dB at f, so that
this additional requirement is not a tight restriction.
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3.5 Design of 260 KHz AM IF Filter

This section describes the design details for a 280 Kz AM IF filter. This
filter is for channel separation in the IF stage of the receiver. As mentioned ear-
lier, the conventional IF frequency for the AM band is 455 K1z, but for fully
integrated car radios, the IF can be chosen to be at 260 KEz. The specifications
for such a filter is shown in Table 3.2, with typical values shown in Fig. 3.20. This
is a highly selective filter, with Q on the order of 40. For this filter, we use an
elliptic approach with identical resonator architecture. This results in a sixth
order filter with coupling capacitor ratios on the order of 100, which is reducec

to around 10 by T-network schemes.

The design of such a filter starts from the LC prototype network. Since the
LD! transformation warps the frequency axis, we have to predistort the fre-
quency specifications by equation (2.6). A summary of these numbers is shown
in Table 3.3. We notice that the frequency values change by approximately 1%,
which is rather significant in such a high Q filter. Thus, predistortion is neces-

sary for this case of a 4 Mi:z sample rate.

Next, these specifications are transformed to those for a normalized
lowpass prototype filter. This is done by classical bandpass tc lowpass transfor-
mation techniques [27], with normalizing frequency w;, given by

on = 2r[V{ESETTEETER) KHe)

= 2nfes8.17krz] (3.7)

and normalizing bandwidth B given by

B = 2n(261.62 - 254.77) KHz)
= 2nf6.e5 K ]. (3.8)

The obtained lowpass specifications are shown in Fig. 3.21. Here, the frequency

exis is in radians per second. The LC ladder which will satisfy these



__gain

center frequency 260 KHz £17
ripple content 3dB
-3 dB bandwidth 5 KHz min.
rejection at +10 KHz 30 dB min.
stopband rejection 55 dB min.
clock frequency 4 MHz
-8 dB

Table 3.2 Specifications for 260 KHz AM IF filter
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Fig. 3.20 Typical frequency response of 2680 KHz AM IF filter.
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Typical Values | Predistorted Values
4 MHz2
center frequency 260 Kz . 258.2 Khz
-3 dB bandwidth
from 256.5 KHz 254.77 KRz
to 263.5 KHz 261.62 K¥z
-40 dB bandwidth
from 250 KXz 248.40 KKz
to 270 KHz 267.98 Kxz
-60 dB bandwidth
from 240 KEz 238.58 K-z
to 280 KHz 277.75 KFz

Table 3.3 Typical frequency specifications and the predistorted values
for 260 KHz AM IF filter
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requirements is shown in Fig. 3.22. These component values are obtained from
the filter synthesis program FILSYN [28]. To obtain the denormalized bandpass
LC ladder, the lowpass L.C elements are transformed into the bandpass L.C ele-
ments. This is shown in Fig. 3.23, where the lowpass inductor L;p is transformed

into a series inductor L, and capacitor C, given by

_ L
L= B (3.92)
. g
C, = _&LLP ] (3.9b)

Likewise, the lowpass capacitor Cyp is transformed into a parallel inductor L,

and capacitor C, given by

2= w2 Crp (3.10a)
_Gr
2= 5 (3.10b)

The bandpass ladder obtained from this transformation is shown in Fig. 3.24. As
mentioned earlier in Section 2.4, elliptic bandpass ladders have D.C. stability
problems in active realizations. Using the Thevenin equivalent circuit technique

discussed, we arrive at the final LC circuit shown in Fig. 3.25.

To implement this doubly-terminated LC ladder in switched-capacitor form,
we used the identical resonator filer architecture (Section 2.€) to minimize the
sensitivity problems. The resulting signal flow graph which realize this circuit is
shown in Fig. 3.26. We notice that large ratios are required for the coupling
paths between the resonators. Therefore, the T-network scheme discussed in
Section 3.3 is used. This results in the signal flow graph of Fig. 3.27, with

corresponding fully differential switched-capacitor realization shown in Fig. 3.28.

Here, double-sampling integrators are not needed because tBe clock fre-

quency is not very high (4 MHz). The switch pbasing is identical to that of Fig.
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O 0|243 F
|

AN——y—
g 7 I-l226H .—T
T s $ T
11795 F—
< -+
Fig. 3.22 Lowpass LC ladder.
Lip L C
——o —> T —]—o
Cz
Cie ||
Lo
fowpaoss | bandpass
elements elements -

Fig. 323 Lowpass to bandpass transformation
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R, Lo C,
o—AN—F —/Ho0 ','r %1

C\= %L, Ls BCam

B

Cl = C4 = 41.681 [.LF
Li=Ls= 0.1304 nH
Ca - 13368 nF
Ly = 28.468 uH
Cz= 0.56431 uF
I3 = 0.67439 uF
R, =Rz =1 ohm

Fig. 3.24 Doubly-terminated LC elliptic bandpass ladder.
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N/ — T — }—9—
L, =C, C, L,
3R,
“x V4 : vaq. ﬁ,Vl (:) ly Vl
o . *

Ly = Ly, =9.0084 nH
Cy = Cy = 42.246 uF
C; = 13.368 nF
L, = 28.468 uH
Ox = 0y = By = By = 0.013358
Rl = Rz = 1 ohm

Fig. 325 Thevenin equivalent circuit of Fig. 3.24.



Fig. 3.28
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0y =0y = ﬂx = ﬁy == 0.013358
1 _=0.40525
fr
C =0.0146
D =0.02167
G = 0.014115

Signal fiow graph of Fig. 3.25.



115

Fig. 3.27 Signal flow graph for T-network scheme
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2.10, with a balf cycle delay per integrator. Also, extra balf delay terminations
are used in both the source and the load. The complex-conjugate configuration
is not used to avoid delay-free paths, which may complicate the op. amp. set-
tling behavipr. Also, the clock to center frequency ratio is large (~18), so that
complex-coniugate terminations are not needed in the first place. This circuit is
simulated on the computer using the digital filter analysis program DINAP [29],
where we assumne ideal op. amps. and perfect settling in modeling the filter. The
simulated frequency response is shown in Figs. 3.29a and b, and the perfor-
mance characteristics are summarized in Table 3.4. Comparing Tables 3.2 and
3.4, we notice that the simulated results meet all the specificaticns, with ade-
quate margin for experimental deviations. Several sensitivity simulations are
also done using DINAP by varying the capacitor ratios randomly. .'I'hese results
are summarized in Table 3.5. We notice that that variations in the integrator
capacitor ratios directly affect the center frequency without changing the
overall shape, as expected. Hence, the integrator capacitors have to be accu-
rate, since a 1% change will shift the center frequency by 1%. On the other bhand,
we found that varying the coupling capacitor ratios by say 5% is still acceptable
and within specifications. Hence, the accuracy requirements for these coupling
capacitors are not stringent. in addition to sensitivity anaiysis, simulations are
also done to evaluate the effects of finite amplifier gain. Again, DINAP is used in
the simulations where we assume the op. amps. have perfect settling. These
results are summarized in Table 3.6. We notice that an amplifier gain of 500 is
adequate for this application. The passband response with a gain of 500 is plot-

ted in Fig. 3.30, together with the ideal curve for comparison.
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center frequency 260 kHz
‘ripple content 0.97 dB
-3 dB BY from 256.4 KKz to 263.6 KHz
= 7.2 KHz
-30 dB BW from 251.7 KHz to 268.6 KHz
= 16.9 KHz
-40 dB BW from 248.9 KEz to 271.7 KHz
= 228 KEz
-80 dB BY from 243.0 KHz to 278.2 KHz
= 35.2 K2
4+ 10 K¥z BW rejection 34.7 a8
min stopband rejection 60.4 dB
Gain -8 dB

Table 3.4 Simulated performance of the sixth order elliptic bandpass

filter circuit of Fig. 3.28
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Specifi- | Nominal Decrease Decrease Decrease Decrease
- cation integrator coupiing smaller all
. Reponse capacitor capacitor summing ratios
’ ratio ratio capacitor at the
by1% by57% ratio same
by S 7% time
Jo 260 KHz 260 Khiz 257.4 KHz 260 KHz 260 KEkz 257.4 KHz2
+17%
Ripple . 3dB 0.87dB 0.97 dB 0.98 dB 0.97dB 0.97 dB
content
-3dB S Kkz 7.2 KHz 7 KHz 6.B Kz 7.2 KEz 6.7 KF2
bandwidth
+ 10 KHz 30 dB 34.7dB 35.2dB 36.5dB 34.6 dB 36.6 dB
rejecton
Stop band 55 dB 60.4 dB 60.4 dB 60.4 dB 61.1dB 61.1dB
rejecton .

Note:

Increasing the ratio changes the reponse by approximately the same amount in the oppo-
site direction

Table 3.5 Sensitivity analysis of sixth order elliptic bandpass fllter




specs gain = 1000 500
ripple 3dB 0.97 dB
-3 dB BW 5 KHz min 7.2 KHz 8.85 KHz 68 KHz
fo 280KHz + 1% | 280KHz | 259.68 KHz 251.35 KHz
+ 10 KHz BW 30 dB min 34.7dB 33.4dB 32dB
rejection
min 55 dB min 80.4 dB 58.8 dB 57.3dB
stopband
rejection
overall -8 dB -6 dB -7.6 dB -9.0dB
__gain ;

Teble 3.6 Effect of finite amplifier gain in sixth order elliptic bandpass filter
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3.6 Design of 10.7 MHz FM IF Filter

The FM IF filter is similar to the AM IF filter in many respects, except that it
is at a much higher frequency (10.7 MHz), so that a completely different design
approach is 'needed. Like the AM IF filter, it is used for channel separation in the
intermediaté frequency stage, and some typical specifications for such a fliter is
shown in Table 3.7. As discussed in Section 2.8, it is difficult to realize such a
high Q filter at 10.7 MHz, so that a two stage filtering technique is employed to
relax the filter requirements. This decimation technique has been described in
Section 2.6, and the block diagram of the overall system for the 10.7 MEz M
filter is shown in Fig. 3.31a, with frequency response characteristics depicted in
Fig. 3.31b. The choice of the 13.5 MHz sample rate for the channel separation
filter is based on the following reason. If this sample rate is too high, the signal
aliased back at (f, — 10.7 4Hz) will be too close to the signal at 10.7 MHz, thus
imposing a tight roll-off requirement for the antialias filter. On the other hand,
if this sample rate is too small, the aliased signal in the second principle range
after f, will be at f, + (f; = 10.7 MHz), which again will be close to the original
10.7 MHz signal, thus making it difficult for the antialias filter.

The filters which meet these requirements are sixth order all-pole filters.
The choice of non-elliptical design is to preserve the phase characteristics to be
as linear as possible in the passband. The antialias filter is a sixth order Butter-
worth filter, with a Q of about 7, whereas the channel separation filter is a sixth
order Chebyshev fliter with a Q of about 10. These filter requiraments have been
described earlier in Table 2.1.

Like the AM case, the design of both the antialias ard channel separation
filiers for the FM case starts with a normalized lowpass LC ladder shown in Fig.
3.32. Here, both fliters are all-pole filters, so that their structures-are identical

but with different element values. The LC ladder after lowpass to bandpass



center frequency 10.7 MEz
ripple 3dB

-3 dB bandwidth 230 KHz min

-20 dB bandwidth | 600 KHz max

Teble 3.7 Typical specifications for 10.7 MEz FM IF fiiter
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CHANNEL
ANTIALIAS SEPARATION
FILTER FILTER —
10-7 MHz 2-8MH;
(a)
f
channel separation ontialias
-4 n ’/” m \\\/
< )
o / \\
I’ \\
l, \
/, l \\
—1 —< 1 T
28 10-7 16-3
13-5
FREQ. in MHz
(b)
Fig. 3.31 (2) Decimation scheme for 10.7 MHz FM IF filter. )

(b) Gain characteristics of decimation scheme.



Fig. 3.32
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Antialias
R, =R, =1ohm
C; =C3=.929215 F
L, =1.99843 H
Channel Separation
R; =Ry, =1o0hm
C;=C3=1.59631F
L, = 1.09667 H

Normalized LC lowpass ladder for FM IF composite filter. .
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transformation is shown in Fig. 3.33, with corresponding signal flow diagram

shown in Fig. 3.34. The final fully-differential switched-capacitor circuit is shown

in Fig. 3.35. Here, double-sampling integrators are used to provide a larger win-
- dow for the op. amps. to settle. T-networks are not used since the coupling
ratios are not large with relaxed fliter requirements. In addition, they tend to
complicate amplifier transient response. Also, complex-conjugate terminations
. are used and the simulated responses are shown in Figs. 3.36a-d. Also shown are
the six.nulated results with different amplifier gains. A simple sensitivity analysis
is also performed where we vary the integrator capacitor ratios by 0.5% and cou-
pling capacitor ratios by 5%. The results are summarized in Table 3.8a and b.
We notice that for both antialias and channel separation filters, this kind of
capacitor ratio errors is still acceptable. An amplifier gain of 100 is adequate
for the antialias case but marginal for the channel separation filter, where we
would prefer a gain of 200. The resuits of the composite filter with the response
of the channel separation filter translated back up to 10.7 MEz is summarized in

Table 3.9, where we have excellent center frequency accuracy and very good

overall characteristics, even with an amplifier gain of only 100.
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Antialias
R; =R;=1o0ohm
C, =C5=0.114712 uF
L, =15 =2.19838 nH
C> =1.71313 uF
Lp = 0.229425 uF
Channel Separation
R, =R, =1ohm
C, = Cg = 1.3894 uF
L, =15 =2.68967 nH
C> =6.10182 uF
Lo = 0.954525 uH

Fig. 3.33 Bandpass LC ladder for FM JF composite fllter.
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Antialias

o = 0.26231

B =.16144

6 =.11415
T=1.1661

Channel Separation

o = 0.08491

g = 0.05331

6 = 0.06432
T=1.2117

Fig. 3.34 Signal flow graph for FM IF composite filter. -
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GAIN IN dB

= |DEAL

o= ERROR IN
CAPACITOR RATIOS

=== GAIN =100

I | L\
2.6 2.7 28 29 3.0
FREQUENCY (MHz)
Fig. 3.38 (d) Simulated detailed passband response of FM channel-

scparation filler.
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nominal error in finite finte
capacitor op. amp. op. amp.
ratios gain = 100 | gain = 200
center 10.72 10.84 10.68 10.68
freq.
(MHz)
passband <0.3 <0.7 <0.3 <0.2
variation
about
10.7 MHz
(dB)
rejection -42 -40 -40 -41
at
16.1 MHz
(dB)

Table 3.8a Simulated response of FM antialias filter

nominal error in finite finte
capacitor op. amp. op. amp.
ratios gain= 100 | gain= 200
center 2.8 2.83 2.78 2.79
freq.
(MHz)
ripple 2.25 2.3
{(dB)
-2.3dB 256 270 210 230
bandwidth
(Kiz)
-20dB 460 485 515 490
bandwidth
(KHz)
-40dB 920 1040 1090 1000
bandwidth
(KHz)

Table 3.8b Simulated response of FM channel-separation filter




nominal error in finite finite
capacitor | op. amp. op. amp.
ratios gain = 100 gain = 200
center 10.7 10.67 10.72 10.71
freq.
(MEz)
ripple 2.55 3.0
(dB)
-3 dB 260 270 230 250
bandwidth
(KHz)
-20 48 450 470 510 475
bandwidth
(KHz)
-40 dB 870 910 1030 940
bandwidth
(KHz)

Table 3.8 Simulated composite fliter response of r'M IF filter
(center freq. of actual filter translated to 10.7 MEz)
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Chapter 4
CMOS Technology in
High Speed Analog Applications

4.1 Comparison of NMOS and CMOS Technologies in High
Speed Analog Applications

Due to its lower power consumption, CMOS technology is gaining widespread
acceptance in digital integrated circuits. Since most analog IC's act as interface
circuits between the analog world and the digital processors, an increasing
number of analog IC's are designed in CMOS. There are certain advantages in
designing analog circuits in CMOS [34], and this section will compare CMOS and
NMOS technologies in high speed analog applications.

Since we are mainly concerned with high speed circuits, the kind of MOS
technology that will be employed in the near future will be a multi-level silicon
gate technology with very thin gate dielectrics (~ 200 R). very short channel
lengths (down to 1 um electrical), shallow junctions (~ 0.25 um ), and tight align-

ment tolerances (down to i—y.m). With this kind of technology, the speed of the

circuit will be dominated by junction and interconnect capacitances, so that the
circuit performance is extremely layout dependent, and should be analyzed

accordingly.

There are roughly two categories of analog IC's. One is A/D, D/A converters
which, in high speed applications, will be typically using latch-comparators in
flash or pipeline configurations. The speed of this type of circuits will be limited
by the time brequired by the comparators to latch. In very high speed applica-
tions, we will be talking about clocking rates on the order of 1 GHz and in these
cases, the pfecision required are usually not high, say 4 bits. The o_tber type is

switched-capacitor circuits which require high gain operational amplifiers. The



speed of such circuits will be determined by the amplifier settling time. In gen-
eral, NMOS technology will be faster where little or no gain is required whereas
CMOS technology will out-perforrn NMOS where high gain amplifiers are needed.
Hence, NMOS technology is usually used in very high speed latch-comparators
for A/D, D/A applications where low precision is acceptable. On the other hand,
CMOS technology is employed in high frequency, highly selective switched-

capacitor fllters where accuracy is required.

To see why this is true, we have to analyze the layout of an inverter in both
technologies. Fig. 4.1a shows a typical NMOS inverter with depletion load. The
transient response of this inverter is determined by the capacitance at the out-
put node which is dominated by the diffusion capacitance to substrate. A typical
layout for such an inverter is shown in Fig. 4.1b. Eere, for simplicity, we are
assuming that both the driver and the load have the same channel width, which
can be done with proper tailoring of the threshold voltages. Using 1.5 um drawn
" design rules, the diffusing length at the output node is 3 um. The disadvantage
with this layout is that the circuit is sensitive to misalignment between the
polysilicon and the buried contact since the channel length of the depletion load
device can be altered by the misalignment. A different layout which is insensi-
tive to misalignment error is shown in Fig. 4.1c. With the same design rules, the
diffusion length at the output node is now 4.5 yum. In CMOS technology, the lay-
out for an inverter is much more cumbersome. Fig. 4.2a shows a CMOS inverter
circuit, with corresponding layout shown in Fig. 4.2b. The disadvantage with
CMOS inverters is that the diffusions of the loed and driver transistors are of
different types so that they cannot share a common area. In addition, they have
to be linked together by an interconnect polysilicon or metal which runs over a
long distance between the n-diffusion in the substrate and the p-djﬂ:xsion in the
well. Even if we neglect this capacitance from the interconnect to the subst.rat;.

the diffusion capacitance alone at the output node is 8 um long using the same
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Fig. 4.1 (a) NMOS inverter with depletion load. .

(b) Typical NMOS inverter layout.
(c) NMOS inverter layout which is insensitive to alignment error.



141

| Polysilicon -

l"‘"‘_] o .
Vin _ Vour L _ _IThm Oxide

rm..-o
L]
.

... Buried Contact

|
o}
| p-substrate
|
|

Totol Diff. Length=6um

(b) -

Fig. 4.2 (a) CMOS inverter circuit. —
(b) CMOS inverter layout.
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design rules as in the NNOS case. Also, there are additional edge capacitances
at the ends of the diffusions which is equal to twice the channel width. Hence
the capacitance at the output node of a CMOS inverter is roughly twice that of an
NMOS inverter, so that the response of the CMOS inverter is slower. Of course,
the CMOS inverter has a lot more gain than the NMOS case, but this may not be

needed in low precision applications where speed is the primary issue.

On the other hand, if we consider the design of a high gain operational
amplifier, many other considerations come into the picture which strongly favor
the choice of a CMOS technology. For the NMOS inverter shown in Fig. 4.1a, the
small signal gain is given by

v,
o g Teg (4.1)
m

where g,, is the transconductance of the driver and 7, is the equivalent resis-
tance at the output node. For transistors with 3 to 4 um channel lengths, Tqg is
dcminated by the body effect associated with the depletion load transistor.
However, for the CMOS inverter of Fig. 4.2a, there is no body eflect since the
source of the PMOS load is always tied to the n-well and its threshold voltage will
not change. Hence CMOS inverters can have significantly higher gain than the

NMOS case.

With channel lengths down to the 1 um range, the channel length modula-
tion effects will become important, so that the gain advantage of simple CMOS
inverters is somewhat reduced. However, the ability for CMOS circuits to realize
a much better current source than NMOS circuits makes high gain CMOS
amplifiers much faster than the NMOS case. To understand why this is true, let
us first consider the inherent gain-speed tradeoff of a MOS transistor. The first

order MOS current equation in the saturation region is given by
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Ip = L= Wves - Wiy (“2)

where Ip is the drain current, Vgs is the gate to source voltage, Vr is the thres-
bold voltage, u is the electron or hole mobility, C,. is the oxide capacitance,
and ¥ and L are the channel width and length respectiveiy. The transconduc-

tance g,, is given by

8/, W
Om = OVZ =#Cuz'(Vcs - V7). (4.3)

If we include the channel length modulation effects, the curren' equation can be

rewritten as

Ip = &g—z—;,"'(Vgg - Vr)3(1 + AVps) (4.4)
where A is the channel length modulation parameter and Vps is the drain to
source voltage. The small signal output resistance 7, is given by

1 _ O8p =2
Tow OVbs

ﬂ'Caz W/
2 L

Ves = V1) (4.5)

so that the g, 7, product is given by

ImTout = -,‘(V—z_—v)— ) (4.8)

(~) T

Notice that equation (4.8) is derived from different equations, (4.2) and (4.4). In
addition, these current equations are derived from first order MOS models so
that equation (4.6) is not entirely accurate. However, it points out the impor-
tant parameters which determine the g7, product of a transistor, and they
are A and (Vg — V7). The significance of the gn, 7oy product is that it gives an
upper bound of the small signal gain of the simple inverter circuits of Figs. 4.1a
and 4.2a. The actual gain is given by equation (4.1) where T4 is the parallel out-
put resistances of the driver and the load, so that the actual gain of an invertgr

is typically half the g, 7o product of the driver. Notice that the gmTou product



is basically a function of A and (Vgs — Vr) . For a given channel length, A is con-
stant, 80 that gp, 7o is determined by (Vgs — V7). From equation (4.8), we see
that when (Vgs = Vr) gets smaller, the g7y product increases and the gain is
therefore larger. However, the current gets smaller with (Vgs = V) so that the
speed is slov;ér. In other words, we can always trade gain for speed. For optimal
performance, we typically choose (Vs = V) at around 1.5 V where the gm7ou
product is roughly 15 for transistors with 1 um channel lengths. This is a smzll
gain and to increase this number, we can either increase the channel length or
use a cascode type of circuit. Increasing the channel length can decrease A and
therefore increase the g, Tes product. However, this is not a good strategy
because the larger the channel length, the bigger the capacitances, and this
makes the t.ransist.or a lot slower. Hence, we typically use a cascode type cf cir-
cuitry as shown in Fig. 4.3. Assuming we have an jdeal current source in the

load, the gain of this circuit is roughly given by

’%‘= Pm1Tout1 ImaTout2 - (4.7)
Hence, the gain is increased by another factor of gmTou: using this techniqus.
The capacitance associated with the output node is roughly the same as that of
the simple inverter circuit, but the resistance associated with this node is al=0
increase by a factor of gmTos - Since both the gain and the output resistance
increase by the same factor while the capacitance stays the same, the unity
gain freguency of this cascode circuit will be approximately equal to that of the
simple inverter. Using this cascode technique, we can increase the D.C. gein of
the circuit without sacrificing the bandwidth. However, we have been assuming
that we have an ideal current source in the load. In CMOS technology, we can
realize this by cascoding the load device as shown in Fig. 4.4, so that the output
resistance of the load cascode is on the same order as the driver ca:scode. In the

L4

NMOS case, no such technique is available. For the load device, the output is
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Fig. 4.3 Typical cascode circuit.

Fig. 4.4 CMOS cascode circuit.
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always tied to the source of NMOS transistor and cascode circuitry cannot be
used. In this case, the gain is still dominated by the load output resistance,
which remains the same. To increase the gain for NMOS circuits, we have to cas-

cade two inverters in series, as shown in Fig. 4.5. The gain for this circuit will be

Z;:“= Im1Teg) ImTeg2 - (4.8)
The disadvantage with this two-stage amplifier is thal we have two dominant
poles in the circuit and a compensation capacitance (. is required. This com-
pensation capacitance can greatly reduce the bandwidth of the amplifier so that
the NMOS design in Fig. 4.5 is significantly inferior to that of the CMOS design in
Fig. 4.4. The cascode technique in the CMOS case can be further extended to tri-
ple cascode if more gain is required. In the extreme case where a two-stage
CMOS amplifier is needed, the compensation for the CMOS amplifier can be
easier than the NMOS case. This is because we can put most of the gain in one
stage so that the dominant pole is far away from the second pole before com-
pensation. This is shown in Fig. 4.8. The dominant pole of this circuit is at the
output node of the first stage since the output resistance is extremely high. The
second pole at the output node of the second stage will be far away from the
dominant pole since the output resistance is much smaller, even though this
second stage may have to drive a larger load capacitance. Since these two poles
are far apart to begin with, the pole-splitting compensation capacitance can be
very small In the NMOS case where no cascode technique is available, the two
poles of the two-stage amplifier in Fig. 4.5 cannot be made far apart before com-
pensation, so that C, has to be large. In addition, in order to achieve the same
gain as the CMOS circuit in Fig. 4.8 using NMOS techniques, we have to use four
inverters in series, and it will be a nightmare to compensate a four-stage

amplifier will all four poles close together.
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There are other advantages in designing with CMOS. Because both p-type
and n-type transistors are available, we can achieve voltage level shift with gain
in both direction. This is shown in Fig. 4.7. This type of circuitry can be very
convenient in single-stage designs because the output and the input D.C. voltage
levels are the same. The detail design tradeofls for such a folded cascode circuit
is discussed in [26]. Another advantage with CMOS technology is that it is compa-
tible with low power CMOS digital circuitry. As more and more digital IC's are
designed in high speed CMOS, it will be advantageous to use the same technology
for analog designs so that a higher level of integration is possible when we need

the digital processor and the analog interface on the same chip.

The main drawback with CMOS technology is that the die area required is
larger than NMOS designs. If we look at the CMOS inverter layout shown in Fig.
4.2b, we notice that a long separation is required between the n-diffusion in the
substrate and the p-diffusion in the well. For present day CMOS technologies,
this is the density limitation of CMOS IC's. Though we can shrink the transistor
feature size down to the 1 um level, this n-diffusion to p-diffusion distance can-
not be substantially reduced due to latch-up considerations. Even with epitaxial
CMOS technologies, the minimum distance between the two diffusions has to be
roughly 8 um to prevent latch-up. However, development in isolation technolo-
gies can drastically change this consideration. Presently, partial dielectric iso-
lation with trench or groove techniques are gaining acceptance [37]. With oxide
trench isolation, the n-diffusion to p-diffusion distance can be as small as the
minimum feature size. In this case, the CMOS inverter still occupies a larger
area because the NMOS inverter shares a common diffusion between the driver
and the load. However, this small area advantage will no longer be 8 considera-

tion in the choice between a CMOS or NMOS technology.
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4.2 CMOS Technology Design Considerations

4.2.1 SHORT CHANNEL DEVICE CONSIDERATIONS

The most important consideration in a technology design is the device
characterist.’;cs. Here we are interested in analog applications with 10 V power
supply, 5o that we are particularly concerned with the breakcown phenomenon
in the short channel transistors. Breakdown mechanisms in long channel MOS
transistors are fairly well known [30]. The most dominant ones are gate-induced
junction breakdown and channel avalanche breakdown. Fowever, in short chan-
nel devices, subsurface as well as surface punchthrough can become important.
We will first briefly discuss this two breakdown mechanisms, then we will analyze
them in more detail with two-dimensional simulations and some experimental

device characteristics.

In short channel devices, the drain depletion region can reach through to
the source end and lower the potential barrier of the source junction (Fig. 4.8).
With a sufficiently high voltage, the barrier can be lowered to a point where
unwanted current will flow [31]. This subsurface punchthrough phenomenon is
sometimes referred to as bulk drain-induced-barrier-lowering (bulk DIBL), and
current flowing in this depletion region is diffusion limited. Subsurface pun-
chthrough is only weakly affected by the gate voltage, although shallower junc-

tions help.

Another breakdown mechanism in short channel devices is surface pun-
chthrough, also known as the second gate eflect (Fig. 4.9). In this case. field
lines from the drain terminate on the gate. This fleld raises the surface poten-
tial towards 2pp against the influence of the grounded gate electrode. If the
drain voltage is raised sufficiently high, the device enters weak inversion and
unwanted current flows in this induced channel [32]. This phenomeénon is some-

times referred to as surface drain-induced-barrier-lowering (surface DIBL), ‘as
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Fig. 4.8 Subsurface punchthrough mechanism.

Fig. 4.9 Surface punchthrough mechanism.
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opposed to the bulk DIBL in the previous case. As before, the current through

the channel is diffusion limited, as in the case for subthreshold currents.

The mechanism behind these two breakdown phenomenon is the same,
namely drain-induced-barrier-lowering. As a qualitative discussion of this
mechanism.' let us consider the structure shown in Fig. 4.10a, where the gate,
source, and substrate are tied to zero volts. As the drain voltage is raised high
enough (Fig. 4.10b), the potential barrier at the source junction is pulled low by
the drain voltage. Even under this condition, when the two depletion regions
already touch and the potential barrier at the source end is lower than the
built-in voltage, the device may still not be affected since the current flow under
this condition is so small that it can be totally neglected. Current flow under
this condition is diffusion limited since the amount of electrons is so small in the
depletion region. To calculate the amount of current flow, we need to know the
potential profile and the carrier distribution of the device. This can be obtained
trom two-dimensional device simulation programs which calculate the solution
to the two-dimensional Poisson’s equation. As an example, we simulated the dev-

ice in Fig. 4.11 using the two-dimensional device simulation program TWIST [38].

The device is an n-channel MOSFET with a substrate doping Np of
5 x 10 cm -3, oxide thickness £,; equal to 500 & and eflective channel length
Lgrr equal to 1 um. The source and drain diffusions are formed by ion implanta-
tion, with a dose of 1 x 10! cm ™2 and final junction depth z; at 0.32 um. There
is also a shallow enhancement implant, with a dose of 5 x 10'! cm ™2 and penetra-
tion to 0.2 um under the surface. The gate, source and bulk voltages, Vg, Vs.
and Vp, respectively, are clamped to 0 V whereas the drain voltage Vp isat 3 V.

The resulting potential contour map is shown in Fig. 4.12.

This is a typical potential profile from 2-D simulation programs in the pun-

chthrough mode. The numbers on the contours correspond to the potential wjth
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Fig. 4.10 (a) MOS device structure.
(b) Energy diagram showing drain-induced-barrier-lowering.
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Fig. 4.11 n-channel MOSFET device structure for two-dimensional simula-

tion.
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respect to the substrate. In the vertical direction, the potential increases from
a low surface potential (clamped low by the gate) to a maximum around Zz; and
decreases to zero at the bulk In the borizontal direction, the potential
decreases from the source end to a minimum, then goes up again towards the
drain. The point that has the maximum vertical potential and the minimum hor-
izontal potential is usually called the saddle point and the electric field at this
point is zero in all directions. Here, current is purely diffusion. Since this is the
maximum potential in the vertical direction, it also has the maximum electron
density. We can assume the horizontal current across this vertical plane flows
mainly around the saddle point. To evaluate this current, we first assume

quasi-equilibrium and calculate the electron distribution from

'("’.)

n(g) = Nse ET (4.9)

where Ns and g, are the electron concentration and potential at the source, ¢ is
the potential at which we want to calculate the electron concentration n. This is
typically done within the program. We next evaluate the current density Jn

from

An

Ja = gD, e (4.10)

where D, is the diffusion coeflicient, An is the change in electron concentration,
and Az is the change in distance. Using this procedure, we approximate the

drain current Jp equal to 8.7 x 1078 A per um channel width.

To prevent subsurface punchthrough, a common practice is to drive the
enhancement channel implant fairly deep into the bulk. We re-simulate the
above device with a deeper channel implant. This time we use the same dose
(5 x 107! em2) but the implant profile now peaks at 0.32 um instead of at the
surface. The device no longer exhibit subsurface punchthrough, but with a high

enough drain voltage (Vp = 7 V), the saddle point is moved up near the surfaee
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and we have a situation shown in Fig. 4.13. Again, using the above procedure, we
approximate the drain current Jp equal to 3.9 x 10~ A per um channe! width at
V¥p = 7 V. In contrast to the subsurface case, surface punchthrough is strongly
affected by the gate and can be reduced with thinner gate oxides.

Fig. 4.14 shows a typical i-v characteristics for an NMOS transistor with a
deep threshold adjust implant. This device has an electrical channel length of
about 4.3 um, and the threshold adjust implant dose is 6 x 10! ecm ™2 at an
energy of 100 KeV. The projected range with this energy is about 0.25 um from
the silicon surface. The problem with this device under 10 V operation is that it
exhibits a "soft” breakdown at around 8 V. In fact devices with channel lengths
in the 2 um range show that the Jp characteristics begin to go up dramatically
at around 68 V. The mechanism behind this "soft" breakdown characteristic is
channel avalanche. This is illustrated in Fig. 4.15. When a MOS transistor is
biased deeply into saturation, channel current flows and most of the drain-
source voltage is sustained in the pinched-off region at the drain end. With a
high enough drain voltage, impact ionization will occur at the drain end. This
avalanche breakdown is “soft" as opposed to the “hard"” breakdown characteris-
tics of a pn diode. Electrons from impact ionization are swept towards the drain
end whereas holes are injected into the substrate. If this hole current is large
enough to forward bias the source junction, the parasitic npn bipolar transistor
is turned on and the impact ionization hole current will serve as the base

current of the transistor.

For the transistor shown in Fig. 4.14, we measure the substrate hole
current /gyp as a function of the drain-source voltage Vjs at a fixed gate voltage
Vo equal to 4 V. The result is shown in Fig. 4.16. Current data below 0.001 uA
results from noise in the measurement. Here, we indeed notice the subst.rat.e
current to go up exponentially with Vs, thus confirming our analysis of a chan-

nel avalanche breakdown mechanism. This exponential characteristic bends
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Fig. 4.14 Device characteristics with a deep threshold adjust impiant.
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Fig. 4.15 Channel avalanche breakdown in an MOS transistor.
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Fig. 4.18 Substrate current for the device shown in Fig. 4.14.



161

over at around 8 V, showing probable onset of source turn-on, when part of the

substrate current recombines with the electrons injected from the source.

This early onset of channel avalanche is partly due to the deep implant.
Consider the MOS transistor in Fig. 4.17 where it is biased in the saturation
region. The electric field at the drain end is strongest at the corner of the junc-
tion due to curvature eflects. With a deep threshold adjust implant, this electric
fleld increases because of a higher concentration at the corner region. As the
electrons are swept across the pincked-off region, they are pushed away from
the surface due to a reversal of the vertical field direction as the drain voltage
becomes greater than the gate voltage. This vertical field pushes the electrons
towards the corner region of the drain junction where the electric field is strong-
est. Hence, impact ionization occurs at a smaller Vps, resulting in the "soft"
breakdown characteristics shown in Fig. 4.14. If the threshold adjust implant is
shallow, the doping concentration at the corner region is smaller, thus lowering
the electric fleld for the same drain voltage. In this case, channel avalanche will
not occur until at a higher Vps. This is indeed demonstrated to be true. Fig.
4.18 shows the current characteristics of an NMOS transistor with a shallow
threshold adjust implant. Here, the dose is 5 x 10'! em~2 at an energy of 50 KeV.
The projected range for this energy is about 0.1 um below the silicon surface.
The electrical channel length for this transistor is approximately 3.8 um, which
is 0.5 um shorter than that of Fig. 4.14. However, the drain current does not go
up until around 10 V, especially at lower gate voltages. This illustrates that a
deep implant indeed results in the early “soft” breakdown characteristics of Fig.

4.14.
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4.2.2 CMOS LATCH-UP CONSIDERATIONS

Presence of lateral pnpn structures in CMOS integrated circuits can lead to
latch-up conditions which cause excess currents to flow. In many cases, these
excess currents are large enough to permanently damage the IC’s. The mechan-
ism behind CMOS latch-up is fairly well understood [33]. Here, we will qualita-
tively discuse the latch-up process and the measures we have taken to prevent

latch-up under normal operating conditions.

Consider the lateral pnpn structure shown in Fig. 4.182, we notice that
there are two parasitic bipolar transistors inherent in this structure. One is the
lateral pnp shown in Fig. 4.19b, where the p+ diffusion inside the well forms the
emitter, the n-well forms the base, and the p-substrate forms the collector. We
choose the p-substrate as the collector because it is usuelly tied to the lowest
potential. The other parasitic transistor is the lateral npn shown in Fig. 4.19c.
Here, the n+ diffusion inside the substrate forms the emitter, the p-substrate
forms the base, and the n-well forms the collector. Again, the n-well is chosen as
the collector of the npn transistor since it is usually tied to a higher voltage.
Notice that the n-well is the base of the pnp transistor as well as the collector of
the npn transistor. Likewise, the p-substrate is the base of the npn transistor as
well as the collector of the pnp transistor. Hence this pnpn structure can be
modeled as two transistor tied back to back, as shown in Fig. 4.20a. This circuit

model is redrawn in Fig. 4.20b for a clearer view.

It is very common to have the p+ diffusion tied to the positive power supply
Vpp and the n+ diffusion tied to ground, as in the case of a simple inverter shown
in Fig. 4.2a. In this case, the n-well will also be tied to Vpp and the substrate is
grounded. We then have the situation shown in Fig. 4.21a, where we have a sub-
strate resistance Rsyp between the substrate contact at the bot&om and the

place where the subsirate forms the base of the npn transistor at the surface.
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(a) Lateral pnpn structure in a CMOS circuit.
(b) Parasitic pnp transistor in the lateral pnpn structure.
(c) Parasitic npn transistor in the lateral pnf;x; structure.
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Fig. 4.21 (e) pnpn structure with well and substrate resistances.
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Likewise, we bave a well resistance Ryg; between the n+ well contact and the
base of the pnp transistor. This situation is redrawn in Fig. 4.21b, where we
notice that the two back to back transistors form a positive feedback structure.
If somehow one transistor is turned on, the collector current will turn on the
other transistor which causes more current to flow, thus further turning on the
previous transistor. This regenerative procedure forms a positive feedback

cycie which will eventually latch-up the circuit.

There are many ways which can trigger latch-up in the pnpn structure. One
such possibility is shown in Fig. 4.22a and b. Suppose the n+ junction is the
source junction of an NMOS transistor biased in the saturation region. Impact
ionization in the pinched-off region can cause hole substrate current Jgyp to
flow. When large enough, this substrate current can turn on the n+ source junc-
tion due t.c; the potential drop JsypRsyp. thus causing electron injection from
the n+ diffusion to the substrate. If some of these electrons get close to the
depletion region between the well and the substrate, they will be swept into the
well by the electric fleld across the depletion region. These electrons will travel
towards the n+ well contact and collected there. If this electron current is large
enough, the potential drop across Rygy can turn on the p+ diffusion in the well,
causing hole injection to take place. These holes will also be swept across the
depletion region between the well and the substrate by the aiding electric field.
Eventually, these holes will be collected by the n+ diffusicn since it is already
on. or they will be collected by the substrate contact. In both cases, the n+
diffusion will be turned on harder, causing more electron injection to occur.
This regenerative procedure thus forms » positive feedback cycle to latch-up the
circuit.

Some other ways to trigger latch-up are sudden glitches in u_:_e power sup-
ply. causing displacement current to flow; or by a large reverse voltage betwe.en

the well and substrate, causing impact ionization to take place in the well-
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substrate depletion layer. In all cases, once the procedure is initiated, it will
regenerate itself until it latches up. There are ways to prevent regeneration of
this feedback cycle, or to make it difficult to trigger the procedure under nor-
mal operating conditions. If the current gain § of the parasitic npn and pnp
transistors are small, the injected electrons from the n+ diffusion will be recom-
bined in the substrate before it can be swept into the well, and likewise for the
boles. Thus, there is no positive feedback to regenerate the latch-up procedure.
" Or if the well and the substrate contacts are close to the p+ and n+ diffusions
respectively, it will take a much bigger current to turn on these junctions, thus

making it much more difficult to trigger latch-up.

This latter method forms the basis of putting n+ and p+ guard rings around
the well to prevent latch-up. This is illustrated in Fig. 4.23. Electrons injected
into the well are collected by the n+ guard ring to prevent them from traveling
inside the well. Likewise, holes injected into the substrate will be collected by
the p+ guard rings tied to ground. To reduce the current gain of the pnp and
npn parasitic bipolar transistors, the p+ diffusions inside the well and the n+
diffusions inside the substrate are moved further away from the well-substrate
interface, thus increasing the base width of the transistors, thereby decreasing
their current gains. Bcth procedures will take up extra die area, but are neces-
sary to prohibit latch-up. Other methods to control latch-up involve additional
process complexity. One popular procedure is to grow an epitaxial layer on a
heavily doped substrate and form a buried layer underneath the well. This will
reduce the substrate and well resistance to much lower level. Since this method

is too costly and time consuming, it is therefore not used in our process.
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Chapter 5
Experimental Results

The design of a 260 KHz AM IF filter was discussed earlier in Section 3.5.
Here, we will present the measured results of such a filter fabricated in CMOS
technology and discuss how these results correlate with our designed perfor-

mance.

The filter was fabricated by National Semiconductor using their 5 um
double-poly CMOS technology. The fully differential switched-capacitor realiza-
tion shown in Fig. 3.28 was used. Also, since the bandwidth of the filter depends
only on the coupling capacitor ratios, an additional "Q-switch” is incorporated
which eallows a choice of two sets of coupling capacitor ratios so that the
bandwidth can be doubled without altering the center frequency. The entire cir-
cuit with the "Q-switch” feature is shown in Fig. 6.1, with corresponding capaci-

tor values listed in Table 5.1.

The experimentally observed overall response of the filter is shown in Fig.
5.2a, and the detailed passband response is shown in Fig. 5.2b. The curve with a
wider bandwidth corresponds to the case where we double the coupling capaci-
tor ratio. Notice that the center frequency remains constant since the integra-
tor capacitor ratios are not changed. These curves compars favorably with the
designed response shown in Fig. 3.29a and b. The pertinent statistics are listed
in Table 5.2 where we compare the specifications, the designed response and the
experimental results. All the specifications are met and the small discrepancies
between the designed and measured results can be explained by small errors in
the capacitor ratios.

Table 5.2 also shows the dynamic range, average PSRR. total in-band noise

and power dissipation of the experimental fiiter. The PSRR of the filter was

smaller than expected since we would expect a fully differential filter
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| capacitor value (pF
[ 0.2
C1 Cs. Ca. Cyo. Cy3. Cys 1.38202737
Ce. Cy. Co2. Cpa.

C',. C!. Co. Cy1 Cres Cu 0.56006799
Ci2. Cs 0.75372972

Ces. Cps. oy 1.54197825
Co 1.45049940

G parasitic
capacitance

Table 5.1 Component values
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Fig. 5.2 (a) Experimentally observed overall response of AM IF fliter.
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specifications | designed | experimental
value results
center 260KHz+1% | 280KHz 259 KHz
frequency
ripple 3 dB max 0.97 dB 1.3dB
content
-3 dB BW $ KEz min 7.2 KHz 6.5 KHz
rejection 80 dB min 34.7dB 38 dB
at £ 10KHz
stopband 55 dB min 60.4 dB 62 dB
rejection .
clock 4 MHz 4 MHz 4 MHz
frequency
gain -8 dB -6 dB -8 dB
dynamic 70dB
range
PSRR 30 dB
total in 300 4 Vg
band noise
power 70 mV
dissipation

Table 5.2 Measured resuits of AM IF filter at Vpp=10v
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architecture to be insensitive to power supply variations. A plot of the PSRR as a
function of frequency is shown in Fig. 5.3 where we notice that the minimum
PSRR in the passband is about 17 dB. This suggested that the circuit was not
well balanced, and a close examination of the chip showed non-symmetrical lay-
outs in certain areas. To verify that this is the case, we measured the common-
mode to differential-mode response of the filter by injecting an A.C. common-
mode signal at the input. Indeed, we notice a large common-mode to
differential-mode gain as shown in Fig. 5.4 where we plot the measured fre-
quency response of both the differential-mode signa! and the common-mode sig-
nal. From this figure, the common-mode rejection ratio in the passband is only
about 20 dB, thus showing an unbelanced circuit which gives rise to the smaller

than expected PSRR.

The in-band noise of 300 ¥y, is large compared with voice band lowpass
filters, but this is expected of high Q bandpass ladders since we have large
inherent gains inside the resonators. To see why this is true, let us examine the

noise sources of switched-capacitor filters in more detail.

There are three kinds of noise sources in switched-capacitor filters [35].

The first kind is know as Eg—noise which corresponds to the thermal noise in

MOS switches. The second kind is flicker noise or %—noise in the MOS opera-

tional amplifiers. The third kind is broad band thermal noise of the operational

amplifiers. The flicker noise is negligible in our high frequency AM filter since

the passband is well above the l-noise corner frequency. Likewise, the noise

4

contribution due to the amplifier thermal noise is small since transconductance

amplifiers have very high output impedances which band-limit this otherwise

broad band noise. Thus in our case, we are only concerned with the t—g-noise in

the switches. The contribution of this noise can be modeled by an equivalent
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input noise source v-z.- in front of each integrator, and the total output noise is
given by
Ji¥do =3 [ | [v&do (5.1)
- [

where 17,! is the power spectral density of the total output noise, v is the power

spectral density of the %Lnoise source in front of the i*® integrator, and H; is

the gain from the i** integrator to the output. It can be shown that this gain,
H;. of a high Q bandpass ladder is on the order of Q in the passband, so that the
higher the Q, the larger the gain, thus leading to the fact that the noise level of

bandpass ladders increases with the Q of the filter.

To show that H; is on the order of Q in the passband, let us consider a sixth
order bandpass ladder with a signal flow diagram shown in Fig. 5.5. Here, we use

identical resonator structures so that all the integrators have time constant 7

equal to -:—and all the coupling paths have gains k;'s on the order of % As an
0

example, let us calculate the gain from node 4 to the output. By Mason's

theorem, we have

Hy(s) = P‘AA‘ (5.2)

where A is the system determinant evaluated from the loop gains of the signal

flow graph and, in this case, is given by
1 1
A=1+ ;;(k,+k3) + ;:2-(3+kgk3+k4k5+klk5)
+ s—,1"_,-(21,:, + 2k + kokokg + k koks) + ;}?-(3 + kgky + koks + k ko)
1 1
+ ;S_.,s'(k‘ + ko) + ;-0-.,7 (5.3)

P, is the direct path from node 4 to the output and A, is the system determinant

excluding the loops which touch P,. Hence, for Fig. 5.5
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Fig. 5.5 Signal flow diagram of sixth order bandpass lndde; for noise
analysis. .
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k k
Pl = "i‘:‘[‘ + :,1?-4 #] (5.4)

At s = jow,, 0, T = 180 that

AL. = k#akg + k‘k‘ks (5.53)
P, = kiks (5.5)
and
LN kks
H‘(JUO) - kzkske + klk‘k5 . (5.8)
Since lcp%. we have
RN V4
H‘(J r"0) 1/ Qs
~Q. (5.7)

In general, it can be shown that for an n® order bandpass ladder, the system

determinant A evaluated at the center frequency is on the order of Lu-whereas
Q?
. 8o that H;(jw,) ~ @ for all i’s. Thus, the passband

Pl is on the order of —;

24

ot
gain from the noise sources to the output is on the order of Q for bandpass
ladders in general. For the AM filter we designed, we have a Q of about 40, so
that we would expect H;(jc,) to be on the order of 32 dB. Indeed, by simula-
tions using DINAP, H, (jw,) varies from 30 to 34 dB for the different nodes. If we
assume all H;'s are equal to 40 throughout the passband, we can calculate a first
order estimate of the total in-band noise using equation (5.1). For our sixth
order bandpass fliter

L Fraomexatts WZ|xB (5.8)
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where B is the bandwidth and is equal to 6.5 KHz. The power spectral density of

the equivalent input Ecl-noise in the passband is given by [35]
. ekT
vE = '!—.-Fs— (5.9)

if the sampling capacitor Cs is much smaller than the integrating capacitor (j.

In our case, we have

.
s ®2 (5.10)

so that we would expect our first order calculation would over-estimate the

actual noise. In our case, Cs is roughly 0.5 pF and f, is 4 MHz. Substituting into

(5.8). we have
Ddw ~ 6 x 402 23 5% 10°
,.,r,fw"’d” x40 X T 0sx 0 0N

~2.6x 1077 (5.11)

so that the total in-band noise is (2.6 x 10-7)V2 or 510 pV,ms- A more accurate
SPICE [39] simulation of this noise contribution can be found in [36] which gives
roughly the same result. Here, the switched-capacitor is replaced by an

equivalent resistor which turns out to have the same noise contribution as the
L‘E,Lnoise. In both cases, we have assumed the sampling capacitor Cs to be

much smaller than C; so that we over-estimate the output noise. In fact, our
hand calculated value of 510 uV,y, is on the same order of the measured value

300 Vs . Which shows that our measured result is reasonable.

The fact that high Q filters have greater noise basically stems from the
inherent large gains of the resonators which is only limited by the terminations,.
so that the noise contributions are enhanced by the large gains. In high fre-
quency filters, this situation is made worsc because the sampling capacitor’s

cannot be too large. In our case Cs is roughly 0.5 pF wtich is an order of
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magnitude smaller than the sampling capacitors found in most codec fllters. A
plot of the measured noise response of the AM IF filter is shown in Fig. 5.8.

In addition to the above measurements, the frequency response from
different chips are measured to check the variations from die to die. This is
shown in Fxg 5.7, which demonstrates very consistent frequency characteristics,
with no variations in the center frequency at all. Thus, the identical resonator
filter architecture indeed belps to reduce sensitivity problems. The photomicro-
graph of the fabricated AM filter is shown in Fig. 5.8. Additional characterization
of this chip can be found in [36].
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Chapter 6 -
CONCLUSION

In summary, we have gained better understanding of the frequency limita-
tions of switched-capacitor fliters. Through this understanding, we developed
pew filter architecture, circuit concepts and advanced technology for a new gen-
eration of monolithic communication filters which require high speed as well as
high selectivity. All these results in the successful fabrication of an experimental
chip designed for IF application in AM receivers. This chip is a sixth order
switched-capacitor bandpass filter with a center frequency at 260 Kkz and 2 Q of
40. The measured results agree with the designed performance, which demon-

strates that these new filtering techniques are feasible.

Ever since the advent of all-MOS charge-redistribution A/D converters, ana-
log ‘MOS integrated circuits have come a long way to present day high speed
filters, precision amplifiers, and 14+ bit A/D converters. Looking ahead, we will
be faced with new challenges as process technology advance towards the 1 um
level. The problem of channel length modulation and noise in the scaled MOS
devices will be the main obstacles to overcome before we will be able to utilize
the new technological improvements to further advance the application as well
as the performance of analog MOS IC's. To conclude, there will always be a need

for new concepts and new ideas in this ever-expanding fleld of analog MOS.
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Appendix A:
Single-Level Polysilicon, Inverted CMOS Process

The following is a description of a single-level polysilicon, inverted CMOS

' process developed in the course of this work. The starting material is a <100>
boron-doped wafer with a nominal resistivity of 30 l-cm. This appendix is
aimed at understanding the process and is descriptive in nature. The detail
instrument settings used in our Semiconductor Laboratory (like exposure set-

tings on our Canon 4:1 stepper) can be found in [40].

1. Initial Oxidation
An initial oxide is grown in "WET" oxygen ambient at 1000°C for 35 minutes.
This results in an oxide thickness of 3000 A. The reason for such a thick oxide

growth is to provide a step on the wafer for later alignments. This will be

explained in Step 5.

2 MASK #1: Define N-Wells

Standard lithography procedure is used to define the n-well regions. Next,
the oxide on top of the n-wells is etched away in buffered HF. For this step, line
width control is not important so that we can easily tolerate a 50% over-etch.

The photoresist is then stripped off after etching the oxide.

S. N-Well Impiantation

The n-well regions are implanted with phosphorus at 100 KeV, with a dose of

~1.5x 102 em~2.

4. N-Well Drive-n

L 4

First, the phosphorus ions are driven deep under the-silicon surface at

1100°C in “DRY" oxygen ambient for 280 minutes. This is followed by a high
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temperature (1150°C), long drive-in (720 minutes) in a 10% "DRY" oxygen, 807%
nitrogen ambient. The purpose of the oxygen presence is to enhance the
diffusion process by oxidation. This step results in a final well depth of 4 um,
with about 3500 A oxide on the well regions and 4800 A oxide on the field regions.

5. Gate Oxidation

The initial oxide on the wafer is stripped away in buflered HF for about 4
minutes. Since there is no photoresist on the wafer, non-buffered KF can also be
used. A gate oxide is then grown at 1000°C for 48 minutes, resulting in an oxide
thickness of 500 A. The wafer profile after this step is shown in Fig. Al. Notice
that there is a slight dent in the well region. This is because there is a 1700 &
difference in the additional oxide grown in Step 4 between the well and field
regions. The reason for the slower growth on the field regions is due to the
presence of a thick oxide to begin with. Since a thermally grown oxide con-
sumes about 40% of its thickness in silicon, the 1700 & oxide difference creates a
880 A dip in the well regions. This dip is used for alignment purposes by later

masks which use the n-well mask as reference.

6. Nitride Deposition

A layer of silicon nitride, about 1000 A thick, is deposited over the wafer
using a low-pressure chemical vapor deposition (LPCVD) process. The gas used
is a mixture of ammonia and silane diluted in argon. This nitride layer is used to

mask against oxygen diffusion in subseguent local oxidation steps.

7. MASK #2: Define NMOS Active Regions

This mask defines the NMOS active regions on the substrate. The nitride on
the field regions is etched away using plasma etching techniques. The resulting

profile is shown in Fig. A2. Notice that the nitride on the well regions is leR
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n well / p substrate

Fig. Al Wafer cross-section after gate oxidation (Step 5).

photoresist

nitride
oxnde
jllllllllllilll,l P’ 204707

Fig. A2 Wafer cross-section after nitride etch (Step 7). .



intact and will be etched again in subsequent masking steps for PMOS active
regions. The photoresist remains after this step for protecting the active

regions against the fleld implant.

8. P-Field Implantation

Boron is implanted into the p-field regions in the substrate to increase the
field threshold to about 20 V. The energy used is 100 KeV, with a dose of 1 x

10! em-2.

9. Backside Preparation and Implantation

Since we will be using aluminum instead of gold to contact the back of the
wafer, a Schotty contact may result since the wafer has a low substrate doping
(~ 4 x 10" cm™). To ensure an ohmic contact for the substrate, boron is
implanted into the backside to increase the doping level there. We first strip off
the remaining photoresist from the previous step. Then a new coat of pho-
toresist is put onto the front side to protect the structure already there. Next,
the wafer is dipped into buffered HF to remove the native backside oxide. The
wafer backside is then irmplanted with BF, at 200 KeV, with a dose of 2 x
10> cm-2. BF; is used instead of boron ions since it gives a higher beam current
for faster through-put. Also, the florine ions will not be electrically active and

thus will not affect the device electrical characteristics.

10. P-Field Drive-in

After the backside implant, the protecting photoresist on the front side is
stripped away. Next, the boron field implant is driven-in at 1000°C in a "DRY"
oxygen ambient for 20 minutes. We should be careful in tailoring this drive-in
(and subsequent local oxidation steps) since if the boron is too_ deep. the

diffusion edge capacitances will be too large. On the other hand, if it is too sha}

192
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low, the device may leak along the channel edges.

Usually, this step is done right before local oxidation, but in this case, we do
it before masking the second nitride etch. The reason for this is because the
etch differential between nitride and oxide in SFg+0; plasma is only about 4:1.
Hence, part of the oxide is already etched away in the fleld regions by the first
nitride etch. In the second nitride etch to follow, there will be regions where the
oxide is etched again (with no nitride on top). To prevent pitting the silicon sur-
face, this step is done before the second nitride etch since this will grow some

oxide in the field regions.

11. MASK #3: Define PMOS Active Regions

This mask defines the PMOS active regions on the well. Plasma etch is used
to remove the nitride in the field regions in the well. During this step, the nitride

on the NMOS active regions is protected by photoresist.

12. Local Oxidation

The photoresist is first stripped off before local oxidation. The field oxide is
then grown in 820°C in “WET" oxygen for 420 minutes, resulting in a final field
oxide thickness of 7500 A. The reason for the slow oxide growth is to prevent
excessive boron segregation into the field oxide. The wafer cross-section after

this step is shown in Fig. A3.

13. MASK #4: Define Polysilicon to Substrate Capacitor Regions

Most analog applications require a true capacitor which is insensitive to vol-
tage variations across the capacitor plates. This process provides a polysilicon
to substrate capacitor by a heavy n+ implant so that the MOS capacitor is
always well into accumulation under 10 V operations. This mask defines the.

capacitor thin oxide regions and plasma etch is used to remove the nitride on
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Fig. A3 Wafer cross-section after local oxidation (Step 11).

polysilicon

Wafer cross-section after etching NMOS polysilicon (Step 19).

Fig. M
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top of these regions. Since this will also partially remove the capacitor gate
oxide, it has to be dipped off in buffered HF and regrown later.

14. Capacitor Implantation

A heavy phosphorus dose of 8 x 10™ cm-2 is implanted into the capacitor

regions at 50 KeV. The photoresist is then removed after the implantation.

15. Regrow Capacitor Oxide

This is done at 1000°C in "DRY" oxygen ambient for B0 minutes, resulting in
an oxide which is 750 A thick. This step also drives-in the phosphorus ions.

16. Nitride Removal

A very thin layer of oxide is grown on the nitride surface during local oxida-
tion. This has to be dipped off first in 10:1 HF. A thorough rinse is required
before the nitride removal since remaining streaks of HF will attack the gate
oxide once the nitride is removed. Next, nitride is etched in hot phosphoric acid
at 155°C. To ensure constant temperature, a reflux system which returns the
boiled off water vapor back to the phosphoric acid is used. This is done to
ensure a constant boiling point at 155°C. 1f the temperature of the phosphoric
acid is too high, the etch differential between the nitride and oxide will degrade,

which will result in a partial removal of the gate oxide.

17. Threshold Adjust Implantation

A blank implantation of boron at 50 KeV with a dose of 5 x 10! em~?is used
to adjust the device threshold voltages. The nominal long channel device thres-

holds are 0.5 V for the NMOS transistors and -0.5 V for the PMOS transistors.

18. Polysilicon Deposition *
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Polysilicon is deposited using a LPCVD process. The gas used is silane
diluted in argon. The thickness of the polysilicon layer deposited is 4000 A

19. Phosphorus Predeposition for Doping Polysilicon

This is done at 850°C in a POCly and oxygen ambient for 30 minutes. The
carrier gas is nitrogen. In addition to doping the polysilicon with phosphorus,
this step also grows a thin layer of oxide on top of it, so that 2 short oxide dip is
required after the predeposition. The wafer has to be thoroughly rinsed after
the oxide dip to prevent remnants of HF from sipping through the grain boun-

daries of the polysilicon down to the gate oxide below.

20. MASK #5: Define NMOS Polysilicon

This mask defines the polysilicon runs on the substrate regions. A SFg+03
plasma is used to etch the polysilicon. Line width control is important here
since this defines the device geometry and thus the electrical parameters like
threshold voltage, which varies greatly with channel length. As in MASK #2, the
polysilicon on the well regions are not touched in this step. The device profile

after stripping off the photoresist is shown in Fig. A4.

21. N+ Source/Drain Implantation

A heavy dose of arsenic is implanted to form the n+ source and drain
diffusions. The energy used is 180 KeV, with a dose of 3 x 10! cm~2 The
source/drain regions so formed are self-aligned to the polysilicon gate, which is

also implanted along with the exposed silicon surfaces.

22. MASK #6: Define PMOS Polysilicon

This mask defines the polysilicon runs for the PMOS devices in the well

regions. The NMOS polysilicon is protected by a layer of photoresist against
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photoresist

N+ N+
n well P )
Fig. AS Wafer cross-section after etching PMOS polysilicon (Step 21).
thermal oxide CVD oxide .
polysilicon

A\

_—/p:Juz:

n well

*

Fig. A8 Wafer cross-section afier etching contact holes (Step 24).
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plasma etching. The photoresist is left behind after this step to mask the NMOS
active regions as well as the PMOS polysilicon gates against boron implantation.

The wafer profile after this step is shown in Fig. AS.

» 3. P+ Source/Drain Implantation

The p+ source/drain implant is a heavy implant and if photoresist is used to
mask against it, there is a possibility that it might crack under the heavy ion
bombardment. To prevent it from cracking, the photoresist is hardbaked (in
addition to the regular postbake at 110°C) in nitrogen plasma at 120° C. The
implantation energy used is 60 KeV, with a dose of 2 x 10'®> em™2. The pho-

toresist is then removed afterwards.

24. Oxide Deposition

A thick CVD oxide is deposited for isolation between the polysilicon and
metal runs. First, a 0.25 um of undoped oxide is deposited, followed by a 0.75
um of phosphosilicate glass (PSG) with 7% phosphorus content by weight. This
oxide is densified and reflowed at 1050°C for 20 minutes in nitrogen ambient.
The purpose of the undoped oxide underneath the PSG is to mask against phos-

phorus diffusion into the silicon during the reflow step.

25. MASK #7: Define Contact Holes

This is done in buffered HF with an etch-bake-etch technique. The oxide is
first partially etched, then the photoresist is baked again to reflow the edge
regions to prevent excessive undercut. .Tbis is required because the phosphorus
doped CVD oxide etches 10 to 20 times faster than thermal oxide, and can cause
the contact holes to bloom excessively. The remaining photoresist is removed

after this step and the wafer cross-section is shown in Fig. A6.
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26. Metalization

A palladium silicide technology is used for contacting the shallow juncti;:ms.

- First, palladium is evaporated onto the wafer and sintered in forming gas at
300°C for 5 minutes to form palladium silicide in the contact holes. This silicide
acts as a barrier metal between alumninum and silicon to prevent aluminum from
spiking through the shallow junctions. The excess palladium is etched away in
gold etchant. The wafer is then cleaned and aluminum is evaporated on top of

the silicide.

27. MASK #8: Define Metal Runs

This mask defines the metal layer and aluminum etchant is used to etch the

metal away.

28. Backside Aluminum Evaporation

The remaining photoresist is removed and a new layer is spun on the top
surface to protect the structure when removing the backside oxide. This back-
side oxide is etched in buffered HF. The protecting photoresist is then removed
and aluminum is evaporated on the backside. The final wafer cross section is

shown in Fig. A7.

29. Alloy

The metal is sintered in forming gas at 350° C for 20 minutes to form a good

contact.
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p substrate

Fig. A7 Final wafer cross-section.
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Appendix B:
CMOS Process Design Rules

In establishing the design rules, we assume a direct alignment tolerance of
+1 ym, and an indirect alignment tolerance of +2 um. Table Bl lists the align-
ment references for different mask levels. For example, the NMOS POLY mask
(#5) is aligned to the NMOS ACTIVE mask (#2), so that the alignment tolerance
between them is + 1um. However, the alignment tolerance between the NMOS
POLY mask and the N-WELL mask (#1) will be + 2um.

To prevent CMOS latch up, n+ guard rings are required inside the n-wells.
We further assume that the n-well latéral diffusion is 3 um, metal and polysilicon
undercuts are 0.5 um, lateral diffusion for n+ and p+ junctions are 0.25 um and
0.5 um respectively, bird's beak from local oxidation is 1 um, and undercuts in
contact holes are 1 um. From this, we come up with a set of design rules listed

. in Table B2 and illustrated in Fig. B1-3.

The design rules are established with certain safety margin in addition to
the above assumptions. For example, the alignment error between the CONTACT
mask and the NMOS POLY mask is 1 um. The contact hole undercut is 1 um,
and allowing an extra 1 um as safety margin, we come up with a minimum gate
to contact distance of 3 um. Actually, the polysilicon undercut is 0.5 um so
that we have an additional 0.5 um safety margin. However, it will be fatal to
short out the gate and the diffusion, so that we have allowed more room for
error. On the other hand, there is no additional safety margin for non-critical
cases. For example, the alignment error between the METAL and CONTACT
masks is 1 um, and contact hole undercut is 1 um, we come up with a minimum
2 pm metal overlap of contact holes. Even if the metal does not entirely cover
up the contact, the exposed regions will not be fatal so that no additional safet}

margin is required. Most of the rest of the design rules are self-explanatory in a



mask # name

aligned to

(WY

N-WELL

NMOS ACTIVE

PMOS ACTIVE

CAPACITOR

NMOS POLY

PMOS POLY

CONTACTS

|||l n

METAL

|| -

Table Bl Alignment references for difierent mask levels

eCz2
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MASK#1 N-WELL (define N-WELL regions) 1
i F7 8.l
MASK§2 NMOS ACTIVE (define NMOS thin oxide regiors, n+ diffusion,
and P-ACTIVE shields)
2 n+ diffusion width Sum
3 n+ diffusion to n+ diffusion spacing S§um
4 n+ diffusion to well distance 124m
S -ACTIVE shield overlap well 441
MASK#3 PNOS ACTIVE (define PMOS thin oxide regiors, p+ difusior,
n+ guard rings and P-ACTIVE shields)
8 p+ diffusion width Sum
4 p+ diffusion to p+ diffusion spacing 6um
8 n+ guard ring width Sum
9 n+ guard ring to well edge oum
10 E-i- diffusion to n+ guard ring distance 6um
11 -ACTIVE shield overlaps NMOS active regiors 4um
12 N-ACTIVE shield to P-ACTIVE shield distance 44
MASK §4  CAPACITOR (define capacitor implant regiors)
13 ?gpacitor mask overlaps capacitor thin oxide regiors 4um
MASK#5  NMOS POLY (define NMOS gate, poly interconnect )
and P-POLY shields)
14 NMOS poly gate and interconnect width 4pum
15 NMOS poly to NMOS poly spacing 4pum
18 NMOS poly gate overlap field Sum
1?7 ~ CAPACITOR mask (#4) overlap capacitor poly regions 4pum
18 NMOS poly gate to edge of capacitor mask 4um
Bl P-POLY shield gverlap p+ active regiors 2um
MASK#6  PMOS POLY (define PMOS gate, paly interconnect
and N-POLY shields)
20 PMOS poly gete width 86unm
2 gggg intlerco?&egt wic}th 4um
poly to S poly spacing 4um
23 PMOS poly gate overlap fleld 3um
24 N-POLY stield overlap n+ active regions and 2um
n+ guard rings
i - i ! 241
MASK §7 CONTACTS
26 contact cut on diffusion 4umXxXsum
14 contact cut on polysilicen 3umx3um
28 diffusion overlap contact Sum
29 polysilicon overlap contact 4um
‘ i 3um
MASK #8  METAL
31 metal width Sum
2 metal to metal spacing 4um
.Lm___mumuumm 2um

Table B2 Summary of design rules (min. draw dimensions)
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fashion similar to the above reasonings. However, there are certain rules which
concern the shields that need further explanation.

There are two types of shields, the "ACTIVE" shields and the "POLY" shields.
The P-ACTIVE shields, defined by the NMOS ACTIVE mask (#2), are used to shield
the wells from the p-field implant. It has to overiap the well regions by 4 um.
The N-ACTIVE shields, defined by the PMOS ACTIVE mask (#3). are used to pro-
tect the nitride of the NMOS thin oxide {or active) regions and have to overlap
them by 4 um. In addition, we need a 4 um space between the N-ACTIVE and P-
ACTIVE shields to prevent leaving behind a strip of unused nitride. These design
rules are illustrated in Fig. Bl. These rules have plenty of room for error, but
since we have to keep a 12 um distance between the n+ diffusion and the well

anyway, tbey do not take up extra space.

The P-POLY shields, defined by the NMOS POLY mask (#5), are used tc shield
_the p+ diffusions from the heavy arsenic implant as well as to prevent the PMOS
polysilicon runs from being etched away. Likewise, the N-POLY shields, defined
by the PMOS FOLY mask (#6). are used to shield the n+ diffusions and the n+
guard rings from the heavy boron implant as well as to prevent the NMOS polysil-
icon runs from being etched away. Therefore, both POLY shields have to overlap
the regions that they protect by 2 um. Also, as in the case for the ACTIVE
shields, we need a 2 um spacing between the POLY shields to prevent leaving
behind a strip of floating polysilicon. The POLY shields are very similar to the
ACTIVE shields and can be similarly illustrated by Fig. Bl.
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