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High-Frequency Monolithic Phase-Locked Loops

Ph.D. Mehmet Soyuer - Department of EECS
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Committee Chairman

ABSTRACT

This thesis describes research concerned with the design and realization of monolithic phase-
locked loops (PLLs) at frequencies of 100 MHz and above using silicon bipolar technology. Several
types of oscillators and phase detectors have been simulated and their performances compared with a
special interest in narrowband filtering applications. Varactor-tuned LC-oscillators are preferred at
frequencies above 100 MHz since they have low jitter and émall temperature coefficient (TC). Ana-
log phase detectors have been shown to perform better than digital phase detectors at these frequen-
cies. Analysis and simulations showed that it was feasible to implement a monolithic PLL above 500

MHz using analog circuit design techniques and a 10-GHz bipolar process.

A 2-micron oxide-isolated bipolar process was used to fabricate a monolithic PLL test circuit.
A varactor-tuned VCO and an analog phase detector have been utilized as building blocks. An on-
_ chip varactor diode has been designed using the junctions available in the bipolar process with tem-
perature and supply compensation provided by a band-gap reference. There is a good correlation
between the measurements and the simulation results, The VCO has a vollage coefficient of 0.3
percent/volt and a TC of -100 ppm/°C over 20 to 100°C up to 250 MHz. When housed in a 40-pin
DIL package, the.maximum VCO center-frequency was 350 MHz, and the PLL pull-in range was
larger than +1 percent. The monolithic PLL circuit has the potential to be used as a narrowband filter

(Q > 100) at 500 MHz with an optimum package.



CHAPTER 1

INTRODUCTION

Phase Locked Loop (PLL) circuits are widely used in various communications and control systems
applications, including frequency synthesis, clock signal (timing) recovery, modulation and demodulation
of signals. As the frequency of interest goes higher, (e.g., cable and fiber optic data links), there is a
greater need for monolithic circuits that can operate at these frequencies. Several technologies are possi-
ble candidates for operating frequencies into the GHz range and beyond. Silicon bipolar, [1]-[6], and
NMOS, [7], as well as GaAs MESFET, [8]-[9], and heterojunction bipolar, [10], technologies are among
the contenders. As the ultra-high frequency VLSI technologies become available, there is a strong
motivation to include several subsystems on the same chip. However, the maximum operating range of
most currently available monolithic PLL circuits is limited to frequencies below 150 MHz, [11]-[16].
Therefore, this research is concerned with the realization of monolithic PLLs above 100 MHz using
high-frequency silicon bipolar technology. Silicon bipolar, being the most mature high-frequency tech-

nology, offers higher speed and larger transconductance through its exponential nonlinearity and smaller

offsets through its well-controlled thermal voltage, k% A balanced analog circuit topology similar to

Emitter Coupled Logic (ECL) in digital circuits is a good choice throughout the design for optimum
speed and matching. Although, higher speed means more power dissipation in general, [17]-[21], the cir-

cuits should be able to operate with a single 5 V supply to keep the power consumption low.

At high-frequencies, good isolation is hard to achieve and parasitic losses cannot be ignored.
Therefore, the package performance has to be considered together with the inherent device limitations,
[22)-[23). Especially, inductive parasitics and coupling can deteriorate the high-frequency performance.
Another common isolation problem is the unwanted coupling between the capacitive paths (crosstalk)
which becomes worse as the frequer;cy of operation increases. The silicon substrate is also susceptible to

resistive coupling since it is a poor insulator. At very high-frequencies, skin-effect becomes significant



and that increases the resistive losses. Therefore, the quality factors of energy storage elements are
degraded. Careful circuit design, layout and packaging can be used to circumvent some of these prob-
lems. It may be helpful to model the critical components in the high-frequency path as distributed RC-
sections or lossy transmission lines. Applying a high-frequency signal or delivering it out may become

easier if the reflections are minimized by using proper terminations.

There are several outputs available from a PLL which can be useful depending on the application.
In demodulation of the FM signals, the loop filter 'output provides the modulating signal. In timing
recovery applications, the VCO-output waveform is used as the recovered clock signal and the ultimate
goal is to minimize the phase error between the input signal énd the VCO and at the same time to filter
out the noise components. In general, PLL itself must contribute much less noise than is present at its
input. To minimize the jitter (dynamic phase error) caused by the input noise, the loop bandwith must be
made very small compared to the input frequency. This, in turn, reduces the pull-in range available from
the loop. The VCO center-frequency drift is one of the main contributors to the static phase error
together with the dc-offsets in the phase detector and loop amplifier. Therefore, it should be minimized
against temperature and supply variations. When used as a narrowband filter as in timing-recovery appli-
cations, a PLL with a stable VCO requires a relatively narrower pull-in range and this makes the filter
design easier. Also, a high-frequency crystal is not required if the VCO can be compensated for tempera-
ture and supply variations. Although this design approach involves a trade-off between different PLL
parameters, most significantly between pull-in range and noise bandwith, it is relatively easy to imple-
ment such a PLL without any extra circuitry for frequency acquisition. Furthermore, it is possible to
minimize the noise contribution of the PLL by employing a VCO with a small noise bandwith. Since
relaxation oscillators have large noise bandwith and jitter, [24], small noise bandwith requirement dic-
tates the use of harmonic oscillators in which one of the tank circuit reactances or the phase shift through

the active element is variable.

The main purpose of this research is to investigate the frequency limitations of main PLL com-

ponents with a special irierest in timing recovery applications, and then to use integrated circuit design



techniques to overcome some of these limitations. Using the general approach outlined above, several
types of PLL building blocks are designed. Their performances are compared by extensive computer
simulations. Digital as well as analog phase detectors are considered. In the monolithic implementation
of the test circuits, an on-chip varactor diode is used to control the VCO frequency. Its quality factor is
optimized by minimizing the resistance-capacitance product per area. The VCO stability is achieved by
canceling the temperature dependence of the varactor diode capacitance to a first order approximation.
For this purpose, a conventional band gap reference is used to derive the loop amplifier bias currents so
that the reverse bias across the diode has a positive temperature coefficient which opposes the tempera-
ture coefficient of the built-in potential and dielectric constant of silicon. In this way, it is also possible to
take the contribution of the phase detector and amplifier offsets to the VCO control voltage into account.

An analog phase detector and input/output amplifiers complete the test circuit.

Chapter 2 gives an overview of the PLL parameters involved in a high-gain second-order loop
design; The central question of how to design a stable high-frequency PLL with small phase error and
noise bandwith and with large pull-in range is tried to be answered in that chapter. The importance of
high-gain second-order loops is emphasized. Altemative approaches are also included. The main build-
ing blocks of the PLL are discussed in Chapters 3 and 4. An initial comparison is made among different
possible topologies and their frequency limitations are assessed. The optimization procedure for each
block and crucial component is described in detail. The design techniques used to improve the circuit
performance are given in these chapters. In Chapter 5, measurement results for open loop and closed
loop operation are presented for a 2-micron oxide-isolated bipolar technology. Possible impto\;ements
are also suggested. It is shown that the frequencies above 300 MHz are easily achieved with an on-chip-
varactor controlled oscillator and an analog phase detector even when the circuit is housed in a 40-pin
DIL-package. The circuit contains less than a hundred active devices and occupies an area of 0.5 mm2.

It dissipates 270 mW with a single 5 V supply and can be integrated into a larger subsystem.



CHAPTER 2

PLL DESIGN PARAMETERS

2.1. Introduction

There are several books, {25]-[29], and many papers, [30]-[33], wﬁtte;l on the theory of phase-
locked loops. Their integrated circuit implementations are also covered in different books, [34, ch. 10]-
[35, ch. 12]. In this chapter, an overview of the PLL theory will be given and its important design param-
eters will be discussed.

A PLL circuit is essentially a negative feedback control system, Figure 2.1.
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Figure 2.1 - Block diagram of a phase-locked loop.




The frequency of the voltage-controlled oscillator (VCO) is controlled by the phase detector output
through the feedback loop and is made equal to the frequency of the input signal with a phase difference.
There are two main regions of operation during the frequency and phase capturing process. Initially, the
two frequencies are not equal and the circuit operates in a non-linear fashion. If the initial frequency
difference is small enough, the negative feedback loop pulls the VCO frequency close to the input fre-
quency until they become equal. This is the second region of operation or the quasi-linear mode.
Assuming linear mode of operation, one can assign gain constants to each of the PLL building blocks.
Hence, Kpp is the phase detector gain in volts per radian, Kyco is the VCO gain in radians/second per
volt, and Kapp is the loop amplifier gain. If the loop filter has the transfer function F(s), the DC-loop
gain is defined as:

Kpc =Kpp Kyco Kaup F (0) (2.1.1)

Kpc has the dimensions of radians per second similar to an inverse RC-time constant, and it is an impor-
tant parameter of the PLL. Together with the loop filter time constants, the DC-loop gain determines the
dynamic properties of the PLL.

The range of frequencies that an initially unlocked PLL can lock onto is called the pull-in (also
capture or frequency acquisition) range, Awp. The range of frequencies which a locked PLL can hold
onto is called the hold-in (also hold or lock) range, Awy. In principle, the hold-in range is greater than or
equal to the DC-loop gain and is always larger than the pull-in range. In practice, it is usually limited by

the saturation of the loop amplifier for a high-gain loop.

Since VCO essentially performs an integration on frequency, the PLL transfer function has a pole
at the origin even without any loop filter, and therefore it is called a first-order PLL. In order to obtain a
second-order PLL, a loop filter with a single pole is nec&esary; An ideal integrator in the loop filter
would provide an infinite DC-loop gain.

A typical application of a PLL as a narrowband filter would be as the timing-recovery filter in a
regenerative repeater, as shown in Figure 2.2. If a discrete line at the clock frequendy is not present in

the input spectrum, non-linear processing must be performed before filtering. The recovered clock can
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Figure 2.2 - Block diagram of a regenerative repeater.

be used in the decision circuit. The statistical properties of timing jitter in regenerative digital transmis-

sion is extensively analyzed in the literature, [36]-[43].

For most applications, it is necessary to build a high-gain second-order PLL. In the following sec-

tions, the reasons behind this necessity will be investigated.

2.2. Static Phase Error

Depending on the phase detector type used, there is a constant phase difference, usually 0, 90 or
180 degrees, between the input and the VCO under locked conditions. This phase difference is not a
phase error and it may be called as the stable operating point of the PLL. However, unless ideal (hence
unrealizable) building blocks are used, there will always be another component of phase difference
between the input and the VCO. This component is termed as the phase error.

The phase error has two parts, a static part and a dynamic part (jitter), [36]). The static phase error

is given by:

(2.2.1)



where Vg is the combined offset voltages of the phase detector and loop amplifier and A® is the initial
frequency difference between the input and the VCO. This component actually can be termed as the
quasi-static phase error since all the terms in the equation above are temperature and supply dependent.
As it can be seen, a high-gain PLL with a stable VCO and small DC-offsets is necessary to minimize the

static phase error.

2.3. Dynamic Phase Error

There are two main sources of jitter, the first one is external to the PLL (input noise) and the
second one is internal (PLL noise). Input noise may contain a white noise component, and a pattern
dependent noise component if a random data signal is present at the input. To filter out the noise com-
ponents, a loop filter must follow the phase detector. Therefore, only a high-gain second-order PLL is
useful as a narrowband filter. Higher order loops suffer from the stability problems. PLL noise is mainly

due to the VCO phase noise, [25, ch. 6].

Assuming that the pattern dependent noise dominates the additive noise at the PLL input, and that
the VCO phase noise is negligible, dynamic component of the phase error can be expressed as :
2

©; 1
A0%=a ——+b
OruL Oris,

(2.3.1)

where A_e,2 is the total mean-square value of the jitter at the PLL output with regard to the nominal input
phase, "a" represents the amplitude effects of the random data, "b" represents the phase effects of the ran-
dom data, and Qpy, is the quality factor of the PLL, [36]. For a given random data pattern, numerical
integration techniques are usually necessary to estimate the PLL jitter, [40]-[41], [44].

If a pilot tone is transmitted for clock recovery, then the variance of the VCO outptit phase due to

the input noise can be expressed as:

— W;B,

A®2= 2.3.2
(] P, ( )

where P, is the input signal power in watts and W; is the noise power spectral density in watts/Hz, [25,



ch. 3]. Accordingly, for a given PLL output jitter, B; must be minimized to account for the worst case,

i.e. the lowest, level of the pilot tone.

Similar to an LC-filter, the quality factor of the PLL is given by:
_xfc
OrL = 4 B, (23.3)

where f is the input clock frequency and B, is the noise bandwith of the PLL, [36]. For equal number

of poles and zeroes in the loop filter, the noise bandwith can be approximated as:

BI. = '% KDC 'L;, (:;)) (2.3.4)

where F (o) is the value of the loop filter transfer function at very high frequencies, [25, ch. 3].

A significant advantage of the PLL-filter over the passive filters is that static and dynamic phase
errors can be minimized independently. Again, a second-order high-gain PLL is required for this pur-
pose. The DC-loop gain must be increased to minimize the static phase error, and the loop filter attenua-
tion must be increased to minimize the dynamic phase error. Implications of this on the pull-in range will

be discussed in the next section.

2.4. Pull-In Range

Self-acquisition of frequency is called pull-in or capture. Due to the non-linear time-varying nature
of the PLL-system during frequency acquisition, an analytical solution for pull-in is only possible for the
first-order loop, [45). Qualitatively, the VCO frequency is frequency modulated by the difference fre-
quency, also called the beat note, during the capture process. Therefore, the phase detector output has a
non-zero DC-average which enables pull-in to occur. If the DC-average is large enough compared to the

undesired DC-offsets, negative feedback will pull the VCO frequency toward the input frequency.
Pull-in behavior is a strong function of the DC-loop gain, loop filter time constants and the type of
the phase detector used. In the following discussion, a high-gain loop with a single-pole single-zero filter

and a multiplier type phase detector is assumed. Second and higher order loops are best analyzed with



the help of a computer, [46]. An approximate analysis yields the following result for a second-order

loop, [25, ch. 53:

Awp =Kpe \|2 %%’)l @24.1)

A sinusoidal-multiplier is assumed for the phase detector. However, when combined with a high-gain
amplifier, saturation effects may result in a trapezoidal or even a binary phase detector. The latter case is

analyzed by J. F. Oberst, [47], and the end result for a passive lag-lead filter is:

Awp =2 Kpc %%:)l 242)

Therefore, the binary type phase comparator improves the pull-in range by a factor of ¥2. In practice, the

pull-in range may be assumed between these two limits.

The next question is how large a pull-in range is required. Obviously, it should be large enough to

cover any initial VCO frequency offset. Therefore, one needs:
Amp 2 KDC 9, (2.4.3)

In theory, an active filter would provide almost an infinitely large pull-in range, since it has a pole close
to the origin. In practice, however, offset voltages in the phase detector and the loop amplifier will be
'integrated until the amplifier is saturated driving the VCO outside the capture range. Therefore, either
external frequency acquisition or DC-feedback around the amplifier is necessary. Charge pump circuits
can also be used for the same purpose, [48]. They do not require an amplifier to provide a pole at the ori-

gin. But usually they require complementary devices, and therefore they are limited in frequency, [13].

Comparing the equations for the pull-in range with the noise bandwith equation, it can be seen that
they cannot be optimized independently. Therefore, either a compromise must be made in the loop filter
design or the frequency acquisition capability of the PLL must be improved. Although the first approach
is actually implemented in this study, it is worth mentioning some of the alternatives to realize the second

approach.
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The frequency acquisition can be aided by an additional frequency detector, [2], [13], [14], [21],
[45), [49]-[52], by frequency sweeping, [25, ch. 5], by bandwith switching, [53]-[54], or by injection
locking, [55]-[57]. Frequency detectors can have analog, [2], [14], [45], [49]-[50], or digital [13], [21],

[51]-[52], implementations. A typical block diagram for a PLL with a frequency detector is shown in

Figure 2.3.
INPUT —1—¥
PHASE
—————— FP(s)
DETECTOR
—>—
S
FREQUENCY
—— FF(s)
DETECTOR
— -
vCo <

Figure 2.3 - PLL with a frequency detector.

In some cases, both the frequency and the phase detector may share the same filter. Actually, almost all
the digital phase detectors with memory, i.e. sequential type phase detectors, can also provide frequency
capability, [58]-[62]. This topic will further be discussed in Chapter 4 and Appendix A. A digital fre-
quency detector design example using the rotational frequency detector concept, [S1], is given in Appen-
dix B. In analog implementations, the extra circuitry may include multipliers, filters and differentiators,
[14], [49)-[50], and/or limiters, phase shifters and monostable multivibrators, [2]. Frequency sweeping
can be achieved by introducing a constant current into the loop filter. Then, the control voltage is a ramp
that sweeps the VCO frequency. Bandwith can be changed by gain switching either in the phase detector

or the loop amplifier, or by switching the filter resistors. If the phase detector gain is proportional to the
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signal level, automatic gain control circuits may replace the switches. Finally, signal injection into the
VCO can improve pull-in behavior if carefully controlled. Injection is always present in any practical
circuit especially at high frequencies due to poor isolation.

All these methods require extra circuitry and may degrade the PLL frequency performance. They
also require more power consumption and larger chip area. In addition, switching noise from the digital
circuits may create problems for the analog parts of the PLL. Therefore, the best strategy for the high
frequencies seems to be that one should keep the circuits simple enough so that they can easily be imple-

mented.

2.5. Noise Bandwith

It is already shown that reducing the noise bandwith is essential to minimize the jitter. However,
the VCO phase noise puts a theoretical lower limit on the noise bandwith that can be achieved. To gen-
eralize, int&nal noise always puts an upper limit on the quality factor of any narrowband filter. For
example, let us take the case of a PLL with a varactor-tuned LC-type VCO. In this case, the PLL noise

bandwith has to be larger than the VCO noise bandwith.

In order to obtain some numerical values, the simplified model shown in Figure 2.4 will be used for
the varactor-tuned VCO circuit. Assume that the only internal noise sources are the loop amplifier that
generates the control voltage, and the amplifier stage employed within the VCO. First, let us try to esti-
mate and compare the relative contribution of each amplifier to the tank circuit noise. To simplify the
problem, one can break the positive feedback loop around the VCO, and also assume that the loop
amplifier is band limited to B, by the bypass capacitor, Cy4zce. Let Bryyx be defined as the tank-circuit
bandwith. Then, following a similar analysis as in Section 11.4 of Gray and Meyer, [34], one can show

that:

Vva _ Wi Brank
e \l W, —-—BM (2.5.1)

where v,, and v;, are the rms-voltages across the tank circuit resulting from the VCO and loop amplifier,
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Figure 2.4 - Simplified VCO-noise model.

respectively. W,, is the noise power density of the VCO amplifier output at the high frequencies, and
W, is the noise power density of the loop amplifier output at the low frequencies. For W, = 20W,,, and
Branx = 10Bp,, v, is three times larger than v,,. It should be mentioned that this analysis is

oversimplified since the non-linear effects and the flicker noise components are neglected.

Next, we close the positive feedback loop around the VCO-gain stage. According to Edson [63,

ch. 15], the VCO noise bandwith due to the thermal noise in the load resistor is:

Kozfoz

Byco = 2rkT
vco PO’

(2.5.2)

where K, is the amplification at the nominal operating frequency f,, P is the power dissipated across the
load, and Q is the tank circuit quality factor. For K, = 10, £, = 300 MHz, P = 0.04 mW, and Q = 10,
Byco is 58.7 Hz. However, when the noise from the amplifiers included, By, will increase considerably

since the noise bandwith is proportional to the noise density, [64, ch. 1]. Assuming that the noise density
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increases by a factor of 400, a very rough upper limit for Qp;; will be about 10* with the values assumed
above.

Obviously this value is very optimistic. As it was discussed in the preceding section, the pull-in
range requirements would put stringer limits on Qp;; . For example, if the pull-in range is one percent of
fo and the loop filter attenuation is ten percent, then from equations (2.3.3)-(2.4.1), Qp;; turns out to be

225.

Typical Q values for different narrowband filters are less than 80 for LC-filters, [65, ch. 10],
between 80 to 500 for PLLs, [5], [37], 500 to 1000 for SAW-filters, [66], and more than 1000 for dielec-
tric resonator filters, [67), and for PLLs with crystal VCOs, [4], [68). Reference [66] also provides a
good comparison between the PLLs and SAW-filters. PLLs have less loss and better bandwith control,
and they do not require a special substrate. But they are relatively difficult to implement at high-
frequencies. In digital PCM transmission link repeaters, a Q of 200 to 250 is considered to be adequate
to control the jitter down to 0.1 radian, (5], [37]. However, in general, jitter is a strong function of the

coding of the random data as mentioned previously.

Another limitation that arises from employing a narrowband filter is the large pull-in time. For a
high-gain PLL, the pull-in time is proportional to the square of the initial frequency difference, and
inversely proportional to the cube of the noise bandwith, [25, ch. 5]. Therefore, for one percent pull-in
range at 300 MHz and a pull-in time less than a milliseconci, Qpy;, must be less than 1100. Consequently,
PLLs with crystal-VCOs have longer pull-in times. Pull-in time can be reduced by several orders of

magnitude by inserting an antiparallel diode pair between the phase detector and the loop filter, [69].

2.6. Stability

Stability of the PLL in locked condition can be analyzed using the Laplace Transform and the Bode

plots. Referring to Figure 2.1, the open-loop gain of a PLL can be written as:

Kyc
G(s)=Kpp Kpyp - &;o

F(s) (2.6.1)
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Then the closed-loop transfer function is:

8, KppKampKycoF (s)

H(s)= =
) 6; s +KppKyypKycoF (5)

(2.6.2)

Therefore, a high-gain second-order loop performs a low pass filtering operation on phase inputs.

Any extra delay in the loop also creates poles that must be included in the stability analysis. Usu-
ally, the ripple filter used to minimize the phase detector output ripple and/or the limited bandwith of the
loop-amplifier introduces a non-regligible pole which is smaller than the DC-loop gain.

A typical Bode plot of a second-order loop with a ripple filter is shown in Figure 2.5. C, is the rip-

ple filter capacitor. The loop filter transfer function including the ripple filter can be written as:

1+ j--——m(o
F(jw)= zero 1 2.63)
(0] (0]
1+ j 1+
Wpote Oripple

Strictly speaking, the loop is third order now, but choosing the ripple filter pole large compared to the
loop filter zero enables us to analyze the loop as a second-order PLL. It can easily be shown tiat for a

phase margin greater than 45°, the ripple filter pole is given by:

KDC mpole

) 2.64
mnpph 2 2 Ozero ( 6 )
Therefore, a good rule of thumb is:
Kpc ®
_‘2’2. 22 > Orarp > Dpote (2.6.5)
a)zm

For example, if Kpe = 0.100,, @, = 1070, and @,,,,, = 2x 10~*w,, then the ripple filter pole must be
larger than 2.5x1073w,. Actually, the approximations involved in the derivation of equation (2.3.4) for
the noise bandwith also put similar restrictions to those in equation (2.6.5). But they are easily satisfied if

equation (2.6.5) is followed as a rule. Note that for the values above, Qp,; is 100.

Before concluding this chapter, it might be interesting to check the scaling of the several PLL

parameters with frequency. Kpc is proportional to the operating frequency ®,, in radians per second,
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Figure 2.5 - PLL open-loop response.

assuming that Kyco changes linearly with o,. Therefore, for a given Kpp, Kyyp and filter attenuation
ratio, Qpy; is independent of frequency from equations (2.3.3) and (2.3.4). On the other hand, pull-in
range increases with frequency from equation (2.4.1) or (2.4.2). It seems that it is easier to obtain a given
QOpps at higher frequencies if the VCO stability can be maintained constant throughout the frequency

range of interest. However, as the frequency continues to increase, more extra poles will approach to
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Hence, if nothing else, stability degradation will limit the maximum frequency that can be scaled in a

simple way.



CHAPTER 3

VOLTAGE-CONTROLLED OSCILLATORS

3.1. Introduction

An oscillator is a circuit that produces a periodic signal at its output. An active circuit and a posi-
tive feedback network are the two essential parts of an oscillator. Oscillators can be analyzed either as
two-port feedback networks or as one-port negative-resistance circuits. The design and analysis of oscil-
lators are well covered in different books, [34]-[35], [70}-[72). The amplitude of oscillation is usually
determined by the nonlinearity in the active circuit. The frequency of oscillation is determined by the
energy storage components, the voltage and current levels and by the phase shift or delay in the oscillator
circuit. Therefore, varying any one of these quantities in a well-defined manner will result in an oscilla-
tor whose frequency can be controlled as desired. Voltage-controlled oscillator (VCO) is the general

name used for such an oscillator.

There are several ways to implement a monolithic VCO. Depending on the controlling variable

and the principle governing the dynamics of oscillations, they can be classified into four groups:
1. Varactor-controlled harmonic VCOs, [19]-[20], [50], [73],
2. Phase shift controlled harmonic VCOs, [13]-[14], [53]-[54],
3. Current-controlled relaxation VCOs, [11]-[12], [15]-[16], [74],
4. Delay-controlled ring VCOs, [7], [21], [75].

Harmonic oscillators employ an inductor, L, and a capacitor, C, for frequency selection. There-
fore, varying the value of either one of these energy storage elements will result in a harmonic VCO.
Since variable capacitors (varactors) are readily available in a monolithic process as junction capacitors,
varactor-controlled VCOs are very attractive from the integrated circuit point of view. Unfortunately,

inductors are not presently available in monolithic Si technology, and they have to be external to the

17
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circuit. Using the two-port feedback approach, one of the required conditions for the oscillations to start
is that the fed-back signal has to be in phase with the input signal. In other words, the total phase shift
around the loop has to be zero. Therefore, any phase shift in the active circuit has to be compensated in
the L-C tank circuit. This forces the operating frequency to shift depending on the tank circuit phase sen-
sitivity with respect to frequency. Hence, it is possible to control the VCO frequency by introducing a
deliberate phase shift into the active part of the oscillator and this may require some extra circuitry to
introduce and control the phase shift. Moreover, at high frequencies, there already exists some phase
shift associated with the parasitics of the active device used. All these can make the temperature com-
pensation of the circuit quite difficult. In general, a frequency detector will be very useful when a phase
shift controlled VCO is employed in the PLL, [13]-[14]. On the other hand, a varactor-controlled VCO
essentially requires the compensation of its varactor capacitance. This task can be made easier if an on-
chip junction capacitance with a known temperature dependence is used as the varactor. The phase shift
can also be controlled by using R-C sections in the feedback network and without employing an inductor.
However, the frequency selectivity becomes poor which, in tumn, increases the noise bandwith of the

oscillator.

As explained in the second chapter, the noise bandwith of a harmonic oscillator is inversely propor-
tional to the square of the tank circuit quality factor, Qr, and to the signal amplitude. Since the amplitude
of oscillation is limited by other circuit constrains such as the requirement of forward active region of
operation for active devices etc., it is best to keep the quality factor of tank circuit large, i.e. greater than
ten, if possible. The same condition is also necessary to filter out the harmonics of the signal created by
the nonlinearities in the circuit. Too much distortion will shift the oscillations to a lower frequency mak-

ing the frequency control more difficult. The quality factor for a parallel tank circuit is given by:

a1 .1 (3.1.1)

where Q; and Q are the quality factors of L and C, respectively. Any other loading from the rest of the
oscillator circuit will further lower the Q. Therefore, assuming a low-loss inductor, a high-quality

varactor is essential for achieving a high-performance varactor-tuned harmonic VCO. This topic will be
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discussed in detail in section 3.3. Even when a crystal can be used replacing the inductor, the losses in

the varactor will reduce the Q.

Relaxation and ring oscillators have one significant property in common, that is, they are both
broad band switching circuits. One of the storage elements which make the harmonic oscillators nar-
rowband, L, is missing in relaxation and ring oscillators, and therefore, they are much more prone to
noise, [64]. They also tend to have large temperature coefficients at high frequencies, [11], [15]-[16],
[74]. Ideally, they are useful in obtaining square wave outputs. In a relaxation oscillator, a constant
current source charging a timing capacitor reverses its polarity when a threshold voltage determined by
the voltage drops in the circuit is reached. The switching behavior in each half cycle is described by a
fast transition and a slow relaxation. If the current can be controlled through a voltage to current con-
verter, a VCO is obtained. In general, the frequency is a linear function of the current and a very wide
range of frequency control can easily be achieved compared to the varactor-tuned and ring-type VCOs.
In a ring oscillator, odd number of inverter stages are cascaded in a ring formation. The delay through
each stage multiplied by the number of stages gives the half period of oscillations. Frequency can be
controlled by changing the delay which is a complicated function of several R-C time constants for a
given inverter. In bipolar technology, the ECL gate and emitter follower bias currents are possible candi-
dates to vary the gate delay, [17]-[18]. The process, temperature and supply variations strongly influence
the frequency of oscillation since all the parasitics contribute to the gate delay. Multiple modes of oscil-

lation encountered in ring oscillators is another common problem that must be addressed, [7], [75].

Consequently, varactor-controlled harmonic VCOs seem to be the best choice for high-frequency
narrowband PLL implementations in monolithic technology if one desires low jitter and low TC. There-

fore, the rest of this chapter is devoted to the discussion of varactor-controlled VCOs.

3.2. Negative Resistance and Frequency Limitations

As mentioned in the preceding section, every harmonic oscillator needs a gain stage and a feedback

network. Since it is relatively straightforward to fabricate wideband transconductance amplifiers and



20

low-loss capacitive transformers using a silicon bipolar technology, a typical configuration that might

include these components is shown in Figure 3.1.

C1
|

A -

Vo S
_C, G, @va Fl L Cy Ry
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Figure 3.1 - Transconductance amplifier with feedback.

Assuming a negative conductance is available at the output, loading the amplifier with a a parallel tank

circuit will result in a harmonic oscillator.

The next question that comes to mind is that for what frequency range one can assume an output
impedance with a negative real part from this amplifier with capacitive feedback. It can easily be shown
that for an ideal amplifier with infinite input impedance and with no other loading at its input, the output
impedance of the circuit is always capacitive with a negative real part. Therefore, the only frequency lim-
itation will come from the bandwith of the ampliﬁer depending on how large a negative resistance
required for a given loss in the tank circuit. A logical step would be to choose a common-base amplifier
configuration since it has a very wide bandwith, [34, ch. 7]. This results in the well-known common-base
Colpitts circuit as shown in Figure 3.2. Since the input conductance, G,,, of a common-base stage is
close to its transconductance, G,,, one can show that the following equation has to be satisfied in order to
obtain a negative output conductance which is larger than the shunt condt.xctance, G, of the tank circuit:

G2

2, _
C1C2GL R —(C1+C)

[}

3.2.1)
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Figure 3.2 - Colpitts oscillator.

where R, is the loading from the tank circuit. ForIc =1mA, C, =1pF, C,=9 pF, R, = 1 KQ, the
lower frequency limit turns out to be 390 MHz. Although only small-signal approximations are used so
far, SPICE simulations agree very closely with the limits given by equation (3.2.1). Note that, for the
values above, Ry, has to be greater than 290 ohms so that the right-hand side of equation (3.2.1) is posi-
tive. Therefore, even though the bandwith of the common-base stage is very large, the loading from its

input terminal restricts the useful bandwith of the circuit.

One way to decrease the loading on the capacitive transformer is to insert an emitter-follower stage
as a buffer before the common-base stage. This results in an emitter-coupled pair (ECP) oscillator as
shown in Figure 3.3. Now, the input conductance is decreased by a factor of transistor current gain, B,
for the same amplifier transconductance, G,,. A similar expression can be derived for the ECP oscillator
as it was done for the Colpitts. The final result is:

w?> Ga
B2(C1+CP[GuRLC1—(C,1+C))]

3.22)

Forlc =2mA, C,=1pF,C,=9pF,R, =1KQ, and B = 100, the lower frequency limit is equal to 3.6

MHz.
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Figure 3.3 - ECP oscillator.

Next, we examine the imaginary part of the amplifier cutput impedance. For the Colpitts oscillator,
it can easily be shown that the output impedance is always capacitive. However, for the ECP oscillator,
there exists a frequency below which the output impedance is inductive. This frequency is given by:

2 G’

il YNGR G239

For the same values as above, the output impedance is capacitive if the frequency is greater than 64.5
MHz. This means that the circuit will self resonate at 64.5 MHz without a tank circuit at the output. Any
capacitance in the tank circuit will reduce that frequency. However, even then, there will be a lower limit
on the oscillation frequency for a given tank capacitance. This is so because of the fact that as the value
of the inductor is made larger, the impedance of the tank inductor will be much larger than the inductive
part of the amplifier output impedance at a low enough frequency. This puts an upper limit on the useful
range of external inductance. In any case, ECP oscillator topology is a better choice than Colpitts for fre-

quencies lower than a few hundred MHz.

Let us turn our attention to the higher end of the frequency range that can be achieved with the
topologies considered. Since an ECP gain stage has a lower bandwith than a common-base stage, the

ECP oscillator is expected to be more limited at the high-frequency end. The low-frequency models used
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so far are not very useful any more and device parasitics have to be included in the models. Therefore,
extensive computer simulations are required. Let us assume that the loading from the tank circuit is
between 250 to 1000 ohms. This is a reasonable assumption since at very high frequencies the losses in
the inductor and the varactor diode alone may impose the worst case limitations setting the maximum fre-
quency of operation. To keep the value of C, minimum, a practical value of 1 pF is chosen. First, let us
examine the Colpitts oscillator. The range of frequencies for which the common-base configuration can

provide a negative shunt conductance larger than G;, is shown in Figure 3.4, for a bias current of 1 mA.

f (GHz)
A
25 T

15 1

1.0

0.0 — - - > Ry (Q)
0 250 500 750 1K

Figure 3.4 - AVailable range of oscillation frequencies for Colpitts oscillator.

Two curves for C, being equal to 5 and 10 pF are shown. The area enclosed by each curve gives the use-

ful range of frequencies for the corresponding value of C,. The cut-off frequency of the device is close
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to its optimum value of 11 GHz. As predicted, the lower frequency range does not extend below 300
MHz even with a 1 KQ load. The useful range becomes more limited as the loading increased. Similar
curves are obtained for different bias conditions and C ; values. Although the lower limit is always larger

than 300 MHz, the upper limit can be more than 5 GHz for a load of 1 KQ.

A similar set of curves are obtained from the SPICE analysis of the ECP oscillator. In order to

obtain the same transconductance, G, = %, from the ECP, the current in each transistor must be

doubled. Two of these curves are plotted in Figure 3.5 for C, =2 and 10 pF.

f (GHz)
A
25
20 \V/
1.5 C1=1 pF
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v
05 C2=10 pF
Aa
0 250 500 750 1K
Figure 3.5 - Available range of oscillation frequencies for ECP oscillator.

Both the upper and lower frequency limits are shifted down compared to the Colpitts gain stage. How-

ever, assuming that we are interested in the frequency range from 100 MHz to 1 GHz, it is possible to
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obtain a negative shunt conductance larger than G;, from the ECP stage by choosing a proper value of C ,
for a given bias current, Igg, and a load, R;,. The maximum design value of C, that would result in a

large enough negative conductance for the oscillations to start is plotted in Figure 3.6 for Iz = 2 mA and

4 mA.
Cz(pF)
A
10
8 N
6 -
I:z=2 mA
4
2 t 1.0GHz >f_ > 0.1 GHz
0 2 1 1 L) RL(Q)
0 250 500 750 1K
Figure 3.6 - Maximum value of C, vs. load resistance for ECP oscillator.

For the worst case loading of 250 ohms, the required design values are less than 2 pF. Higher values can
be used if a narrower range of frequencies is required from the design. The conclusion is that the ECP
will perform better than the Colpitts for the mentioned frequency range of interest and for a load resis-

tance less than 1000 chms.
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3.3. Varactor Design

The depletion capacitance of a reverse-biased p-n junction is commonly used as a variable capaci-
tance, [76, ch. 2]. The quality factor, Qy, of a varactor is a function of bias and frequency. At low fre-
quencies, the shunt conductance that represents the leak-age current limits Qy, whereas at high-
frequencies, the series resistance is more significant. A typical curve for Qy as a function of frequency

would look like as shown in Figure 3.7.

Q v Cv

1044 | |
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Figure 3.7 - Quality factor of a varactor vs. frequency.

The frequency at which the Qy is maximum is usually less than a few MHz. Therefore, for frequencies

greater than a few MHz, Qy can be written as:

N S
®Rg Cy

Qv (3.3.1)

Consequently, the Rg—Cy product must be minimized to achieve high Qy at high frequencies. Although
Qv increases with reverse bias, this increase is limited by the breakdown voltage and the minimum

design value of Cy.

Several p-n junctions can be considered for a varactor structure if a high-frequency bipolar process

is available. Usually, such a process has a deep-p (DP) implant (or diffusion) for the extrinsic base and a
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shallow-p (SP) implant for the intrinsic base. It is assumed that both implants have low enough resistivity
to form a good contact with the metal which is usually alominum. Therefore, in conjunction with the n-
type epi layer, they can be used to form a varactor diode without any extra processing steps. Another
possibility is the junction formed by the shallow-n (SN) emitter implant and the SP implant. All three
structures are shown in Figure 3.8. Double collector and base contacts are used to reduce the collector
and base resistances, respectively. A pair of deep-n, (DN), plugs connect the buried layer, (BL), to the
collector contacts. Neglecting the metal losses, the dominant sources of series loss are the epi and the
buried layer regions, for the base-collector junctions, and the intrinsic base region under the emitter for
the base-emitter junction. The sheet resistance of the base implant under the emitter can be as high as 10
to 12 K< per square, and therefore it is difficult to obtain a high-quality junction capacitance. Further-
more, the breakdown voltage is lower than that of the base-collector junctions. Although the one-sided
abrupt junction approximation is commonly used, in reality, the junction capacitance is determined by the
dopant densities on both sides of the junction. Therefore, for the same area, the SP-EPI junction will

have a slightly reduced capacitance, hence a higher Qy, compared to the DP-EPI junction.

Let us consider the SP-EP! structure shown in Figure 3.9 as a unit cell. If the plane of cross-
section is designated as the x-y plane, then, W and L are the width and length of the SP-implanted region
in the x-(horizontal) and z-(perpendicular to the cross-section) directions, respectively. The maximum
distance of interest in the y-(vertical) direction is the epi layer thickness, tgpr. tepy is usually on the order
of a few microns or less for a high-frequency process. If the Rg—~Cy, product of this unit structure can be
minimized with respect to W and L, then any number of these cells can be connected in parallel without
degrading the optimum Qy. This problem is obviously three dimensional, but some simplifying assump-
tions can still be made. First of all, the contact resistance between the metal (Al and silicon (Si) will be
neglected. Secondly, the skin effect for Al-metal lines will be assumed negligible below 1 GHz. The
bottom-wall and the side-wall capacitances will be considered separately, as shown in Figure 3.10. The

following resistivities may contribute to the series resistance, Ry, of the bottom-wall capacitance, Cgy:

Horizontal: py, for SP, pg, for EPI,
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Figure 3.8 - Varactor diode structures in bipolar technology.
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Figure 3.10 - Unit cell model.

Vertical: psp for SP, pgp; for EPI,

Perpendicular: p,, for SP, p,; for EPIL

Similarly, the side-wall capacitance, Cgy, has the following resistive components contributing to its
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series resistance, Rgy:
Horizontal: p,; for SP, pgp; for EPI,
Vertical: pgp for SP, ppy for EPI,

Perpendicular: p,; for SP, p,, for EPL

The metal losses in the perpendicular direction are modeled by Ry;_cp and Ry;_gp;, as shown in Figure
3.10. Among the other components, only pg, and pgp; will be assumed to contribute to Rgy, whereas
Rgy will mainly be determined by pzp;. The buried-layer component of Rgy, can be modeled as a RC-

transmission line, [77], and the total bottom-wall loss can be written as:

1 w dsp_pL

Rpy = 12 Ros AR (332

where dgp_p; is the vertical distance between the SP and the BL regions. If the bottom-wall capacitance
per area is C, then one has:

Cew=CpWL (3.3.3)
One can also show that the side-wall resistance is given by:

1 dpN-sp
Rew == Perr = =

(3.34)

where dpy.sp is the horizontal distance between the DN and the SP regions, and ¢gp is the depth of the
intrinsic base implant. Finally, Cgy can be written as:
Cow=2C/L 3.3.5)

where C, is the capacitance per length. Assuming that both branches have a quality factor larger than 10,

the quality factor of their parallel combination is given by the following equation:

1 Caw + Csw
® Ry Cpw?+Rsw Csw?

(3.3.6)

Qawusw =

It can easily be shown that the equation above is a function of W but not L. Therefore, by taking the
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derivative of equation (3.3.6) with respect to W, one can find W,,, which maximizes Qpw/sw. Then, the

effect of p,,; for a given number of unit cells, n, can be estimated using the following equations:

L
R =R 3.3.7)
a-sp =Ro-a Wor (
and
L
Ruy-ep1=Rg-u " Wo (3.3.8)

where Wpy is the width of the DN region. Before giving a numerical design example, it is worth men-
tioning that the substrate capacitance, Cgyg, can have a very low quality factor. An AC-short circuit

between the epi and the substrate terminals will minimize the effect of the substrate junction.

EXAMPLE

Let us assume ﬁat the following parameters are specified for an oxide-isolated bipolar process: pgp; =
0.3 Qfcm, R g, =32 Q/0, dsp_p, = 0.6 1, Ca= 0.4 fF/u?, dpy.gp =3 I, tsp = 04 1, C; = 2 fF/y,
Rg.4=0.05Q0.

From equations (3.3.2) and (3.3.3), Qgw > 10 if W < 100 1 and f < 1.4 GHz. From equations

(3.3.4) and (3.3.5), Qsw > 10 if f < 900 MHz. Substituting these equations into (3.3.6), one can obtain:

105 04W+4
© 0427 W3+288 W + 72000

Oswusw =

where W is in microns. By taking the derivative of Qg sw with respect to W and equating it to zero,
one can get:

Wope =401
Substituting this value back into the equation for Qpw/sw :

28.7
Qswusw = —f—

where fis in GHz. Assuming that Wpy = 10 it and using equations (3.3.7) and (3.3.8) :
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L
RAI-SP +RAI—EPI = 0.00625 ;

Now, for a zero-bias value of 10 pF, one can write:
10°fF =n QAW L +4L)

where W and L are in microns. Therefore, if W = 40 1, then nL = 500 p. Choosingn = SresultsinL =
100 . Then, one has:

Ry sp + Ry pgpr =0.125Q

Since Qgw/sw is 28.7 at 1 GHz, Rgwsw = 0.555 Q for Cy = 10 pF. In other words, the total series resis-

tance, Ry, is 0.7 ohms. Therefore:

1
T 2m10°1071 0.7

Ov 23

A layout sample withn=5 is showﬁ in Figure 3.11. Because of the various assumptions made in
modeling this three-dimensional distributed structure, the above results are optimistic and should be used

- with caution. However, they are useful in estimating an upper limit for Qy .

3.4. VCO Design

The complete VCO schematic is shown in Figure 3.12. For the reasons explained in section 3.2, an
emitter-coupled pair is chosen as the gain stage for the VCO topology. This topology has the advantage
of an isolated output from the tank circuit in addition to a gain stage with high input impedance. The
total harmonic distortion is also smaller compared to a single-transistor oscillator since the tanh-
nonlinearity of a differential pair has only odd harmonics. As mentioned before, a reverse biased
shallow-base to collector-epi junction with buried-layer is used as the varactor diode in this desigh. The
effect of the substrate junction is minimized by connecting the epi-side to the supply potential. Positive
feedback is provided by the MOS capacitors C1 and C2. The worst case series resistance of the MOS
capacitors can be estimated to be less than 5 ohms using a similar approach as it was done for the varac-

tor. External inductance and capacitance can be used to adjust the center frequency and an external
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Figure 3.11 - Sample varactor layout.

resistor can be used to obtain the optimum amplitude of oscillation. A clock amplifier follows the VCO

to provide a differential drive to the phase detector,

The amplitude of oscillation is a strong function of the losses in the varactor and the inductor at
very high frequencies. For instance, if each of them has a Q of 30 with a series resistance of 1 ohm, the

equivalent loading on the tank circuit will be 450 ochms. Then, the bias current, /g, and the transformer

C,+C
ratio, n = lc—z, have to be chosen accordingly for a given oscillation amplitude. Assuming a peak
1

oscillation amplitude of 500 mV for a worst case loading of 400 ohms, the fundamental current com-
ponent at the oscillation frequency has to be 1.25 mA. If the signal amplitude at the differential pair
input is b times V7., then, the product b times n must be equal to 20. Choosing b = 5 and n = 4 results in
Igg = 2.1 mA from Table 4.6-2 of the reference [70, page 117]. For C, =1 pF, C, should be 3 pF. From

the negative resistance curves of Figure 3.6, the oscillations are possible almost up to 1 GHz. In reality,
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Figure 3.12 - Schematic of the varactor-tuned VCO.

the value of C, is designed to be closer to 2.5 pF by taking the parasitic capacitances into account. The
varactor capacitance must be much larger than the equivalent MOS capacitance of 0.75 pF for a wide
tuning range. Furthermore, if one wants to achieve a loaded tank quality factor greater than 10 at 500
MHz, then:

10
2r (500x 105) (400)

Cy> =8pF

Naturally, at lower frequencies, there will be less loading from the tuning elements of the tank circuit,
and therefore, the amplitude will increase. Then, in order to limit the peak amplitude around 1 V, an
external resistance of 1 KQ is required. This, in tum, results in a Qr of 10 at 200 MHz. The reflected
loading from the amplifier input impedance and the bias resistors can be shown to be negligible. The out-
put resistance of the ECP is larger than 20 KQ for Iz = 2 mA. The extra phase shift introduced by the
capacitive feedback circuit is less than 15 degrees down to 50 MHz. The base voltages of the ECP

transistors are chosen to be 2V, to keep the current source in the forward active region. Assuming that
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the largest control voltage, Vop, available is V- ~ Vg and the peak oscillation amplitude is about one
Ve, the dynamic range of Vqy is limited to Vo — 4 Ve to keep the common-base transistor in the for-

ward active region.

The AC-schematic of the VCO including the parasitics is shown in Figure 3.13.
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Figure 3.13 - AC-schematic of the VCO with parasitics.

Although a distributed L-C structure similar to a waveguide is a better model for frequencies approaching
to 10 GHz, the lumped circuit model is assumed sufficient for frequencies less than 1 GHz. The center

frequency of the VCO can be approximated as:

1

fo= 2 NLger + Ly + Ly ) Cy + C )

3.4.1)
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where
C,(C2+C,) ‘
Cx - C:‘*‘ sz + CPP + de + CP‘” + CP""""‘P"'l (34.2)
and
(o
= (34.3)
R
[l + V. ]

In the equations above, C,, is the total parasitic capacitance across C, including the input capacitance of
the gain stage and the substrate capacitance of C;, and C is the zero-bias value of the varactor capaci-
tance, Cy. The epi-side of the capacitor C, is connected to C, in order not to load the tank circuit with
its substrate capacitance. The epi-side of the capacitor C, is connected to the ground potential. At high-
frequencies, bonding wire and package lead inductance together with pad and pin capacitance will affect

the frequency of operation, and therefore they are also included in the first two equations.

A built-in potential, V,;, of 0.4 V and a grading coefficient, m, of 0.2 are specified for the process
used to fabricate the test circuit. The grading coefficient is disappointingly lower than tiwe initially
assumed design values of 0.33 to 0.4 due to the outdiffusion from the buried layer into the thin epi region,
(78]. If Vi is between 0.8 and 2.8 volts, then Cy varies between 0.66C, and 0.80C,. Since the
minimum value for C, is about 1.4 pF, 0.66C , should be at least 7 pF. In other words, C ; must be larger
than 10.6 pF. The minimum tuning range that can be obtained with these values are -5 and +3 percent.
Decreasing C, or increasing C, will achieve an upper limit of -5.8 and +3.7 percent. However, the lower
limit on C, depends on the package used and the upper limit on C depends on the practical values of
external inductance, hence again on the package, if the chip area is not a crucial factor. For example, for
a center-frequency of 500 MHz, a total inductance of 11.0 nH is required if C is 10.6 pF and V; is 1.8
volts. If the ﬁackage contributes a pin inductance of 2 nH, then the external inductance should be 9 nH.
The varactor also has a series inductance of 2 nH due to the supply pin, and therefore, its self-resonance
frequency is 1.3 GHz. Consequently, it will be useful to use multiple pins for the supply to reduce the

parasitic inductance for frequencies above 500 MHz. This will also help to reduce the effect of the sub-
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strate junction on the varactor impedance. In the final design, a C value of 13.5 pF is used. The
estimated substrate capacitance is about 4.5 pF. Employing this varactor, the VCO will have a gain of
-0.0510, and +0.032w, rad/(sec-volt). By shifting the Vj range to between 0.4 and 2.4 V, the the tuning
range and the VCO gain can be increased to -6.9 and +3.9 percent, and -0.069w, and +0.039w,

rad/(sec-volt), respectively. This would require limiting the oscillation amplitude to less than 400 mV.

The schematic of the clock amplifier is shown in Figure 3.14.
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Figure 3.14 - Schematic of the clock amplifier.

It is a single-stage differential pair amplifier with a small-signal gain of 7.5 and a bandwith of 900 MHz.
When considered together with the VCO, the clock amplifier behaves more like an ECL-NOR gate with
complementary outputs to provide suft;cient balanced drive to the phase detector. The input signal
amplitude from the VCO can be made close to the oscillation amplitude by choosing an isolated-VCO-

output gain of n, the turns ratio of the capacitive transformer. Then, for an oscillation amplitude of 100
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mV or larger, the clock amplifier output is more than +400 mV. As the oscillation amplitude is increased
beyond 200 mV, the differential clock output becomes equal to + 500 mV by the limiting action of the

clock amplifier.

Although the oscillations are nearly sinusoidal and the even-order nonlinearities are negligible, any
asymmetry in the VCO gain stage and the clock amplifier will shift the duty cycle of the clock signal
away from the ideal 50 percent. Apart from the random mismatches in the transistors of the differential

pairs, the following sources contribute to the duty cycle shift:

1. Unequal switching times of the input transistor of the VCO gain stage which serves as a buffer for the
common-base transistor. This mismatch between the turn-on and turn-off times becomes negligible as

the frequency and the amplitude are decreased.

2. Different base-collector bias voltages and base terminations for the transistors of VCO differential

pair.

3. The mismatch between the base voltages of the clock amplifier differential pair. The contribution from
this mismatch becomes more significant as the oscillation amplitude is decreased. Therefore, the refer-

ence voltage of the clock amplifier must match the VCO output as close as possible.

Under the worst case conditions, the clock waveform duty cycle at 500 MHz is expected to be between
48 and 52 pércent from the SPICE simulations. A fully-balanced configuration which will be affected
only by the random component mismatches is shown in Figure 3.15. However, any device mismatch in
the VCO gain stage will create an offset voltage at the clock amplifier input similar to the third mismatch
source mentioned above. Furthermore, the chip area used for the varactors must be increased by a factor

of four to achieve the same varactor capacitance as before.

Since the transconductances of all gain stages employed in the VCO design are inversely propor-
tional to the absolute temperature, all the current sources are designed to be proportional to the ratio of a

PTAT (Proportional To Absolute Temperature) voltage to a resistor. This helps to minimize the ampli-
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Figure 3.15 - A balanced-VCO schematic.

tude variations with supply and temperature. The reference voltage of the clock amplifier is derived from
a bias circuit which mirrors the bias currents in the VCO. Therefore, it tracks the VCO output very
closely with supply and temperature. The bandgap reference used to derive the PTAT voltages will be

described in the next section.
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3.5. Loop Amplifier and Bandgap Reference

A two-stage loop-amplifier with a gain of 50 is designed to achieve a high-gain second-order PLL.

Figure 3.16 shows the schematic of the loop amplifier and the VCO.

—C,

LOOP AMPLIFIER

Co

Figure 3.16 - Loop amplifier and VCO.

Assuming a worst case VCO gain of 0.03w, rad/(volt-sec) and a worst case phase detector gain of 0.1
volt/rad, a PLL wnh this loop-amplifier introduces a phase error less than 4 degrees for a pull-in range of
+ 1 percent. For an equal contribution from the offset voltages, the total offset voltage from the loop
amplifier and the phase detector must be less than 7 mV. In order to minimize the contribution of the
level shifting diodes and the second stage to the input offset, the first stage gain is designed to be 20.
Large area (10 times the minimum ) devices are used to improve the matching throughout the loop
amplifier. The bias current of the first stage should be kept lov;r (1 mA or less) to minimize the input
offset current and to maximize the input impedance. The bias currents of the second-stage ECP and the
emitter follower are high (5 to 6 mA) to achieve a low output impedance. The output impedance is less

than 10 ohms at low frequencies and becomes inductive at high-frequencies. The bandwith of the loop
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amplifier is not very critical as long as it passes the largest frequency difference between the input and
the VCO without much attenuation during capture. This difference is usually less than a few percent of
the input frequency. The inherent 3-dB bandwith of the loop amplifier is around 150 MHz. A 10 nF chip
capacitor at the output limits the bandwith to 2 MHz. This bypass capacitor is necessary not to degrade
the quality factor of the external inductor and to provide some positive phase margin against any parasitic

feedback around the loop amplifier.

The low-frequency control voltage at the amplifier output can be written as:

0.5 IEEIRCI 0.5 IEZRCZ

Veon =Vec — Vo — 0.5 Realige, — 0.5 Vos (3.5.1)

where Vs is the sum of the offset voltages from phase detector output and amplifier input. The reverse

bias across the varactor diode is:

Ve =Vec — Veon 3.5.2)

and this voltage appears in series with the built-in potential, V;;, of the varactor diode. Therefore,

Ige\Rey IgeaRes
Vi + Ve =V +Vae +0.5R +0.125 .
bi +Vr=Vy + Ve c2lee2 Vz Vit 051gRe, Vos (3.5.3)
Let us assume that
Vos =+0.2 VT (3.5.4)
Vee
Ieg1= 7.‘. (3.5.5)
EE1
and
\ 7
Iggs= R"'” (3.56)
EE2
where Vggy and Vg, are the required reference voltages. Then
R Rcy R )
Vii + Vg = Vi + Vg + 0.5 Vggp——2 40,05 Vg —t~-S2 (3.5.7)
Rgga ee1 Rea
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One possible approach to minimize the temperature dependence of the expression above is to set

0.5 %% == (Vi + Vae) 3.58)
and
Nerr 0 (3.5.9)
oT
If P
Rc2=4 Rggy (3.5.10)
and
Veea=Vpe —n Ve (3.5.11)
then from (3.5.8):
n=1 (3.5.12)

assuming that V,; and Vpe have the same TC. Consequently, Vg, can be set equal to the band-gap
reference voltage, Vg, and Vg, can be set equal to the voltage difference between Vg and V. In this
way, the varactor capacitance, hence the VCO center-frequency, can be made independent of supply and
temperature to a first order approximation. In general, V}; and Vg have different TCs and the TC of the

dielectric constant of silicon, €, cannot be neglected for large reverse bias. If the varactor capacitance

can be written as:

Ke® "
Cy= [—es—] (3.5.13)
Vbi + VR

where K, a and m are constant with temperature, then, equation (3.5.10) can be modified as:

Ve Vi ot
Re; [ o7 *ar ~VetVR e or

Rezs =2 l WV (3.5.14)

aT
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BVBE

T is found to be -1.5 mV/°C from SPICE simulations at a bias current of 5 mA and over 0 to 100 °C.

Vi

5T is found to be -2.9 mV/°C both from SPICE and using the equation (24) of [76, ch. 2] which

aEs
Eg oT

assumes a linearly graded junction. o and are assumed to be 2 and 200 ppm/°C, respectively, (79,

o
ch. 2). Then, from equation (3.5.14), the ratio iﬂ' is around 7 for V;; =0.4 V and Vg = 2.0 V. This
EE2

ratio provides a dynamic range of 2.6 volts for the co-ntml voltage. Finally, the following resistor values
are used in the design: R¢y = 1 KQ, Rgg; = 1.2 KQ, Rc, =430 Q, Rpps = Rp, = 65 Q. With these design
values and the assumptions made above, the TC of the VCO center frequency is ideally less than + 6
ppm/°C for m = 0.2 and over 0 to 100 °C. A 10 percent design error in the resistor ratio increases these
limits to + 25 ppm/°C. Another 20 to 25 ppm/°C will be contributed by the phase shift in the VCO gain
stage, the collector to emitter current gain of the devices, the resistor ratios, the MOS capacitors, the
parasitic capacitors and the inductors. Considering all the assumptions made above, the TC of the VCO

center frequency can be estimated to be between 50 to 100 ppm/°C.

Figure 3.17 shows the schematic of the bandgap reference used in this design. It is a simple two-
cell reference circuit without any second order correction, [74], [80]. Q, has 8 times the area of Q,, and

therefore, the voltage across R 1 i8 V7 In 8 neglecting the device resistances. Due to the PNP current mir-

V.
rar, the current through R , is 2 R—T In 8. Hence, the bandgap voltage is given by:
1

R
Vig1=Vaey +2 R—’ VrIn8 (3.5.15)
1

Choosing R, = 530 ohms results in /¢, = I, = 0.1 mA. Then, for the process used to fabricate the test
circuit, equation (3.5.15) gives R, = 4.3R, = 2280 ohms. A second bandgap voltage, Vpg,, is derived
through balancing the circuit with PNP current mirrors as shown in Figure 3.17. This voltage is used to
derive all the bias currents in the PLL circuit except the first stage of the loop amplifier. The first stage
current bias is set equal to 1 mA by the resistor R ;. The resistor R 4 at the second bandgap output is set

R
equal to ﬁ to allow for a load current of 0.3 mA. Several lateral PNP transistors are used in parallel to
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Figure 3.17 - Band-gap reference.

improve the current gain and the matching of the devices. A vertical PNP is used to cancel the base
currents of Qo and @ ,,. Rsis a 100 KQ start-up resistor and C, is a 1.3 pF compensation capacitor.
SPICE simulations show a bandgap reference TC better than 65 ppm/°C from 0 to 100 °C. This will con-

tribute less than 10 ppm/°C to the VCO frequency stability.



CHAPTER 4

PHASE DETECTORS

4.1. Introduction

A phase detector, or a phase comparator, is a circuit which compares the phases of two inputs at
the same frequency and gives an output voltage proportional to the phase difference. Analog phase
locked-loops may employ either analog or digital phase detectors. As long as the conu-él voltage derived
from the filter is an analog quantity, one still has an analog PLL. Most common analog phase detectors
are the modulator type. They compare the input waveforms over the whole cycle, and hence, are affected
by the input amplitudes and duty-cycles. Digital circuits can be either of two types: combinatorial or
sequential. An exclusive-OR gate is a combinatorial circuit but it essentially behaves as an overdriven
modulator-type phase detector, and therefore, it should be classified as an analog phase detector. On the
other hand, a flip-flop is a sequential circuit and affected only by the transition times of the inputs.
Besides being insensitive to duty cycles, sequential type circuits have memory, adding significant charac-
teristics to their properties which are not possessed by simple modulator or combinatorial type circuits.
Since sequential phase detectors can remember the previous phase difference and compare it with the
current one, they have an inherent frequency detection capability in addition to their phase detection pro-
perty. In this thesis, only this type of circuit will be classified as a digital phase detector. Consequently,
the frequency acquisition capability of the PLL strongly depends on the phase detector type used. Ana-
log (modulator and combinatorial type) phase detectors are memoryless and do not have the inherent fre-
quency detection property of the digital (sequential type) phase detectors with memory. Analog fre-

quency detectors which employ R-C filters as memory elements will not be included in this discussion.

As was shown in Chapter 2, a large gain and a small offset are required from a phase detector to

minimize the phase error. In order to reduce the phase detector offset voltage, large area devices should

45
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be used whenever possible without degrading the frequency performance. The frequency performance of

analog phase detectors is superior to digital phase detectors as will be discussed in the next sections.

One can also classify phase detectors according to their transfer characteristics. Figure 4.1 shows

four different phase detector characteristics: sinusoidal, triangular, sawtooth and adaptive.
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Figure 4.1 - Phase detector characteristics.

A sinusoidal characteristic is obtained from a modulator type phase detector when the PLL input has a

small amplitude. A triangular characteristic is obtained when the input amplitude is large, [25, ch. 6],

[34, ch. 10). Ideally, the operating stable point is 90 degrees for analog phase detectors. A sawtooth-

shaped transfer curve is obtained when an edge-triggered flip-flop is used as a phase detector, [60]. The

stable operating point can be at 0 or 180 degrees. Finally, adaptive phase detectors employ up-down

counters and have nonperiodic, but repetitive transfer functions, [59]. They have 0 degrees as their stable
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operating point. All these curves are valid for low-frequency and noise-free operation. Furthermore, any
loop amplifier with a finite input dynamic range will modify the phase detector characteristics into a
near-trapezoidal shape. At high-frequencies and with noise, the triangular characteristics of analog phase
detectors degenerate into sinusoidal characteristics. The (iigital phase detectors function reliably only

under low-noise conditions.

4.2, Analog Phase Detectors

The most common analog phase detectors are modulators or mixers. A double-balanced modulator
forms the basis of well-known four-quadrant multiplier, [34, ch. 10]. Similarly, the core of a two-
quadrant multiplier is a single-balanced modulator. Although it is possible to implement these circuits
using either transistors or diodes, transistors are active devices and hence they are preferred for higher
phase detector gain. They also possess the same matching properties as diodes in integrated circuit
implementations. It is interesting to note that a double-balanced modulator and an exclusive-OR gate
have the same truth table for large input signals. Similarly, a single-balanced modulator can be "imple-
mented” using combinatorial logic gates for high-level signals. All of these implementations have the
common property that the complete waveforms within a cycle are compared by the phase detector. One
consequence of this property is that the average output of an analog phase detector is sensitive to the duty
cycles of the input waveforms. Another consequence is that one can obtain a sinusoidal or a triangular

characteristics depending on the input signal level.

If a double-balanced modulator is used as the phase detector, the output is a replica of the VCO
waveform when there is no input signal to the PLL as shown in Figure 4.2. Therefore, if the VCO does
not have a 50 percent duty cycle, the phase detector output will have a DC-offset. A single-balanced
modulator type circuit is proposed to eliminate this offset as shown in Figure 4.3. The differential output
waveform can have three levels, hence this circuit is also called a tristate phase detector, [14). Whenever
there is no input signal, the phase detector output is ideally zero. Therefore, the VCO asymmetry has

almost no effect on the tristate phase detector output for no input signal case. In the following para-
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Figure 4.2 - Double-balanced modulator.

graphs, the static and dynamic performance of these two phase detector circuits will be compared in

detail.
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Figure 4.3 - Single-balanced modulator (tristate phase detector).




50

There are two parameters which define the static performance of a phase detector, its gain and
DC-offset. First, let us assume that all the input transitions are present, i.e. the PLL input is a determinis-

tic signal. It can be easily shown that the phase detector gain is:

Kpp = RC;""E @4.2.1)
for a single-balanced modulator and
Kpp = RC;""’" 4.22)
for a double-balanced modulator.

In a practical circuit, Vzz mismatch between the output emitter followers and R, mismatch
between the load resistors contribute to the DC-offset. Therefore, large-area devices and wide resistors
should be used to minimize these contributions. Bias currents must be kept low enough to minimize the

effect of the emitter resistor mismatch in the devices. For large input signals, the DC-offset voltage is

given by:

Vos = AVpe + Iijki 4.2.3)
for a single-balanced modulator and

Vos = AVpe +1552Aﬁ 4.2.4)

for a double-balanced modulator. The static phase error introduced by a phase detector can be written as:
p =— 4.2.5)

Now, let us consider the random data input case. If there are no input transitions, the second term
in equation (4.2.3) becomes zero whereas equation (4.2.4) remains the same. Since the remaining terms
are present all the time and can only be corrected when there are transitions in the data, the effective

phase detector gain to be used in equation (4.2.5) is reduced by a factor of two (assuming equally likely
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data) for all the terms in equations (4.2.3) and (4.2.4) except the second term in equation (4.2.3). There-

fore, the static phase error for a single-balanced modulator is:

ZAVBE ARC
=g | —2DE 4.2.
©. n[IEERC+4RC “.26)
Similarly, the static phase error for a double-balanced modulator is:
AVge  ARc
=g | —2E_ . € 4.2,
®. "[IEBRC+2RC] “2.7)

As it can be seen from the last two equations for equally likely data, the static performance of the tristate
phase detector can be made better than that of the double-balanced modulator by increasing the phase

detector gain.

The dynamic performance of a phase detector is of interest during capture. As it was discussed in

Chapter 2, there is a minimum pull-in range requirement from a PLL which is given by:
Awp ZKW Kyvco AVeon 4.2.8)

where AVoy includes not only the average of Vs for equally likely data, but also a component, Vaios»
which is a function of the duty cycles of the input and the VCO. As the frequency difference goes to
zero, the phase detector output waveform approaches to the phase detector characteristics. It can easily
be shown that when one of the inputs has a duty cycle different from 50 percent, an analog phase detector
will have a trapezoidal characteristic instead of a triangular one. Whether the average of the phase detec-
tor characteristics over a period will still be zero depends on the circuit and the duty cycle of the other

input. For a tristate phase detector, the average output as the frequency difference goes to zero can be

shown to be

Vaos =Rc¢ Igg Dy (1-2Dyco ) 4.29)

where Dy and Dyc, are the duty cycles of the input and the VCO, respectively. Hence, it is possible to

reduce this "acquisition offset" voltage by employing narrow input pulses. For a double-balanced modu-

lator equation (4.2.9) becomes:
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VAOS =RC IEE (2 DIN - 1 )( 1- 2DVCO ) (4.2.10)

Therefore, deterministic input signals with duty cycles close to 50 percent result in a smaller acquisition
offset with a double balanced modulator. On the other hand, an input signal with a duty cycle less than
1/3 yields a smaller acquisition offset voltage when a tristate phase detector is used instead of a double-

balanced modulator.

However, Djy is zero when there is no input transition at the PLL input, that is when a zero bit is
received, and Vo5 becomes zero for a tristate phase detector from equation (4.2.9). Using equations

(4.2.3) to (4.2.4) and (4.2.8) to (4.2.10) for equally likely random data, one can show that:

ARc Igg

Awp 2 KAMP cho [AVBE + +0.5 RC Im DIN ( l'— 2Dyco )] 4.2.11)

for a single-balanced modulator and

ARc Igg
2

A(l)p ZKW cha [AVBE + +RC IEE ( 1 -Dm )( 1 -ZDVCO )l (4.2.12)

for a double-balanced modulator. The conclusion is that the tristate phase detector is a better choice if
the duty cycle of the equally likely data waveform is less than 2/3. If the VCO duty cycle is 50 percent,
the tristate phase detector always has a better dynamic performance for both deterministic and random
input signals.

At low frequencies, it is usually assumed that there is a 90° phase difference between the two phase
detector inputs when the PLL is in lock. However, this phase difference is also duty cycle dependent. In
other words, the phase difference which produces a zero average output is a function of the input duty
cycles. The zero output point can be found by plotting the phase detector characteristics for arbitrary

duty cycles, D;y and Dyc. The final results are given by:
O,=x D)y (4.2.13)
for a tristate phase detector, and

¢0 =T ( 0.5 + DIN - Dvco ) (4.2.14)
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for a double-balanced modulator. As it can be seen from the equations above, random variations in the

VCO duty cycle do not create phase error (jitter) for the tristate phase detector.

At high frequencies, this phase difference may be different from 90°, even for inputs with 50 per-
cent duty cycle, since there is a phase shift introduced by the phase detector circuit itself. (About 4° at
500 MHz for a tristate phase detector with a 10 GHz process). This phase shift is frequency, temperature
and supply dependent and can degrade the circuit performance above a few hundred MHz. The phase

detector bias current, gz, can be derived from a band-gap reference circuit to reduce that dependence.

The bandwith of the phase detector must be large enough to pass the beat frequency signals as high
as £ 5 percent of the center frequency, f,, and must lie well above the loop bandwith so that no undesir-
able phase shift is introduced. For small-signal PLL inputs, the tristate behaves like a sinusoidal phase
detector. The circuit can be considered as a cascode connected amplifier for every half cycle of the VCO

waveform. Therefore, the small-signal bandwith of the tristate phase detector can be estimated as:

1

S s = TRy +7, X Co + etr )+ Re (Co #C. 7€) ]

4.2.15)

where C,, represents the loading from the emitter follower stage, [34, ch. 7]. This approximation yields
a bandwith about 1.0 GHz for Iz = 2 mA, R = 50 ohms, R = 200 ohms, and with double-base, 2 by 10
micron-square emitter-area transistors. Computer simulations show a small-signal bandwith of 1.3 GHz.
These estimates become conservative when the tristate input swings are comparable to or larger than V.
Then, one might use the large-signal time constants which are smaller than the ones used in equation
(4.2.15) above, [17]. However, for large signals the phase detector characteristics are not exactly
sinusoidal (triangular at low frequencies, more and more sinusoidal at higher frequencies) as shown in
Figure 4.4. Hence, the phase detector gain (ideally the slope around 90° phase) and the peak value of the
characteristics (ideally for 0° or 180° phase) may have different bandwith. Since we are interested in the
bandwith of the phase detector gain, unless the sinusoidal approximation holds (i.e. the operating fre-
quency is high enough), one has to depend on the computer simulations. For + 200 mV VCO swing,

SPICE gives a tristate bandwith of 2, 5, and 8 GHz for input amplitudes of * 20, + 100, and + 200 mV,
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Figure 4.4 - Tristate phase detector characteristics at 500 MHz.

respectively, as shown in Figure 4.5. Therefore, the phase detector bandwith is very large and the VCO
is the limiting factor in the operating frequency range. It can easily be shown that this conclusion is also

valid for a double-balanced modulator,

In light of the comparisons made in this section, a single-balanced modulator is chosen over a
double-balanced modulator as an analog phase detector in implementing the PLL. The complete circuit
including the input amplifier is shown in Figure 4.6. Using Iz = 2 mA and R, = 250 ohms, the max-
imum phase detector gain is designed to be 160 mV/radian. The emitter follower transistors have an area
5 times larger than that of the switching devices to minimize the offset. The width of the resistors is 20
microns for good matching. For 1 mV Vpz mismatch and 1 percent resistor mismatch, Vg is 2.25 mV
from equation (4.2.3). When there are no input transitions, V¢ reduces to 1 mV. Then, the static phase
arror for equally likely data is 1.17 degrees from equation (4.2.6). The total offset that has to be over-

come during capture is 4.125 mV from equation (4.2.11) assuming D;y = 0.50 and Dy = 0.49.
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Figure 4.5 - Tristate phase detector gain vs. frequency.

The design of the input amplifier is very similar to the clock amplifier. The only difference is that
the 250 ohm load resistors has been replaced by 400 ohm resistors to increase the gain. It has a small-
signal gain of 12 and a bandwith of 650 MHz. When considered with large inputs, it behaves like an
ECL-NOR gate with complementary outputs to provide sufficient balanced drive to the phase detector.
The maximum logic swing is 800 mV. The reference voltage is derived from the bandgap reference and
it is equal to V¢ - Vpg. The input amplifier helps to improve the phase detector gain for low level sig-

nals.

4.3. Digital Phase Detectors

There are two types of digital phase detectors which are commonly used; sawtooth [58], [62] and
adaptive, [58]-159], [61]. There exist several versions of each type, some of them being commercially
available. Each version might have a different linear range. However, the underlying principle of opera-

tion does not differ in the sense that they are always sequential type circuits having memory. It is
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Figure 4.6 - Input amplifier and tristate phase detector.

intuitively simple to use this memory approach to understand the frequency detection property since any
change in the phase difference has to be remembered for frequency detection. Therefore, they are capa-
ble of frequency detection in addition to phase detection regardless of their linear range. It may be worth
to mention that the opposite is not necessarily true, that is, a sequential type frequency detector may not

have the phase detection property. An example of this is given in Appendix B.

The sawtooth characteristics can be obtained with an R-S flip-flop or a D-type master-slave flip-
flop. In the simplest case of R-S flip-flops, the output is set by the data transitions and reset by the VCO
transitions. However, unless the data pulses are ideal impulses this phase detector has a large acquisition
offset, [60]. Furthermore, when data transitions are missing, the output remains reset forcing the VCO
away from the center frequency. To solve this problem, a set-toggle flip-flop can be used, [62]. In this
case, the VCO transitions toggle the output wien the data transitions are missing hence reducing the
offset ideally to zero. A better alternative is to use an edge-triggered flip-flop eliminating the need for

very narrow data pulses, [60]. The frequency detection property and the limitations of this phase detector
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has been analyzed by R. C. Halgren et al. It is shown in [60] that the frequency discriminator gain of this
circuit for random data is 1/9 of the gain for square-wave data. It is also shown that the frequency detec-
tor gain can be zero for some well-known coding schemes. Furthermore, to reduce the large acquisition
offset coming from the set-up times and propagation delays, additional circuitry and variable R-C sec-
tions are required. Even with propagation delays around 1 nS, the frequency of operation is limited to

frequencies below 100 MHz.

The second important class of digital phase detectors is the adaptive phase detectors. They also are
implemented in different versions, {58]-[59], [61]. The digital phase-frequency detector (DPFD) is the
most well-known adaptive phase detector. It is analyzed in detail in Appendix A. Two circuit implemen-
tations are shown in Figures A.1 and A2, Although a DPFD cannot tolerate missing transitions, a PLL
with a DPFD is sometimes useful to reduce the jitter following a passive narrowband filter or when a
separate pilot tone is transmitted for clock recovery. The average differential output available from the
DPFD is a measure of the phase difference between the positive-going edges of the two inputs. There-

fore, input duty cycles do not have any effect on the output.

At high frequencies, the self-terminating reset pulse at the control gate output limits the frequency
performance of the circuit. A detailed analysis has been made to understand the frequency detection pro-
perty of the circuit and the effect of the reset pulse width. It is shown in Appendix A that the average dif-

ferential output normalized by the logic swing is given By:

F—=-B+05 _
Vave B+ 10 a 43.01)

where B is the normalized frequency difference with respect to the lower input frequency and o is the
reset pulse width normalized by the inverse of that frequency. In order to have the correct polarity to
help the frequency acquisition, V,yz must be greater than zero as the frequency difference goes to zero.
For example, a 4 nS reset pulse width limits the useful frequency range to less than 125 MHz.

SPICE simulations have extensively been used to verify equation (4.3.1). A junction-isolated 4

GHz process gives a maximum frequency of operation of 115 MHz for the D-type master-slave version
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and 175 MHz for the R-S latch version. An oxide-isolated 12 GHz process yields a maximum frequency
of 600 MHz for the D-type master-slave version and 770 MHz for the R-S latch version. The power dis-
sipation is around 475 mW with a single 5 V supply. For the 4-GHz process, the reset pulse width is
around 4 to 4.5 nS with the D-type master-slave flip-flops. This gives an estimated maximum frequency

of 110 to 125 MHz agreeing with the simulation results,

Some high-frequency measurements have also been performed to verify the results of Appendix A.
A commercially available R-S latch version of the circuit (MC12040) has been used in the measurements.
The circuit is from the MECL family and fabricated with a 1 nS gate-delay bipolar process. It dissipates
520 mW. The reset pulse width measured from the phase characteristics was 5 nS. This puts the upper
limit on the frequency of operation as 100 MHz which is close to the typical operating frequency given in
the data sheet (70 MHz).

Due to the limitations of sawtooth and adaptive phase detectors as frequency discriminators, a digi-
tal rotational-frequency detector (DRFD) which can work with random data has been designed. The
design philosophy is based on the rotational-frequency detector concept, [5 l}. The operation of the cir-
cuit is explained in detail in Appendix B. The‘ DRFD employs six D-type flip-flops and two combina-
torial gates as shown in Figure B.2. Since the circuit does not require any additional filtering (unlike the
analog frequency detectors), it. can easily be implemen@ with monolithic integration. The high-
frequency performance of the circuit is limited by the set-up times and propagation delays of the flip-
flops and by the logic swing. The logic swing cannot be made too small since the DRFD output is pro-
portional to it. SPICE simulations show that the DRFD provides a correction voltage with the right polar-
ity up to 2.5 GHz for frequency offsets greater than 25 percent with a 12 GHz process. This frequency
limit reduces to 500 MHz for frequency differences larger than 5 percent and to 100 MHz for frequency

offsets greater than 1 percent. The logic swing is 400 mV and the power dissipation is 400 mW.

As a conclusion, analog phase detectors are superior to digital phase detectors since they have
better frequency performance with less power dissipation and smaller chip area. However, digital phase

detectors provide larger pull-in range and shorter pull-in times.
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4.4. Non-Phase Sensitive Effects

An ideal phase detector output is sensitive only to the input phase difference. In practice, however,
several other sources my cause the phase detector output to change. Some of these sources will be

reviewed in this section.

4.4.1. Temperature and Supply Dependence

The phase detector gain and the DC-offset are both functions of temperature and supply. However,
the static phase error can be made independent of supply and temperature using a bandgap reference.
Using equation (4.2.6), one can show that if the bias current, /g, is derived from a PTAT voltage, the
effects of temperature and supply variations on ©, are eliminated to a first order approximation. As men-
tioned in Section 4.2, the stable operating point, ®,, is also temperature and supply dependent. Deriving
Ige from a bandgap reference will reduce that dependence to less than + 2 degrees over 0 to 70 °C at 500
MHz.

4.4.2. Ripple and VCO Feedthrough

For a periodic input, the ripple at the output is at twice the input frequency for a double-balanced
modulator and at the input frequency for a single-balanced modulator. The rippl_e is reduced by a factor
of 10 or more by the loop filter. A ripple filter will further reduce the ripple if injection into the VCO is a
problem. The average output resulting from the feedthrough of an asymmetric VCO waveform is quite

negligible (a few microvolts) when a tristate phase detector is used.

4.4.3. Input Level Dependence

Examination of Figure 4.5 reveals that the input signal amplitude to a tristate phase detector must
be more than 100 mV, or 4 Vr, for full switching of the lower differential pair. In this case, the phase
detector characteristics can be assumed to be triangular and equation (4.2.1) can be used for the phase

detector gain. An input amplifier with a gain of 10 or more reduces this requirement down to 10 mV or
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less. The tristate phase detector gain for small signals can be found by following a similar analysis as in

[34, ch. 10]. The final result is:

Relgg Vi
PD = T 2 VT

@4.1)

where V, is the input signal amplitude to the lower differential pair of the tristate phase detector. This
equation is valid for V;, less than 2 V.. This region corresponds to an almost sinusoidal characteristics.

Re Igg

For V,, between 2 V and 4 V7, the phase detector gain saturates toward , and the phase detector

characteristics start changing from sinusoidal to triangular.

Similar results hold for the double balanced modulator after replacing equation (4.2.1) by (4.2.2).
An advantage of the tristate phase detector over the double-balanced modulator for low input levels is
that the mismatches in the lower differential pair appear as a common-mode signal without affecting the

output offset of the phase detector.

4.4.4. Data Pattern Dependence and Noise

As was discussed in Section 4.2, the phase detector gain should be modified accordingly to account
for the random nature of data when it is no longer used with maximum transition density inputs. These
variations in the number of transitions result in both amplitude and phase modulation of the input to the
phase detector. Actually, this dependence on the input data pattern is a major source of phase jitter at the
VCO output. The nonlinear processing stage preceding the PLL also plays an important role in determin-
ing the amount of input jitter. Another advantage of the tristate phase detector is that it provides half-
wave rectification on RZ signals with no DC-component thus creating a strong component at the clock

frequency, [6].

As a result of the random nature of data, the ripple waveform at the output of the phase detector
also resembles to a random signal as was shown in Figure 4.3. Although it is the cyclo-stationary pro-
perty of such signals that provides the timing information, it will be assumed that the signal is wide-sense

stationary to simplify the following analysis. Under this assumption and following a similar approach
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used by W. R. Bennett in his classical paper, [43], the continuous power spectral density function, S,(w®),

of the ripple waveform of a tristate phase detector in perfect lock (no phase error) can be written as:
1
S(@)=7p 1-p) IF@ (442)
c

where T, is the clock period, p is the probability of a transition, and F (o) is the Fourier Transform of a

single phase detector output pulse. F (®) can be shown to be:

T, ol, | |oT,
F(0)=2j R¢ Igg vy sinc ol el 4.43)

Substituting (4.4.3) into (4.4.2):

S,(@=p A-p) Re >2£sinc2[“’r°]sm2[°”‘] @4.4)
r C {EE 4 ) 8 4.

Sincg: the bandwith of the PLL circuit is much smaller than the bit rate of the input data, equation (4.4.4)

can be approximated as:

3

T;
S{(@)=p (1-p) Re Ige)’ 256 ? @4.3)

This continuous spectrum behaves like thermal noise introducing jitter into the VCO. In order to find the

jitter caused by the random phase detector output, S, can be referred to the PLL input as:

3

T,
L b (1-p) Re I == @.4.6)

Si=2"3 256

Then, the VCO jitter can be estimated by integrating equation (4.4.6) over the noise bandwith, By, of the

PLL:
el= 1-p)(Rc 1 . To B 44
O_KPDZP( p(CEE) 256 3 ("7)
From equation (2.3.5):
7,8, =% 1 @438

4 Opy



62

Therefore, equation (4.4.7) becomes:

a2 _ 1 _ 2 1'53 1
Ol=5 7P =P Relusf 3517 = @49

Assuming that p = 0.5 and substituting the gain for a tristate phase detector:

83 © 1
° 196608 Q3

(44.10)

Therefore, if Qpy; is 100 then the mms jitter is 0.0023 degrees or 6 ppm per cycle.

It may be interesting to compare the jitter caused by the continuous spectrum of the random ripple
to that caused by the equivalent output noise spectrum of the phase detector circuit. The thermal noise in
the resistors and the shot noise in the devices contribute to the output noise spectrum. The equivalent
output noise resistance, R,, of the tristate phase detector can be estimated to be 30 KQ by modeling the
circuit as a cascode amplifier and then applying the techniques of [34, ch. 11]. Hence, the VCO jitter can

be approximated as:

-1

= 4kT R, B, @4.4.11)
PD

where 4kT = 1.66 x 107 V-C, Kpp = 05 V/radian, R, = 30 KQ, and B, = E-—fi—
r 4 Qpyr

Assuming Qp;; = 100, one has:
O2=m35¢107% f, 4.4.12)
At 100 MHz, the rms jitter is 0.0071 degrees or 20 ppm per cycle.

The conclusion is that the jitter caused by the tristate phase detector ripple waveform can be

neglected when compared to the other components of PLL output jitter.



CHAPTER 5

MEASURED RESULTS AND DISCUSSION

5.1. Introduction

The block diagram of the test circuit is shown in Figure 5.1.

INPUT PHASE ——>| LOOP |—>- LOOP
IN—AMPLIFIER | AMPLIFIER
DETECTOR FILTER —)
—— I_ . __I /
BANDGAP
«— —> \'s
REFERENCE CON
! |
VOLTAGE
CLOCK
CLOCK < AMPLIFIE CONTROLLED

\ OSCILLATOR

Figure 5.1 - Block diagram of the monolithic PLL.

Main building blocks of the PLL circuit are a single-balanced modulator employed as an analog phase
detector, a varactor-tuned VCO with a two-stage loop amplifier and a bandgap reference. The test circuit
was fabricated in a 2-micron oxide-isolated bipolar technology at Signetics Inc., Sunnyvale, CA. The
cut-off frequency of the NPN transistors is between 9 to 12 GHz and collector to emitter breakdown vol-

tage is 6 volts. The all-ion-implanted process uses a 1-micron epi layer, local oxidation for isolation, two
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levels of metal, and washed-emitter technology. The minimum emitter size is 2 microns.

The complete schematic of the PLL circuit is shown in Figure 5.2.

INPUT AMPLIFIER PHASE DETECTOR CLOCK AMPLIFIER

g
L

LR d I

REFERENCE I LOOP AMPLIFIER VC

J—""K | l_:::{
H ‘ J\? —r

1T |

Figure 5.2 - Complete PLL schematic.

The loop filter, the inductor of the VCO tank circuit and the bypass capacitors (not shown) are external to
the circuit. The test circuit has 32 pads to measure the performance of each block. The bandgap refer-
ence can be disconnected if an external bias is preferred for measurement purposes. Each major block
has its own supply and ground pads for easy measurement. All the bypass capacitors at critical points are

ceramic chip capacitors within a range of 1 to 100 nF. Although the complete circuit can be housed in a
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14-pin small-outline (SO) pagkage with low parasitic values, the test chip was housed in a 40-pin dual-
in-line (DIL) package due to' the large number of test pads. This degraded the high-frequency perfor-
mance of the circ-uit considerably as it will be discussed in the next sections. The integrated circuit was
mounted on an one-sided printed circuit board with a 40-pin socket for easy testing of different samples.
Two sets of five samples were provided for measurements, each set having a different bonding scheme.
A separate set of three samples packaged in TO-39 metal cans were used for the varactor diode measure-

ments. .

5.2, Varactor Measurements

The varactor capacitance as a function of the reverse bias was measured using the HP 4271A, 1

MHz Digital LCR Meter. The average capacitance of the three SP-EPI samples is plotted in Figure 5.3.

+ Measured
04 r —m=0.2, V}ij=04V
02
0.0 1 1 1 1 1
0 1 2 3 4 5>
REVERSE BIAS (V)

Figure 5.3 - Normalized varactor capacitance vs. reverse bias.
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The absolute tolerance of the measured samples is better than 3 percent. As it can be seen from this
figure, m = 0.2 and V}; = 0.4 volts provide a good fit for the measured results. The reason that the grad-
ing coefficient is so small is due to the fact that the heavily doped buried layer extends into the thin epi
layer making the variation in the depletion-layer width smaller than expected, [78). Similar measure-
ments with DP-EPI junctions show that the advantage of using SP-EPI junctions is marginal. For a
reverse bias between 1 and 3 volts, the measured variation in capacitance is +12 and -6.5 percent with a
zero-bias value of 8.2 pF. Larger zero-bias values were used in the PLL test circuit to reduce the effect

of any fixed capacitance on the tuning range.

The temperature measurements were done using the Delta Design Temperature Test Chamber

Model 6545-L. Figure 5.4 shows the varactor capacitance as a function of temperature.

CGy(pF)
A
10
VR= ov [
| 1200 ppm/° C
75
VR= 2V 550 ppm/° C -
5 L 1 ) 1 Iy
30 40 50 60 70 80
TEMPERATURE (°C)
Figure 5.4 - Varactor capacitance vs. temperature.
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The measured TC of the varactor is 1200 and 550 ppm/°C for a reverse bias of 0 and 2 volts, respec-

tively. To compare these results with the assumptions made in Chapter 3, equation (3.5.13) for the capa-

Ke® "
Cv= h] (5.2.1)

If one assumes that m is constant with temperature, then the TC of the varactor can be written as:

citance will be repeated here:

acy (a0 a<vu+v35] 522

Cyor ™ Q59T (Vyi +Vp)aT

where Qs = K e5” Substituting the measured values into (5.2.2) and solving for the temperature

coefficients, the following results are obtained:

Vo _ 1.6 mV/°C
ar ~HemVF;
a0s

QsaT-ZOOOpmeC

These values are quite different from the estimated values of -2.9 mV/°C and 400 ppm/°C obtained with
SPICE in Chapter 3. To double check the results obtained from Figure 5.4, the variation in reverse bias
that keeps the capacitance constant with respect to temperature was also measured. The results are
shown in Figure 5.5 for a reverse bias of 2 volts at room temperature. The measurements show that the
reverse bias should have a TC of + 5 mV/°C for the varactor capacitance to stay constant with tempera-

ture. Substituting this value into equation (5.2.2) and using the measured value of the varactor TC at zero

bias, one can obtain:
Woi _ 1.9 mV/,C
5T =L mV/°
9Qs
09T = 1300 ppm/°C

These results are still not consistent with SPICE. It might be plausible to conclude that the parameters m,

K, and o in equation (5.2.1) are also functions of bias and temperature, especially for complicated struc-
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Figure 5.5 - Variation in reverse bias to keep varactor capacitance constant.

tures which cannot be modeled by an abrupt or a linearly-graded junction. Therefore, a design iteration

may be necessary when an accurate varactor model is not available.

In principle, the high-frequency quality factor of passive components can be measured using the
HP 8753A Network Analyzer and the HP 85046A S-Parameter Test Set with the HP 11602B Transistor
Fixture. When measuring the quality factor of the varactor diodes, two major sources of error must be

considered:
1. Calibration errors,
2. Package inductance.

The calibration errors increase with frequency due to the imperfect 50-ohm load termination above
a few hundred MHz. The bonding wire and package lead inductances appear in series with the varctor

diode and degrade the quality factor by increasing the series losses at high frequencies. All these make
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an accurate measurement difficult especially for high-Q components. As a result, it was found that the

measured varactor losses were very sensitive to the calibration errors.

The measurements were done on 8.2 pF and 13.2 pF varactors housed in TO-39 metal can and 40-
pin DIL packages, respectively. From the self-resonance frequency of each device, the total inductance
in series with the 8.2 pF varactor was measured as 6 nH. Similarly, the total series inductance was meas-
ured to be 20 nH for the 13.2 pF varactors. As an example, the quality factor of the package lead induc-

tance for a TO-39 package is plotted in Figure 5.6. .

> QO

12

FREQUENCY (MHz)

Figure 5.6 - TO-39 package lead inductance Q.

At 250 MHz, the series resistance is 1 ohm for an inductance of 6 nH. Therefore, the series resistance of
the 20 nH DIL-package inductance can be estimated as 3.3 ohms assuming that the bonding wire and the
package lead inductance have the same quality factor. (For comparison, é 30 nH air-core inductor with 2

turns has a series resistance of 3.4 ohms at 250 MHz). For a measured series-resonance loss of 4.3 ohms,



70

the 13.2 pF varactor has an estimated series resistance of 1 ohm. This corresponds to a Qy of 48 at 250

MHz. The quality factor increases with reverse bias.

As a conclusion, the varactors have reasonably high quality factors but the 40-pin DIL package

causes significant Q loss at high frequencies.

5.3. Open Loop PLL Measurements

Open loop measurements include the measurement of the gain constant of each PLL block, the
offset voltage measurements, and the frequency measurements for different supply and temperature con-
ditions.

The low-frequency phase detector gain was measured to be 140 mV/radian. This is close to the
design value of 160 mV/radian. The measured output offset voltage was 1 mV when both outputs were
high. The major contributor to this offset is believed to be the emitter resistance mismatch of the output
devices used as emitter followers. A mismatch of 0.3 ohms at 3.3 mA bias current could produce this

offset. The input amplifier preceding the phase detector has a measured gain of 13 at low frequencies.

The loop amplifier gain was measured as 50 with an input offset voltage of 0.25 mV. The first
stage gain was measured to be 16.7. This value is large enough to reduce the input referred offset coming
from the level shifting diodes to 0.2 mV. The nominal value of the output is 2.9 V with a dynamic range

of 2.3 volts.

The band-gap reference measurements were done by connecting the loop amplifier current sources
as load. The nominal value of the band-gap output was 1.27 V. This is 20 mV larger than 1.25 V
obtained from the SPICE simulations. The measured TC of the bandgap reference is +200 ppm/°C from
20 to 100 °C. This value is also larger than expected. There may be several sources of error which
explain these deviations. First of all, due to an error in the resistor design equations, the SP-resistor ratio
in the bandgap core is about 10 percent larger than desired. Another contribution might come from the
absolute tolerance (+ 8 mV) and the matching of the base-emitter voltages of the NPN and PNP transis-

tors. TC of the SP-resistor ratio and that of the current in the core transistors may also contribute to a
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large TC at the bandgap output. However, since the control voltage mostly depends on the PTAT voltage

derived from the bandgap reference, this TC is not very critical.

Figure 5.7 shows the base-emitter voltage of a minimum size NPN transistor and the loop amplifier

control voltage as a function of temperature.,

Ycon W) VpE(Y)
A A

29 ¢ o VBE at 1 mA for x1 area 1 0.9
) + VCON

28

-1.333mV/°C

27 L {0.8

2.6 '

I 3.6 mV/°C

2.5 . \ . 0.7
20 40 60 80 100

TEMPERATURE (°C)

Figure 5.7 - Control voltage and base-emitter voltage vs. temperature.

The NPN transistor has a measured saturation current of 6x107'® A and a base-emitter voltage TC of
-1.333 mV/°C at 1.07 mA. However, the NPN transistors in the loop amplifier have an area ten times
larger than that of a minimum size transistor. Also, the output emitter follower and the second.stage

aT

current source run at a current level five times higher than 1.07 mA. Since is proportional to
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V.
-%—, the measured value above should be modified as:

Ve _ VrIn0.5
oT T

-1333==-14mV/°C

This is close to -1.5 mV/°C obtained from the. SPICE simulations. The control voltage has a measured
TC of -3.6 mV/°C. In other words, the reverse bias across the varactor diode will have a TC of +3.6
mV/°C. This is 28 percent less than the desired value obtained from Figure 5.5. Therefore, the varactor

still has a positive TC which is not compensated.

Figure 5.8 shows the temperature stability of the VCO center frequency with the compensation cir-

cuitry.
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Figure 5.8 - VCO temperature stability at 193 MHz.
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The Tektronix Oscilloscope 7904 (500 MHz) with the 7D15 Counter (225 MHz) was used for the fre-
quency measurements. The TC of the VCO was measured to be around -100 ppm/°C at 193 MHz and
over 20 to 100 °C. The reverse bias across the varactor was approximately 2 V. As the center frequency
was increased to 250 MHz and beyond, the oscillations stopped at temperatures higher than 70 °C due to
the increased losses in the VCO tank circuit. The actual TC without any fixed parasitic capacitance in the
tank circuit would be around -150 ppm/°C. This is mainly coming from the uncompensated TC of the

varactor and the TC of the inductances in the circuit.

Figure 5.9 shows the voltage coefficient (VC) of the VCO center frequency at 235 MHz.

4 PERCENT
VARIATION

0.1

475 5.00
SUPPLY VOLTAGE (V)

Figure 5.9 - VCO center frequency vs. supply at 235 MHz.

The supply variation was + 5 percent at 5 V. The measured values for all samples were better than 0.3
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percent/V up to 250 MHz. It was observed that the oscillations stopped for supply voltages below 39 V.,

This is because some of the transistors in the bandgap reference saturate for lower supply voltages.

The tuning range of the VCO is a function of the fixed capacitance introduced by the package and
the printed circuit board including the socket. Figure 5.10 shows the tuning range at 188 MHz for a total

fixed capacitance of 6 pF.

PERCENT
VARIiATION

3..

3|
-6 , | . , >
1.75 3.00 4.25

CONTROL VOLTAGE (V)

Figure 5.10 - VCO tuning range at 188 MHz.

The ideal case with no parasitics is also plotted for comparison. The fixed capacitance reduces the tuning
range to less than +2 and -4 percent. The average VCO gain estimated from these values is around
0.030, rad/(volt-sec). Similar results were obtained from the measurements at 216 and 235 MHz.

Therefore, the DC loop gain of the PLL can be estimated as:
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(0.14 V/r)x(50)x (0.03w, r/V-s5)=0.2w, rad/sec.

Two different bonding schemes were used to check the effect of the package inductance on the
VCO frequency. The varactor diode was bonded to the corner pins in one of them and to the center pins

in the other. Figure 5.11 shows the VCO waveforms obtained in each case.

g

g
W
i

A

Figure 5.11 - VCO waveforms at (a) 250 MHz (b) 325 MHz.
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When the center pins were used, the VCO center frequency increased from 250 MHz to 325 MHz for the
same external inductance. The maximum oscillation frequency was measured to be 350 MHz when a
silver wire of 5 nH with a Q of 10 was employed as the external inductor. The oscillation frequency is
essentially determined by the package inductance at these frequencies. For a total capacitance of 15 pF,

the inductance contributed by the package is about 9 nH.

The duty cycle of the VCO was measured at 73.5 MHz with a 1 KQ external load on the tank cir-
cuit. The external load was necessary to limit the oscillation amplitude. The square-wave output of the

VCO had a voltage swing of 400 mV. The measured value for the VCO duty cycle was 48 percent.

54. Closed Loop PLL Measurements

The following resistor and capacitor values were used in the loop filter: R, = 3 KQ, R, =300 Q,
and C = 10 uF. These values give a filter pole at 4.8 Hz and a zero at 53 Hz. Therefore the high fre-

quency attenuation is 1/11. A 10 nF chip capacitor was used for filtering the ripple.

The Fluke 6071A Synthesized RF Signal Generator (200 KHz - 1040 MHz) was used as the input
signal source. An Anzac H-8 Hybrid Junction was used to split the power into the PLL and the oscillo-
scope. The signal was AC-coupled into the PLL circuit. The PLL input and the output waveforms were
observed on the oscilloscope. The pull-in range was measured varying the input signal frequency for dif-
ferent input levels, ﬁe frequency was read from the Fluke 6071A. Figure 5.12 shows the PLL
waveforms at 350 MHz. The VCO output amplimde: was 125 mV across 50 ohm. (> + 125 mV into the
phase detector). The normalized pull-in range is plotted as a function of the input signal level in Figure
5.13. The center frequency was 350 MHz. The pull-in range increases with the input power as expected.
It is more than 2 percent (+ 1%) for input levels greater than -23 dBm. In order to check the possibility
of injection locking, the measurements were repeated by disabling the phase detector current source. No

injection locking was observed up to an input level of -10 dBm.

The phase error was measured as + 0.1 nS at 350 MHz. The total pull-in range was 13 MHz at an

input level of -20 dBm. This corresponds to a phase error of + 0.22 radian (+ 12.6 °) for a pull-in range
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Figure 5.12 - PLL waveforms at 350 MHz (upper trace: VCO, lower trace: input).

of £1.9 percent. Therefore, the DC loop gain can be estimated as:

0.01%w,

0o - 0.09w, rad/sec.

This is about half of what was estimated from the open loop measurements. The resolution of the oscillo-
scope screen is 0.1 nS introducing error into the measurements. Therefore, an average value of 0.150,
can be assumed for the DC loop gain. The SPICE simulations with a first-order loop gave a phase error
of £ 7 ° for a frequency variation of + 1 percent. Therefore, there is a good correlation between the
measurement and the simulation results. The simulation of the second-order loop was not attémpted due
to the enormous CPU time required. Only light ripple filtering was employed in the first-order loop simu-

lations.

5.5. Discussion

Table 5.1 shows a summary of the performance characteristics of the monolithic PLL.
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Figure 5.13 - Pull-in range at 350 MHz.

-20

>

Supply Voltage ' SV
Power Consumption 270 mW
Maximum Frequency 350 MHz

Pull-in Range (at 23 dBm) 2 % at 350 MHz
DC Loop Gain > 0.09w, rad/sec
TC of Center Frequency -100 ppm/°C

VC of Center Frequency 0.25 %/V

Total Offset 1.25 mV

Table 5.1 - Measured PLL characteristics.
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A single 5-volt supply was used and the total power dissipation was 270 mW. The power con-
sumption can be reduced by lowering the bias current levels for the buffer stages. This will also improve

the emitter follower matching for differential outputs.

The measured maximum frequency of operation was 350 MHz. The circuit is expected to achieve
better high-frequency performance with fewer pads and an optimum package. A strip-line package and
the use of a two-sided printed circuit board with a ground plane would further enhance the frequency per-

formance above 300 MHz.

The worst case VCO center-frequency variation is on the order of +1 percent over 20 to 100 °C, for
+1.25 mV total offset and +5 percent supply voltage variation. Therefore, the measured pull-in range is
adequate for input signal levels larger than -23 dBm. As was discussed in Chapter 2, the noise bandwith

can be estimated as:

F (e

BL =0.25 KDC F(O)

=0.25 (0.09,) Tll' = 0.0020, Hz.

Therefore, Qp;; can be found as:
kg f o
QPIL = 4 BL =61

Increasing the filter attenuation by a factor of 3 results in Qp,; = 183.

The die photo of the test chip is shown in Figure 5.14. The active area is 0.5 mm 2. The minimum
pad size (110x110 u?) and the number of pads (32) determine the total chip area. The varactor diode is
located on the upper right comer of the chip. It occupies an area of 250x340 p2 with the metal lines. The
substrate contacts are placed close to the critical devices in the high-frequency path such as the varactor
diode. A buried-P layer would help the shielding of the varactor diode by reducing the coupling through
the substrate at higher frequencies. Connecting the n-side of the varactor to a separate supply would also
help in several ways. Fir;t of all, the reverse bias across the varactor could easily be varied for different
tuning range requirements. Secondly, the effect of the substrate junction would substantially be reduced.

This can also be achieved by using multiple bonding wires for the varactor pins.



80

Figure 5.14 - Die photo of the test chip.




CHAPTER 6

CONCLUSIONS

In this thesis, the research carried out. for realizing monolithic phase-locked loops (PLLs) above
100 MHz in silicon bipolar technology has been described. The frequency limitations of main PLL build-
ing blocks have been investigated with a special interest in timing recovery applications. An on-chip
high-Q varactor diode design improves the VCO performance considerably. Although the Colpitts oscil-
lator can operate up to several GHz with a 10-GHz bipolar process, the ECP oscillator functions better
below 500 MHz providing larger negative conductance. Analog phase detectors have been shown to per-
form better at these frequencies; however, they lack the frequency detection capability of digital phase
detectors. A digital frequency detector which provides a pull-in range larger than + 25 percent has also
been designed. It can be used with a monolithic PLL if the extra cost of increased power consumption

and area is justified.

A 2-micron oxide-isolated bipolar process is used to fabricate the PLL test chip. A varactor-tuned
ECP-VCO and a single-balanced modulator have been employed as building blocks. The temperature and
supply variations of the varactor has been compensated by a band-gap reference. The agreement
between the measurement and simulation results is good. The total DC-offset is less than 1.5 mV. The
VCO has a voltage coefficient of 0.3 percent/volt and a TC of -100 ppm/°C over 20 to 100°C up to 250
MHz. The high-frequency PLL performance has strongly been affected by the package. The maximum
frequency of the PLL is 350 MHz even when housed in a 40-pin DIL package. The pull-in range was
larger than the worst case VCO center-frequency variation of +1 percent, thus allowing a small noise
bandwith (Q > 100). The operation fréquency of the monolithic PLL can be extended up to 500 MHz
with a high-frequency package. The circuit dissipates low power (270 mW from a 5 V supply) and occu-
pies a small area (0.5 mm?). Therefore, it can be integrated into a larger subsystem. It is concluded that

the analog circuit techniques combined with a mature silicon bipolar technology will continue playing an
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important role in high-frequency applications such as the narrowband PLLs.

The future research topics include the feasibility of on-chip inductors to reduce the number of
external high-frequency pins and the use of other technologies like heterojunction bipolar, GaAs MES-
FET and NMOS. The lack of a band-gap reference in GaAs might require a crystal-controlled low-
frequency channel with dividers in the main VCO channel. A high-frequency charge pump circuit would

be very beneficial making an on-chip loop filter feasible.



APPENDIX A

ANALYSIS OF A DIGITAL PHASE-FREQUENCY DETECTOR

A.l Introduction

Digital Phase-Frequency Detectors (DPFDs) are commonly used to improve the pull-in (frequency
acquisition) range and the pull-in time of PLL circuits. Although widely used, the frequency discrimina-
tor characteristics of the DPFDs are little known. In the following sections, the phase and frequency
detector characteristics of a typical DPFD will be analyzed in detail. Also, the non-ideal behavior of the
digital circuitry due to gate delays will be shown to alter the DPFD’s frequency and phase discriminator

characteristics significantly, thus limiting its maximum frequency of operation.

A.2 Low-Frequency Analysis

The DPFD circuit to be analyzed is a well-known circuit which can be implemented using either
D-type master-slave flip-flops or R-S latches as shown in Figures A.1 and A.2, respectively. The outputs
U and D will respond only to the positive-going edges of the inputs, R and V. Therefore, input duty
cycles do not have any effect on the outputs. When the two input frequencies are equal, one of the out- |
puts has a duty cycle which is a function of the difference between the input transition times while the
other output remains inactivated or low. Which output is active depends on the initial conditions. Hence,
the time average of the differential output (U — D ),y is a function of the input phase difference. Figure
A.3 shows the input and output waveforms and Figure A.4 shows the phase detector characteristics for

low frequencies at which the gate delays are neglected.

Now, let us assume that the two input frequencies, f and fy, are not equal. Then, one can define:

o= (A1)
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HIGH D Q U

RESET ————«(::]?:

HIGH D Q D

Figure A.1 - DPFD with D-type flip-flops.

and

p=t==-1 42

If f is greater than fy, then a is between 0 and 1 and P is always positive. In this case, the output U is
set high by R and set low (or reset) by V. The output D ideally stays low. Furthermore, there is either a
single or no V-transition between the two successive transitions of R. Figure A.5 shows the input and
output waveforms for this case. Let us assume that R has two successive transitions at time t and t + Ty.

Then, one can define the following probabilities:

P (0) = Probability of no V—transition in [t,t +Tgl=1-a A3
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R L R L
R—1 S
S L — R L—U
RESET
S L — R L—D
V—58§
R L R L
Figure A.2 - DPFD with R-S latches.

and
P (1) = Probability of a single V—transition in [t,t + Tzl =q. (Ad)

Now, if there is no V-transition in [t, t + T;], the output U is set to high at time t but never reset in that
time interval. Therefore, (U — D),y normalized with respect to the logic swing is equal to 1. If there is
a single V-transition in [t, t + T], the output U is set to high at time t and set to low Qhen the V-
transition appears. Assuming that the probability density function of a single V-transition within that
interval is uniformly distributed, (U ~ D),y normalized with respect to the logic swing is equal to 0.5.

Therefore, one has:
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Figure A.3 - DPFD waveforms for equal input frequencies.
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Figure A.4 - DPFD as a phase detector at low frequencies.




88
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1 ] 1 ! | Ly
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- -0.5
———————————— - -1.0
Figure A.6 - DPFD as a frequency detector at low frequencies.

A.3 High-Frequency Analysis

Let us refer to Figure A.1 and assume that both outputs are low initially. A transition at the R input
sets the output U high. A following transition at the V input will set the output D high, creating a reset
pulse at the output of the NOR-gate. This reset pulse will reset both of the outputs. When both outputs
are returned to low, the reset pulse will be terminated by the NOR-gate so that the circuit is ready for the
‘next input transition. The reset pulse has a finite width, AR as shown by the dashed lines in Figures A.3
and A.5, as a result of gate delays in the circuit. Therefore, a time interval AR is required for the circuit
to return to its initial conditions before the next set of input transitions appear at R or V. This puts some
limitations on the operation frequency of the circuit. Similarly, it is possible to show that the R-S latch

version of the circuit also suffers from the same limitations at high frequencies.

First, the phase comparator characteristics will be examined where T = Ty = Ty,. For phase differ-

ences between T - AR and T, the wrong output is activated reversing the polarity of (U —=D)ye. This
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Figure A.5 - DPFD waveforms for unequal input frequencies.

(U -D)yg=P0)x1+P(1)x05=1-05c (AS5)

from equations (A.3) and (A.4). Using equation (A.2) to replace o by B:

Ty . B+05
U -D)e= B+1.0 (A.6)

Due to the symmetry of the circuits with respect to R and V, a similar analysis for fy > f5 yields:

T-D)=_Y+05
@ -Diwe=-173 (AT)

fv—1rr

fr

DPFD. As it can be seen from Figure A.6, the DPFD circuits considered above have unlimited frequency

. wherey= . Figure A.6 shows the low-frequency frequency discriminator characteristics of the

acquisition capability at low frequencies. However, in a real PLL circuit, the VCO and the other loop

components will put limits on the pull-in range.
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Substituting equations (A.3) and (A4) into (A.8):

T -D)yg=1-05 a——?,—f— (A9)
Using equation (A.2) to replace o by B:

T-D)e=B8+05 AR

U =D = B+10 T, (A.10)

Due to the symmetry of the circuits with respect to R and V, a similar analysis for fy > f yields:

U-D)m=_Y*t05 AR
(U -D) e Y+ 10 + T, (A.11)
where y= fL;f—R. Figure A.8 shows the high-frequency frequency discriminator characteristics of the
R
DPFD.
U-D)svg
A
1.0 -
0.5 F--=----=---~-
<! ] ] l ] Ly
v 4 2 2 4 B
———————————— - -0.5
[ -1-0
Figure A.8 - DPFD as a frequency detector at high frequencies.
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narrows the linear range of the phase detector as shown in Figure A.7.

U-D),vg
1.0+

: 0.5
|
.72(/: -360/

AR=0.5T =180

|
. I
1
360/: 720, PHASE
/ (deg)
[

<
N

Figure A.7 - DPFD as a phase detector at high frequencies.

If AR is equal to 0.5 T, a sawtooth characteristics is obtained. Further reducing the period T will have

detrimental effects on the frequency comparator characteristics of the circuits as it will be discussed next.

Let us again assume that f is greater than £, and look at the time interval [t, t + T;] between the

two successive R-transitions. Now, the first R-transition at time t may or may not set the output U high

depending on the ratio }ﬁ Actually, the probability that the R-transition at time t does not set the out-
v

put U high is exactly equal to this ratio. This follows from the fact that the first R-transition does not set

the output U high if it is within the time interval [+, f, + AR] where #, is the time at which the last V-

transition appeared. Therefore, the probability that the first R-transition sets the output U highis1 - }ﬁ
v

Then, (U — D),y normalized with respect to the logic swing can be written as follows:

@'—D)sz=

PO)x1x [1-£]-P(0)x 0x 2R L P1)x05x% [1-£]—P(1)x 05x 2R (A8
T, T, T, T,



APPENDIX B

A DIGITAL ROTATIONAL-FREQUENCY DETECTOR DESIGN

B.1 Introduction

A digital rotational-frequency detector (DRFD) circuit is designed to improve the frequency
acquisition capability of a PLL. In timing recovery applications, conventional phase-frequency detectors
fail to function properly since some of the input transitions are missing. Although the new circuit does

not have the phase detection property, it works reliably with random data inputs.

B.2 Circuit Design

The design philosophy is based on the rotational-frequency detector concept, [S1]. The VCO-

period is divided into four quadrants labeled A, B, C and D as in Figure B.1.

| I
B C:D‘A:B C
] |

< T >

Figure B.1 - VCO waveform.

The circuit checks whether two successive data transitions are in two successive VCO-cycles or not, and

also gives an output if one of the following conditions is met:

If a data transition in B is followed by a data transition in C (1.5 f paTA > fvco > fpara) then the

output N which forces the VCO-frequency to decrease is active, if a data transition in C is followed by a
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As it is seen from Figure A8, (U — D),yg is reduced considerably as the frequency increases. If AR is
equal to 0.5 T, (U —D),ye passes through the origin, thus providing very little output for small fre-
quency differences. If AR is greater than 0.5 T, (U — D),y will have the wrong polarity pushing the

VCO frequency away from the input. As a result, this would lead to pull-out instead of pull-in.

These equations have been checked with SPICE simulations using a junction-isolated 4-GHz pro-
cess and an oxide-isolated 12-GHz process and also with the measurements done on an off-the-shelf
DPFD. The 4 GHz process gives a maximum frequency of operation of 115 MHz for the D-type master-
slave version and 175 MHz for the R-S latch version. The 12 GHz process yields a maximum frequency
of 600 MHz for the D-type master-slave version and 770 MHz for the R-S latch version. The power dis-
sipation is around 475 mW with a single 5 V supply. For the 4-GHz process, AR is around 4 to 4.5 nS
with the D-type master-slave flip-flops. This gives an estimated maximum frequency of 110 to 125 MHz
agreeing with the simulation results. Similar estimations can be made for the other circuit and process
variations. They all agree closely with the SPICE simulations. The measurements were done on a com-
mercially available R-S latch version of the circuit (MC12040) which is fabricated with a 1 nS gate-delay
bipolar process and consumes a power of 520 mW. AR measured from the phase characteristics was 5
nS. This puts the upper limit on the frequency of operation as 100 MHz which is close to the typical

operating frequency given in the data sheet (70 MHz).
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f VCO1 t t

t vcoz -4 t
B | VCO1&VCO2 | B B
C | vCcol&vcoz | C C

Figure B.3 - Obtaining waveforms B and C.

found as:

15T, - T,
Pr[N] =I’r[Bk, Ck+l] =T— (B.l)

for 1.5Ty > Tp > 1257y, and

_ TD - Tv
PriN]1=Pr(B;,Crul= A B.2)

for1.25Ty >Tp > Ty.

Note that there is also a probability that C, follows B, in the same VCO-cycle and causes the out-

put N to be active for Tp < 0.5 Ty. From Figure B.5(b) this probability can be found as:

05Ty -T,
Pr[N]=Pr[B,, C;] =———~—-2 B.3)
Tp
for 0.5 Ty > Tp > 0.25 Ty, and
PriN1=PriB,,C]=1 (B4)

for 0.25 TV > TD >0.
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data transition in B (fpsra > fvco > 0.5 fpara) then the output P which forces the VCO-frequency to

increase is active. The frequency detector outputs are zero for all other cases.

The complete circuit which works accordingly is shown in Figure B.2.

P
_I?L‘_‘D R Q D Q D Q
1 3 5
DATA —|C VCO—|C vVCO—C
N
—[EL_D R Q D Q D Q_

DATA —|C vVCOoO—{C VCO—C

Figure B.2 - Rotational-frequenéy detector.

The inputs B and C can be obtained from VCO and its 90 degrees shifted version as in Figure B.3. This
can be easily achieved with an L-C oscillator since current through the inductor lags the output voltaée
by 90 degrees.

Operation of the circuit with random data is shown by an example in Figure B.4, where Tyco =0.8
Tpara- The reset feedback from Q3-Q4 to Q1-Q2 maintains the proper operation of the circuit. If these
reset inputs to Q.l-QZ are omitted, an erroneous pulse (at the output P in this case) also occurs at the

DRFD output. This is shown by the dashed lines in Figure B.4.

B.3 DRFD Characteristics for Square Wave Inputs

Assume that 1.5 Ty > Tp > Ty. In this case, the output N is active, and from Figure B.5(a), the

probability that a data transition in quadrant B, is followed by a data transition in quadrant Cp4 Can be



“— Ty——>

F I | A
Dy TAke1 1 Bkel |Cketl 1Pket
I . i

Tp
(a) Jt *

(b)

k | Cxk

- — — —

S Tp
(c) *

Figure B.5 - Diagram to find Pr(P) and Pr(N) for square-wave inputs.

available is given by:

assuming equal output pulse widths on P and N.

In the circuit designed, output pulse widths are equal to Ty, therefore:

(P —N)syg =Pr[P]-PrN]. (B.8)
This equation is plotted in Figure B.6. Note that the DRFD output is useful only for 0.5>8 > - 0.5,

where

_Jfo-fv
5=t ®.9)
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Figure B.4 - DRFD waveforms with random data.

Finally, the output P will be active for Ty, > Tp > 0.5 Ty, and from Figure B.5(c), we have:

I, -Tp
Pr(P])=Pr[C;,B;4] =T (B.5)
for Ty > Tp >0.75 Ty, and
Tp—05T
Pr(P] =Pr[ck,8k+ﬂ=”TD" (B.6)

for0.75Ty >Tp > 0.5 Ty.

Now, the average value of the frequency detector output normalized by the maximum pulse height
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Figure B.7 - Diagram to find Pr(N) with random data.

PriN1=0.125 %5- (®.10)
for 0.375 > &6 > 0.25,

Pr(N]=0.125 11'_255 ®.11)
for 0.5 > 8 > 0.375, and using Figure B.6:

Prip1=025 2322 ®.12)

for 0.5 > 8 > 0.25.

Figure B.6 is modified accordingly as shown in Figure B.8 for 0.5 > 8§ > - 0.5. Note that the DRFD

output is useful only for 0.375> 8> - 0.5.

B.S Properties of the DRFD

The frequency detector characteristics are derived for square wave and random data inputs in sec-
tions B.3 and B.4, and plotted in Figures B.6 and B.8, respertively. It is clear from these characteristics
that the designed circuit provides a correction voltage to the PLL for a + 50 % offset in the VCO free-

running frequency, for square wave inputs. For equally likely independent data, the VCO free-running
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Figure B.6 - DRFD characteristics for square-wave inputs.

B.4 DRFD Characteristics for Random Data

For random data inputs, (P — N),yg of Figure B.6 must be multiplied by the probability of two

data transitions in a row (0.25 for equally likely independent data).

However, this is true only for T, > 0.75 Ty, (8 < 0.25), because if T), < 0.75 Ty, then either the P

or N output can be active depending on the data sequence. Therefore, Figure B.6 must be further
modified for 8 > 0.25.

Since the DRFD output is not useful for § > 0.5, we only need to examine the region where 3 is
between 0.25 and 0.5. In other words, we have to check the region in which 0.75 Ty, > Tp>05Ty. In
that region, only the 101 data sequence will erroneously make the wrong output (N in this case) active as

shown in Figure B.7. Therefore, the following probabilities can easily be calculated for equally likely
data:
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Figure B.8 - DRFD characteristics for random data.

frequency must be between 0.625 fpary and 1.5 fpaz4 to get an useful DRFD output.

A PLL aided by this circuit can tolerate variations up to + 50 % and - 37.5 % in its free-running
frequency, when it is used with equally likely random data inputs.

By a proper design of the phase detector, the data transitions can be kept in the vicinity of the D-
to-A boundary in the VCO-cycle, when the PLL is in lock. Therefore, even an input phase jitter as large
as £ 90 degrees will not produce any frequency comparator output. This is certainly a widé margin
against input jitter.

The high-frequency performance of the circuit will be limited by the VCO transition times and
flip-flop delays. The logic swing cannot be made too small since the DRFD output is proportional to it.

Since the circuit does not require any additional filtering (unlike the analog frequency compara-

tors), it can easily be implemented in monolithic integrated form.
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