Copyright © 1988, by the author(s).
All rights reserved.

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation

on the first page. To copy otherwise, to republish, to post on servers or to redistribute to
lists, requires prior specific permission.



HIGH-RESOLUTION PIPELINED
ANALOG-TO-DIGITAL CONVERSION

by

Sehat Sutarja

Memorandum No. UCB/ERL M88/27

2 May 1988



HIGH-RESOLUTION PIPELINED
ANALOG-TO-DIGITAL CONVERSION

by

Sehat Sutarja

Memorandum No. UCB/ERL M88/27

2 May 1988

ELECTRONICS RESEARCH LABORATORY

College of Engineering
University of California, Berkeley
94720



HIGH-RESOLUTION PIPELINED
ANALOG-TO-DIGITAL CONVERSION

Ph.D. Sehat Sutarja Department of EECS

y
Chairman of Committee

/

//

ABSTRACT

This research addresses techniques for implementing area efficient medium- to high-speed and
high-resolution CMOS analog-to-digital (A/D) converters for use in the receivers for digital
telecommunication systems and for general purpose data acquisition applications. Although
pipelined A/D conversion techniques'; show promise for minimizing the area utilization, the
linearity and resolution of a straight-forward implementation of such converters, however, are
usually limited to approximately 10 bits because of various component matching errors found in
a typical monolithic implementation.

In this dissertation, simple analog and digital correction techniques for reducing the effects
of most of the matching errors will be studied. These techniques can replace costly trimming and
complicated self-calibrating techniques for many applications that require high resolution and
medium linearity. To verify the effectiveness of these techniques, an experimental prototype
pipelined A/D converter that was optimized for minimum area and power dissipation for applica-
tions that only require mgdium sampling rate ("200 ksamples/s) but high resolution (13 bits) has
been designed and fabricated using a standard 3-um double-poly single-metal CMOS processing

technology.
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CHAPTER 1

INTRODUCTION

Digital-signal-processing (DSP) techniques have been proven more suitable than their analog
counterparts in many complex signal-processing applications such as high-speed modems,!
speech and image recognition systems, and high-performance color TV applications. 234 With
the advancements of CMOS processing technologies and DSP techniques, an increasing number
of other applications currently implemented in traditional analog signal-processing techniques
can be implemented in digital techniques to improve the overall system performance and to
reduce the overall manufacturing and maintenance cost. Such systems receive analog input sig-
nals and thus require analog-to-digital (A/D) converters if digital techniques are to be used for

their signal processing.

Depending on the exact application, an A/D converter that has a resolution and/or an accu-
racy of between 8 and 16 bits and a conversion rate in the range from several samples/second
(s/s) to several hundreds of Ms/s might be needed. Most research and development on monolithic
A/D conversion techniques in recent years, however, has been concentrated in two areas. The first
is in high-resolution/accuracy A/D conversion techniques with sampling rates in the audio range
for applications such as telephony and instrumentation. The second is in very high-speed but
low-resolution A/D conversion techniques for applications such as video A/D interfaces and radar
applications. The combination of high resolution (ie. >> 8 bits) and sampling rates far above the
audio range has not received wide attention until recently. However, applications such as
Integrated Service Digital Network (ISDN)’ receivers, high-definition TVs, and satellite infra-red

(IR) imagers require this type of performance. The research to be described here is aimed at a
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conversion technique that is particularly suitable for implementing high-resolution and high-

speed pipelined A/D converters.

The pipelined A/D converter architecture has historically been used in medium- to high-
resolution, high-speed board-level A/D converters. In the past, however, such an architecture was
not popular for monolithic CMOS implementations because of the opamp speed limitation. With
the present wide availability of fine-line CMOS processing technologies, such an architecture is
now attractive for high-speed A/D converter implementations. However, as in the case of the
board-level implementations, the linearity and resolution of the monolithic implementations can
potentially be limited to around 10 bits unless trimming or (self-) calibrating techniques® are also

used.

The objectives of this thesis are to determine the basic limitations to the linearity and reso-
lution of pipelined A/D converters and to investigate new circuit techniques that can be used to
increase the maximum achievable resolution to levels beyond those previously achievable. bne
such technique is segmentation similar to that used in an inherently monotonic charge-
redistribution A/D conversion’ and in a segmented current D/A conversion 82 architecture.
Using such a technique, the resolution (differential linearity) of a pipelined A/D converter can be
made insensitive to component matching errors and finite opamp open-loop gain. However, since
linearity correction techniques such as trimming and self-calibrating techniques are not used, the
maximum achievable linearity of the pipelined A/D converter that will be described in this thesis
is still limited by the component matching accuracies. So the other objective of this thesis is to
investigate the maximum achievable linearity based on componént matching alone. Layout tech-

niques that can improve the linearity will be studied.

This thesis is organized as follows. Chapter 2 is a review of various A/D conversion archi-
tectures that are commonly implemented in CMOS processing technology. Chapter 3 covers the

practical sources of linearity errors in a pipelined A/D converter and solutions to them. An impor-
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tant topic that will be covered in this chapter is a technique that can be used to make the resolu-
tion of a pipelined A/D converter insensitive to component matching errors and finite opamp
open-loop gain. Chapter 4 covers the high-level design considerations for optimum speed and
area utilization. Chapter 5 covers circuit design considerations for a medium-speed but high-
resolution prototype pipelined A/D converter that was optimized for minimum overall area. The
experimental test setup and test results will then be described in chapter 6. Finaﬁy, the conclu-

sions are given in chapter 7.



CHAPTER 2

OVERVIEW OF A/D CONVERSION ARCHITECTURES

Most of the currently used A/D conversion architectures can be categorized into three basic archi-
tectures: serial, successive-approximation, and parallel. The fundamental difference between
these architectures is in the way analog comparisons are performed to obtain the digital represen-
tation of the analog input signal. These comparisons can be done by comparing all of the possible
representations of the digital output codes one at a time, by successively comparing some of the
representations of the digital output codes, or by simultaneously comparing all of the possible
representations of the digital output codes; hence, the terms serial, successive-approximation, and

parallel came from.

Other A/D conversion architectures, with the exception of the noise-shaping oversampling
A/D conversion architectures, are extensions of these three basic architectures. For example, a
subranging/multi-step architecture is actually a successive-approximation architecture in disguise,
and so is a pipelined architecture. Neither architecture is usually referred to as the successive-
approximation architecture because the term successive-approximation architecture is almost
exclusively used to refer to a class of A/D converters that use the so-called binary search algo-
rithms in the analog comparison steps. In a subranging/multi-step and pipelined architecture, all
three basic architectures can in fact be combined to obtain a ceftain tradeoff between conversion

speed, chip area, resolution, linearity, and many other design requirements.

In this chapter, the various architectures mentioned above will be briefly reviewed.
Emphasis will be given on the number of clock cycles needed to complete each A/D conversion,

and on the chip-area utilization as a function of the resolution for each architecture.
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2.1. SERIAL ARCHITECTURE

In an A/D converter using the serial technique,!? the A/D conversion process is done by possibly
comparing all of the representations of the digital output codes to the analog input signal sequen-
tially in time. There are several ways these representations can be generated. The simplest way is
to generate a ramp signal by integrating a fixed current onto an integrator. The output voltage of
the integrator is then compared to the analog input signal at some predetermined time intervals.
The digital output code representation of the analog input signal can then be obtained easily by
counting the number of time intervals (clock cycles) required for the ramp signal to equal the ana-
log input signal from its zero state. Because most serial converters use the integrating technique,

the serial architecture is usually referred to as the integrating architecture.

The most important advantage of the integrating converter is that an inherently monotonic
A/D conversion can be obtained because an inherently monotonic ramp signal can be readily gen-
erated without the need of any component matching requirement. In fact, even high
accuracy/linearity can be obtained by using a slightly modified version of the integrating architec-
ture, the so-called dual-slope integrating A/D conversion architecture. A conceptual block
diagram of a dual-slope integrating A/D conventer is shown in Eigum 2.1.1. Because of the sim-
plicity of the required circuit regardless of the number of bits that must be resolved, only a small
amount of silicon area is needed to build such a converter. Unfortunately, the required number of
clock cycles increases exponentially with the number of bits that must be resolved. The conver-
sion speed of the integrating A/D converter is thus usually too slow for most applications other

than slow instrumentation applications.

2.2. SUCCESSIVE-APPROXIMATION ARCHITECTURE

A conceptual circuit diagram of an A/D converter using the successive-approximation technique
is shown in Figure 2.2.1. In such a converter, the A/D conversion is done by successively com-

paring the analog input signal to the representation of the approximated digital output code (the
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Figure 2.1.1 Conceptual Block Diagram of an Integrating A/D Converter.

output of the D/A converter) in a manner similar to a binary-search algorithm. As such, the
number of comparison steps increases only linearly with the number of bits that must be resolved.

In many implementations, only n clock cycles are needed for each n-bit conversion.
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vin \

S-A
REGISTER

n-bits

Figure 2.2.1 Conceptual Block Diagram of a Successive-Approximation A/D Converter.

Because there are many ways to implement the D/A converter function to produce the

representation of the approximated digital output code, there are many variations of the
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successive-approximation architecture. In this section, however, only two of them will be

covered.

2.2.1. Charge-Redistribution Architecture

The charge-redistribution technique 1! is probably the most widely used successive-
approximation technique for implementing high-resolution A/D converter functions in CMOS
processes with high quality capacitors. A conceptual block diagram of an A/D converter using
such a technique is shown in Figure 2.2.1.1. In a charge-redistribution A/D converter, the D/A
converter function is usually implemented using an n-bit binary capacitor array that can be
reconfigured as a voltage divider to obtain binary fractions of the reference voltage for comparis-

ons to the analog input signal.

COMPARATOR

—

Figure 2.2.1.1 Block Diagram of a Charge-Redistribution A/D Converter.

A straight implementation of a high-resolution charge-redistribution A/D converter, how-
ever, requires a large amount of silicon area because the number of the required capacitors
increases exponentially with the number of bits that must be resolved. Furthermore, because of
mismatch in the capacitor array, the maximum achievable resolution is usually limited to 10 bits.
One solution to these limitations is to employ the so-called inherently monotonic D/A converter

structure which can be implemented using a resistive-main-DAC/capacitive-sub-DAC structure,’
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as illustrated in Figure 2.2.1.2.

Figure 2.2.1.2 Block Diagram 6f the CR A/D Converter Using R-main-DAC/C-sub-DAC Structure

2.2.2, Algorithmic/Cyclic Architecture

An important successive-approximation technique for CMOS A/D converter implementation is
the algorithmic 12 (cyclic) technique. A conceptual block diagram of the algorithmic A/D con-
verter is shown in Figure 2.2.2.1. With the exception of the integrating A/D converter, the algo-
rithmic A/D converter uses the smallest amount of silicon area compared to any other high-
resolution converter implementation because it can be implemented using only two or three
opamps and a comparator regardless of the number of bits that must be resolved. However,
because the clock cycle time for each bit decision is determined by settling time of the opamp,
the conversion speed of the algorithmic A/D converter is slower than that of the charge-

redistribution A/D converter.
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Figure 2.2.2.1 Block Diagram of an Algorithmic A/D Converter.

Furthermore, because errors that are accumulated during the A/D conversion process, the
required component matching accuracy of the algorithmic A/D converter is, for the same resolu-
tion, usually twice that of the charge redistribution A/D converter. Solutions to this limitation are
(self-) calibration which can significantly increase the manufacturing cost, and ratio-independent

13 and reference-refreshing 14 correction which can significantly reduce the conversion speed.

2.3. PARALLEL ARCHITECTURE

In an A/D converter using the parallel technique, the analog input signal is simultaneousiy com-
pared to all of the n-bit digital code representations. An extremely fast conversion speed can be
obtained because each A/D conversion can be carried out in one clock cycle. A flash A/D con-
verter is one such converter. It is usually implemented using a bank of comparators and latches,

and a resistor string, as illustrated in Figure 2.3.1.

Unfortunately, because the number of comparators and latches increases exponentially with
the number of bits that must be resolved, flash A/D converters are at present only practical for
applications that do not require more than 8 bits of resolution (eg. digital TV and other imaging

applications).
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Figure 2.3.1 Conceptual Block Diagram of a Flash A/D Converter.

2.4. SUBRANGING/MULTI-STEP ARCHITECTURE

As mentioned earlier, a subranging A/D converter 13 is in principle a successive-approximation
A/D converter. The difference is that more than 1 bit is resolved at a time to reduce the number of
clock cycles needed for each A/D conversion. A conceptual block diagram of a typical subrang-
ing A/D converter is shown in Figure 2.4.1. Typically, flash A/D converters are used to imple-
ment the low-resolution stages of the subranging converter. As such, the subranging architecture

is also usually referred to as the multi-step flash architecture.

The main advantage of the subranging architecture is that the area of a subranging A/D con-
verter can be made relatively small because low-resolution flash A/D converters can be used in

each stage.
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Figure 2.4.1 Conceptual Block Diagram of a subranging A/D Converter.

2.5. PIPELINED ARCHITECTURE

A pipelined A/D converter 16 is an extension of the subranging A/D converter. A generalized
block diagram of a pipelined A/D converter is shown in Figure 2.5.1. It consists of at least two
stages that are made from a sample-and-hold (S/H) circuit, a low-resolution A/D and D/A con-

verter, a subtraction circuit, and an interstage amplifier.

The pipelined A/D converter draws its primary advantage from the fact that at any given
time, the 1¥ stage operates on the most current analog input sample, while the 274 stage operates
on the amplified residue of the previous input sample, and so on. The inherent concurrency of
operations thus results in an A/D converter with a conversion speed that is only limited by the
time it takes to process the analog information in one stage. Because the only major speed limit-
ing factors are the input-sampling and residue-amplification steps, only 2 clock cycles are needed

for each A/D conversion.

Another advantage of the pipelined A/D conversion architecture is that because each pipe-

lined stage can be made to have low-resolution without slowing down the conversion speed and
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Figure 2.5.1 Conceptual Block Diagram of a Pipelined A/D Converter.

because the number of stages increases only approximately linearly with the resolution, the area
utilization and power dissipation of a pipelined A/D converter can be made relatively small com-

pared to that of high-resolution A/D converter implementations using other architectures.

2.6. OVERSAMPLING ARCHITECTURES

The oversampling A/D conversion architectures, especially the Sigma-Delta Modulators 17-18.19
(¥-AM ), have gained wide acceptance recently because the linearity of the Z-AM can be made
independent of the component matching accuracy in a single-bit-oversampling implementation.
By using a technique referred to as noise shaping, a much lower oversampling ratio than that
required in a straight oversampling converter can be used to obtain an A/D converter with the
same effective resolution. By averaging the oversampled signal over many samples or more pre-
cisely by filtering the unwanted noise power spectrum, an accurate digital representation of the
analog input signal can then be obtained. Two types of Z-AM architectures will be discussed

here.
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2.6.1. 1¢ Order Z-AM

The simplest form of all Z-AMs is of the 1** order.!8 The block diagram of the 1 order
Z—~AM is shown in Figure 2.6.1.1. It can be shown that the noise power spectrum at the output of
a 1% -order Z-AM that uses a 1-bit quantizer is shaped in such a way that when the noise above
the frequency band of interest is filtered out, the achievable peak SNR depends only on the over-
sampling ratio, R, , by the relationship

SNRpeak =9 R,s dB (2.6.1.1)
Since the peak SNR is related to the resolution of an A/D converter by the following relationship:

SNRpear =6.02n +1.72dB, (2.6.1.2)
the number of clock cycles per conversion, N,, required by the 1 order =-AM can now be

computed from the above two equations:

n
Noy =28 =215, (2.6.1.3)
where n is the equivalent overall number of bits to be resolved. Note that N, is the number that

should be used for comparing the ultimate achievable conversion speed of the 1% order S-AM
architecture to that of the more traditional A/D conversion architectures when they are imple-

mented using comparable processing technologies.

+ LPF & DIGITAL
Vin __I_ DECI- H OUTPUT

MATOR
\ D/A

Figure 2.6.1.1 Conceptual Block Diagram of a 15 Order >—-AM .
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Because the SNR is improved by only 9dB or equivalently the resolution is improved by
1.5bits every time the oversampling rate is doubled, the 1% order Z-AM still requires too many
clock cycles per effective conversion, especially for high-resolution applications. For this reason,

it has not been widely used.

2.6.2. 27 QOrder >-AM

In order to reduce the amount of oversampling ratio required for the =-AM so that a higher-
resolution and higher-speed converter can be built, the in-band noise power of the oversampled
signal must be further reduced. One way to do this without using a multiple bit D/A converter
(which suffers from the mismatch problem as in the case of the more traditional A/D converters)
in the feedback loop, is to increase the order of the loop. However, the 2" order loop is the
highest loop order currently known to be unconditionally stable. A block diagram of a 2" order
Z-AM is shown in Figure 2.6.2.1. It can be shown that the noise power spectrum at the output of
the 2@ order Z-AM is shaped in such a way that when the noise power above the frequency band
of interest is filtered out, the effective peak SNR that can be obtained from such a converter is
given by:

SNRpear = (15 Ry —x) dB (2.6.2.1)
In the above equation, x is the degradation of the peak SNR caused by system overloading and
from the fact that the white noise model that is used to analyze the converter breaks down when
the input signal is close to the peak range. The degradation factor x depends on the pole locations

of the integrators, but is typically around 15.

Because the peak SNR is improved by 15dB or equivalently the effective resolution is
improved by 2.5 bits every time the oversampling rate is doubled, the 24 order Z-AM requires‘
much fewer clock clock cycles per effective conversion than that required by the 1% order T-AM
for the same resolution. The number of clock cycles needed for each effective A/D conversion

step, N¢2, can similarly be computed from equation 2.6.2.1 and 2.6.1.2 to yield:
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Figure 2.6.2.1 Conceptual Block Diagram of a 2@ Order Z-AM .
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where n is the equivalent overall number of bits to be resolved.

Although the number of clock cycles required by the 2*4 order -AM is significantly fewer
than that required by the 1* order -AM , it is still too many compared to other A/D conversion
architectures. For this reason, the 24 order Z-AM has been mostly used for slow- to medium-

speed and high-resolution applications.

2.7. SUMMARY

The number of clock cycles needed in each A/D conversion step for all the A/D conversion archi-
tectures described is summarized graphically in Figure 2.7.1. Although this speed comparison
does not include factors such as the minimum achievable cycle time for different architectures
and the dependency of the cycle time on the resolution, it illustrates that most A/D conversion
architectures require a large number of clock cycles for resolution above the 12-bit level. In par-
ticular, the most widely used architectures for high-resolution A/D implementations, the 24
order Z-AM and the successive-approximation A/D conversion architecture, require around 64

and 12 clock cycles per conversion, respectively, for 12-bit resolution.
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On the other extreme, the flash A/D conversion architecture is not suitable for high-
resolution applications because the required area increases exponentially with the resolution. This
leaves the pipelined A/D conversion architecture as the most suitable architecture for high-

resolution and medium- to high-speed applications.
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Figure 2.7.1 Architectural Speed Comparisons

The area comparison is not as straightforward as the speed comparison because, in most
cases, different components are required by different architectures. Because information on the
sizes of these components is not available, a similar plot for the area comparison is not given

here.
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CHAPTER 3

LINEARITY ERRORS AND SOLUTIONS

As in the case with most A/D converters, the pipelined A/D converter is susceptible to analog
component imperfections such as offsets, gain errors, and nonlinearities. Unless these imperfec-
tions are corrected, they can limit the maximum achievable linearity and resolution to about 8-10
bits. This chapter covers the error sources that can affect the DC linearity and resolution of a
conventional pipelined A/D converter implementation. The solutions to the problems will also be

covered.

3.1. SUB-DAC NONLINEARITY

To illustrate the effect of the sub-DAC nonlinearity on the overall transfer characteristic of a
pipelined A/D converter, a pipelined A/D converter that resolves two bits in each stage, such as
the one illustrated in Figure 3.1.1, is used as an example. The sub-DAC nonlinearity in the exam-
ple shown results from mismatch in the unit resistors of the sub-DACs. Only the sub-DAC non-
linearity of the 1% stage is considered initially to simplify the analysis. In this example, it is
further assumed (for illust:atioﬁ) that the nonlinearity is caused by the value of the first resistor,

R, in the resistor string being smaller than its nominal value.

The effect of the 1* stage sub-DAC nonlinearity can be studied by examining the plots of
the overall digital output codes and the intermediate node signals of the 1 stage vs. the original
analog input signal. Figure 3.1.2 illustrates the plot of the sub-DAC output signal vs. the original
analog input signal. Ideally, the staircase like plot should have uniform step sizes both in the hor-

izontal and vertical directions. However, because of the sub-DAC nonlinearity, the step sizes are
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Figure 3.1.1 An Example Pipelined A/D Converter.

no longer uniform. The effect is that the residue signal, which is obtained by subtracting the sub-
DAC output from the original analog input signal, no longer looks like an ideal sawtooth
waveform, as illustrated in Figure 3.1.3. As a result, the range of the amplified residue signal does
not fit the conversion range of the 274 stage, even if the interstage gain of the 1% stage is still

ideal.

When the amplified residue range is much smaller than the conversion range of the 274
stage, some of the codes near the full-scale conversion region of the 274 stage are never produced
(ie. missing codes). On the other hand, when the amplified residue range is much larger than the
conversion range of the 24 stage, the overall A/D converter transfer characteristic will contain

large horizontal jumps, as illustrated in Figure 3.1.4.
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Figure 3.1.3 Plot of the Residue Signal.

Large jumps and missing codes are not usually a problem for resolutions on the order of 8-
10 bits because the corresponding requirement on the sub-DAC linearity can be readily attained
by relying on the inherent matching properties of resistors 20 or MOS capacitors 21:22 in typical

CMOS processes. However, at a higher resolution level, especially in the range of 12 bits and
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Figure 3.1.4 Plot of the Overall A/D Converter Transfer Function.

above, it may be impossible to obtain the required sub-DAC linearity without using costly trim-

ming or self-calibrating techniques.

3.1.1. Effect of Sub-DAC Nonlinearity from the Later Stages

The sub-DAC nonlinearity from the later stages of a pipelined A/D converter can also introduce

nonlinearity to the overall A/D converter transfer function. However, if enough bits are resolved

in the 1% stage, the effects of errors including that from the sub-DAC nonlinearity of the later

stages will be negligible. This is because the errors of the later stages are scaled down by the gain

of the preceding interstage amplifiers when they are referred to the input. The input referred

errors can therefore be arbitrarily scaled down by increasing the interstage gain value.
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3.2. INTERSTAGE AMPLIFIER GAIN ERROR

The interstage amplifier is another possible source of error in a pipelined A/D converter. The
interstage amplifier is used to scale the range of the residue signal of one stage to equal the
conversion range of the subsequent stages. Typically in MOS implementations, an interstage
amplifier consists of an opamp, a sampling capacitor, and an integrating capacitor, as illustrated
in Figure 3.2.1. Errors in the interstage amplifier can therefore be caused by either a finite opamp

open-loop gain, an error in the sampling to integrating capacitor ratio, or an opamp offset voltage.

Figure 3.2.1 Typical Interstage Amplifier Implementation.

3.2.1. Effect of Finite Opamp Open-Loop Gain

Because of the finite opamp open-loop gain, the value of the interstage gain obtained from an

actual implementation, a, ‘ac,mj » is somewhat lower than the ideal value, 4, ;44 . In particular,

- Ao Cs
ao.aclual = C'.f +Cp +(A0+1)C‘ ’ (3.2.1.1)
and
@ jdeal = —gf— (32.12)

where C;, C;, and C, are the sampling, integrating, and summing-node parasitic capacitance
respectively, and A4, is the open-loop gain of the opamp. As can be seen from the nonideal gain

equation, the interstage gain error is increased by a lower opamp open-loop gain and a larger
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parasitic capacitance. Therefore, a minimum opamp open-loop gain requirement has to be esta-

blished to keep the error that is caused by the finite opamp open-loop gain small.

It can be shown that the opamp open-loop gain requirement of a particular stage does not
depend on the number of bits resolved in that stage, but only depends on the number of bits that
must be resolved from that stage on. Although the required interstage gain accuracy is lowered by
increasing the number of bits that are resolved in a stage, the increase in the interstage gain value
causes the product of the loop-gain of the interstage amplifier and the accuracy requirement to
stay approximately constant. Therefore, if the tolerable amount of error in a stage is limited to
0.25 LSB of the total resolution left to be resolved from that stage on, the minimum opamp

open-loop gain requirement is:

Apin =222 Gy, 2.1

k.min [ T (3.2.1.3)
where #, is the total number of bits that must be resolved from the £ stage on. For an example,
an opamp that has an open-loop gain of at least equal to 32k is required in the 1% stage of a 13 bit

pipelined A/D converter to achieve less than 0.25 LSB of error.

Although opamps that have such a high open-loop gain can be realized in a typical CMOS
process, the required high open-loop gain can only be achieved at the expense of slower settling
time. Typically if a higher gain is needed, longer-channel devices and/or lower-quiescent current

are needed, causing a significant reduction in the bandwidth of the opamp.

3.2.2. Effect of Capacitor Ratio Error

As can be seen from equation 3.2.1.2, the accuracy of the interstage gain is limited by the accu-
racy of the sampling to integrating capacitor ratio, especially that of the 1% stage. To reduce the
effect of the ratio accuracy error on the overall linearity to less than 0.25 LSB, the error in the

sampling to integrating capacitor ratio must be a factor of 4 smaller than 2—},;, where ny is the

number of bits left to be resolved from the k** stage on. Therefore, if a traditional pipelined A/D



Ch.3 Linearity Errors and Solutions 23

converter implementation is chosen, it is important to minimize the number of bits that must be
resolved in the later stages. However, as it will be shown in the next chapter, an optimum imple-
mentation of a pipelined A/D converter requires that the number of bits resolved in each stage to
be limited to no more than 3 to 4 bits typically. Therefore, a substantial n;1mber of bits are left to
be resolved after the first stage. For an example, if 4 bits are resolved in the 1% stage of a 13 bit
pipelined A/D converter, 9 more bits must be resolved in the following stages. Therefore, a gain
accuracy of around 11 bits is still needed to limit the error from the first interstage gain to 0.25

LSB. Unfortunately, such an accuracy requirement is hard to attain from component matching

alone.

3.2.3. Offset Voltage of the Interstage Amplifier

The offset voltage of the interstage amplifier can also cause nonlinearity in the overall converter
transfer function. The offset voltage shifts the residue signal, causing missing codes and large
horizontal jumps m the overall A/D converter transfer characteristic. With the use of a technique
that will be covered in detail in section 3.3, however, the opamp offset voltage can be made to
only affect the input referred offset. Further discussion on how this can be done will be covered
later in the section on Sample-and-Hold(S/H) error sources because offset in the residue signal

can be considered as offset in the S/H circuit.

3.3. SUB-ADC NONLINEARITY

The sub-ADC nonlinearity in general results from comparator offset voltages and hysteresis, and
errors in the comparison reference levels. Nonlinearity in the sub-ADC causes the sub-ADC to
make a wrong estimation of the analog input signal, especially when the input signal is close to a
comparison reference level. In a pipelined A/D converter, sub-ADC decision errors cause certain
portions of the residue signal to lie outside the normal residue conversion range, as illustrated in

Figure 3.3.1. For simplicity of the discussion, it is assumed that only the sub-ADC of the 1%
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stage is nonlinear. As can be seen from Figure 3.3.2, missing codes may result if no correction is

performed.
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Figure 3.3.1 Plot of Residue Signal in the Presence of Sub-ADC Nonlinearity.

3.4. SAMPLE/HOLD ERRORS

The sample-and-hold(S/H) circuit is another source of errors in a pipelined A/D converter. Errors
from the S/H circuit include offset, gain, and linearity error. Since errors from the S/H circuit of
the 1% stage are directly referred to the input, only the linearity error from the S/H of the 1% stage
is critical to the linearity of the overall pipelined A/D converter. If the linearity error is small,
however, it does not effect the overall converter resolution. Therefore, a good S/H circuit is only
needed for applications that require high linearity. Circuit design techniques for obtaining S/H

circuit that has high linearity, low offset, and small gain error will be covered in a later chapter.

Errors from the S/H circuits of the later stages, with the exception of a small and constant
offset voltage, can, however, cause linearity errors in the overall A/D converter transfer charac-
teristic because they distort the residue signal. Nevertheless, errors from the later stages are
scaled down by the subsequent interstage gain, and thus their effects can be made negligible by

resolving more bits in the 1% stage.
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Figure 3.3.2 The Corresponding Plot of the Overall ADC Transfer Function.

3.5. OTHER SOURCES OF ERRORS

Other sources of errors that have not been discussed so far are mostly related to dynamic and
speed related imperfections. These types of errors are mostly implementation dependent, so they
will be covered in the detail implementation. It is important to note, however, that only the 1
stage S/H circuit is subjected to large and fast variations in the input signal. Therefore, as long as
the rest of the pipelined converter can work at the required speed, the only factor that limits the

frequency response of a pipelined A/D converter is the S/H circuit of the 1% stage.

3.6. NEW SOLUTION TO THE D/A NONLINEARITY

If the main objective is to obtain high resolution (differential linearity) but not high (integral)

linearity, however, a solution without the use of trimming or calibration is possible. Previously,



26 Ch.3 Linearity Errors and Solutions

A/D and D/A converters with high resolution (differential linearity) but limited (integral) linear:
ity have been shown to be possible to obtain even in the presence of large component matching
errors by using the so-called segmentation techniques.”8:9 The realization of this technique in a
pipelined A/D converter is obtained by making the conversion range of any stage equal to the
amplified residue range of the stage in front of it, as opposed to making the amplified residue
range of a stage equal to the conversion range of the stage after it. The latter can only be obtained
using trimming or self-calibrating correction techniques. In the example used here, this means
that the conversion range of the second and subsequent stages must be made equal to the

amplified residue range of the 1% stage, since errors are assumed to come from the 1% stage only.

This approach, which is called the reference-feedforward-correction technique, is much
easier and cheaper to implement because it can be implemented by only modifying the reference
voltage of the second and subsequent stages to equal the amplified sub-DAC segment voltage that
corresponds to the current residue signal range. In the example used here, there are four possible
sub-DAC segment voltages that can be used for the new reference voltage of the 24 stage
because 2 bits are resolved in the 1 stage. However, only one of them is correct and a different
segment voltage might be needed for a different input signal. For example, when the analog input
signal is in the range of the 1% segment of the sub-DAC, the 1 segment voltage of the sub-DAC
is the only voltage that should be amplified and sent to the 27 stage as the new reference voltage.
In general, the i** sub-DAC segment voltage must be used whenever the original analog input

signal is in the range of the i* sub-DAC segment.

The correct selection of the sub-DAC segment voltage is possible because the same resistor
string is used in both the sub-ADC and the sub-DAC. As long as offset voltages of the compara-
tors used in the sub-ADC are canceled out, the resultant digital output codes of the sub-ADC can
be used to directly select the correct sub-DAC segment voltage. If, however, large comparator

offsets are still present, or if different resistor strings are used in the sub-DAC and sub-ADC, or if
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capacitors are used in the sub-DAC, the resultant digital output codes of the sub-ADC must first
be corrected before the sub-DAC segment selection is performed because the selection may be
incorrect when the input signal is close to the segment boundaries. The detail implementation of

this correction will be covered later.

The effect of the reference-feedforward correction on the linearity of the overall converter
in the presence of the sub-DAC nonlinearity is shown in Figure 3.6.1. Because the nonlinearity
of the sub-DAC is not actually corrected, the transfer function of the overall converter is at best
as linear as that of the sub-DAC used in the 1% stage. To achieve the highest possible linearity, it
is therefore necessary to use components that have the best matching properties, such as capaci-
tors instead of resistors because capacitors usually match better than that of resistors in standard
CMOS processes. Based on previous published reports on component matching, an overall
linearity of around 10 bits can be readily achieved using capacitors,22 as opposed to only around
8 bits using resistors.20 Layout techniques that can potentially improve the linearity will be dis-

cussed in a later chapter.

3.6.1. Speed Penalty

As the corrected reference voltage depends on the value of the analog input signal being con-
verted, the conversion speed of a pipelined A/D converter that uses the reference-feedforward
correction will be lower than that of the one that does not. In particular, because it takes two time
slots to sample and amplify a sub-DAC segment voltage during the reference-feedforward-
correction phase, the effective A/D conversion time is increased by that amount. If flash sub-
ADC:s are used, reference-feedforward correction will increase the conversion time by a factor of
two. The reason is that only two time slots are normally needed in the fastest pipelined A/D con-
verter implementation. However, if slower sub-ADCs are used, the increase in the conversion

time will be less.
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Figure 3.6.1 Plot of the Overall A/D Converter Transfer Function After Correction.

3.7. SOLUTION TO THE GAIN ERROR

Fortunately, the effect of the interstage gain error can be canceled out if the reference-
feedforward correction is used. If both the residue and reference signal are amplified through the
same interstage amplifier, the full scale amplified residue signal of a stage that uses the
reference-feedforward correction will always be equal to the full scale conversion range of the
next stage. In fact, the effect of any slow variation in the opamp open-loop gain, such as caused
by temperature drift, is automatically canceled out because the new reference voltage is always
obtained immediately after the residue signal. Therefore, opamps that are optimized for a high

frequency response can be used without sacrificing the overall A/D converter linearity.
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3.7.1. Effect of Offset of the Interstage Amplifier

The offset voltage of the interstage amplifier will cause nonlinearity in the overall converter
transfer function if the reference-feedforward correction is used. This is because an offset voltage
in the reference signal is effectively equivalent to a gain error, while an offset voltage in the resi-
due signal is not. The reference signal path will therefore have a different gain than that in the
residue signal path. Consequently, if the reference-feedforward correction is used, the offset vol-

tage of the interstage amplifier has to be canceled out.

3.8. SOLUTION TO THE A/D NONLINEARITY

The sub-ADC nonlinearity in the first few stages of a pipelined A/D converter is fortunately not
fundamental in the sense that it can be perfectly canceled out using simple circuit design tech-
niques. As long as the sub-DAC and the interstage gain are ideal, the only error that is introduced
to the residue signal is portions of the residue signal are shifted by an amount that is equal to an
integer multiple of the sub-DAC segment voltages. Therefore, if the conversion range of the sub-
sequent stages is expanded to cover the shifts in the residue signal, a correct conversion of the

residue signal can still be performed.

The extra bits that are obtained from the extended residue conversion range can then be
used to correct the resultant digital output code obtained from the earlier stage using a technique
that is usually referred to as the digital-error correction. 23-16,:24,25 The technique works as fol-
low. If the residue signal is detected to be in the overflow conversion range, the resultant digital
output code from the earlier stage is incremented because the residue signal can only be too big if
the sub-ADC believes that the analog input signal is lower than what it actually is. On the other
hand, if the residue signal is detected to be in the underflow conversion range, the resultant digital
output code of the earlier stage is decremented. The amount of this digital correction depends on

the size of the error the sub-ADC makes, or simply the nonlinearity of the sub-ADC.
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The degree of the sub-ADC nonlinearity in a typical implementation is fortunately much
smaller compared to the quantization error of the sub-ADC because of the small number of bits
that are typically resolved in each stage. Therefore, only small portions of the residue signal
around the sub-ADC decision levels are shifted. Furthermore, they are shifted by at most one
sub-DAC segment voltage as can be seen in Figure 3.8.1. Consequently, only a small portion of
the conversion range of the subsequent stages must be expanded, and the resultant digital output

code of the earlier stage must be incremented or decremented by only one count.
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Figure 3.8.1 Shifting in the Residue Signal because of Sub-ADC Nonlinearity.

Because it is more convenient to increase the residue conversion range by a multiple factor
of 2, and because both ends of the residue conversion range must be extended, effectively 2 extra
bits are needed to implement the digital-error correction normally. To keep the number of addi-
tional bits required to implement the digital-error correction to only one bit, it is necessary to
shift the residue signal down (by shifting the sub-DAC up) so that random shifting in the sub-
ADC can be contained by only doubling the residue conversion range. An alternative solution is
to intentionally introduce a known shift in the sub-ADC. Since the shifts in the sub-ADC are ran-
dom, the optimum amount of intentional shift in either the sub-DAC or sub-ADC should be set to

half of the segment size.
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3.8.1. Sub-DAC Shifting

Shifting the sub-DAC levels up by half of the segment size causes the normal residue conversion
range to be shifted down by an equal amount, as illustrated in Figure 3.8.1.1. A nonlinearity of
the sub-ADC up to +/- 0.5 LSB can therefore be tolerated because the residue signal will still be
in the conversion range of the 2™? stage if the conversion range of the 274 stage is doubled or if
the interstage gain is halfed, as illustrated in Figure 3.8.1.2. Digital-error correction is then per-
formed by incrementing and decrementing the previous digital output code by one count, as

explained earlier.
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Figure 3.8.1.1 Normal Residue Signal Range with Sub-DAC Shifting .

3.8.2. Sub-ADC Shifting

A slightly better way of implementing the digital-error correction is to shift the sub-ADC deci-
sion levels instead of the sub-DAC output levels. By shifting the sub-ADC up or down by half of
the segment size, decision errors are intentionally made during half of the residue range under the
ideal condition, as illustrated in Figure 3.8.2.1. Up to +/- 0.5 LSB of the sub-ADC nonlinearity
can be tolerated this way because the direction of the intentional error will not change, as can be

seen in Figure 3.8.2.2. Therefore, digital-error correction can still be performed.
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Figure 3.8.1.2 Residue Signal Range with Sub-DAC Shifting and Sub-ADC Nonlinearity.

4 RESIDUE
#1 LSB | oo e e

vl W

- e

Figure 3.8.2.1 Residue Signal Range with Negative Sub-ADC Shifting.

The disadvantage of shifting the sub-ADC levels is that under the ideal condition, the inter-
stage amplifier has to be able to swing to twice the full scale amplitude of that in the sub-DAC
shifting in the same amount of time. This can be solved easily, fortunately, by adding another
comparator in the sub-ADC. The major advantage of shifting the sub-ADC levels instead of the

sub-DAC levels is that only an incrementer or decrementer, instead of both, is needed.
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Figure 3.8.2.2 Residue Signal Range with Negative Sub-ADC Shifting and Nonlinerity.

3.8.3. Limitation of Digital-Error Correction

The reason that it is possible to increment or decrement the resultant digital output code to get the
correct code is that the residue signal is assumed to shift by. exactly one ideal step size of the
sub-DAC. If the sub-DAC is nonlinear (nonideal), however, digital-error correction will not
work. Trimming has been universally used to overcome this problem in most board-level high-

resolution pipelined A/D converter.

3.8.4. Reference-Feedforward and Digital-Error Correction

Digital-error correction can still be used even if the sub-DAC is nonlinear, if the reference-
feedforward correction discused earlier is also used. There is a complication, however, when both
techniques are used at the same time. This is because correct selection of the sub-DAC segment
voltages can only be performed if the sub-ADC tracks the sub-DAC perfectly. Since a shift in
either the sub-DAC or sub-ADC levels is necessary to implement the digital-error correction, the

resultant sub-ADC output code will sometimes point at a wrong sub-DAC segment voltage.

In order to make the reference-feedforward correction work properly, the digital output



34 Ch.3 Linearity Errors and Solutions

code of the sub-ADC must be corrected first before the sub-DAC segment selection is performed.
Unfortunately, digital-error correction cannot be performed unless the sub-DAC is ideal. To over-
come this problem, the resultant digital output code can be temporarily corrected by looking at
the sign of the residue signal. Small mistakes in this temporary correction step are acceptable
since they can only happen when the residue signal is closed to zero. The original digital output
code can then be properly corrected at the end of the pipelined stages, where errors are much less

important than that in the earlier stages.

3.8.5. Effect of Offset Voltage under Digital-Error Correction

The offset voltage of the S/H from the later stages can normally cause nonlinearity in the overall
converter transfer function, but if the digital-error correction is used, the offset voltage is scaled
down and referred to the input. The reason is that the S/H offset voltage of the 24 stage, for an
example, is actually equivalent to the offset voltages of the 1% stage sub-ADC and S/H, but
scaled down by the imerﬁage gain factor, as illustrated in Figure 3.8.5.1. The sub-ADC offset
voltage can then be corrected by the digital-error correction, while the S/H offset voltage is
directly referred to the input. For applications that require a very small input-referred offset vol-
tage, offset cancellation techniques such as the auto-zero offset cancellation 26 technique can also

be used.
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Figure 3.8.5.1 Equivalent Representations of Offset Voltage of the 274 Stage S/H.

3.9. SUMMARY

As can be seen from the preceding discussion, nonlinearity in the sub-DAC is the major limiting
factor in obtaining a high-resolution pipelined A/D converter. The solutions to this error are trim-
ming, self-calibrating, or reference-feedforward-correction techniques. There is another class of
solutions 13-14.27 that are not discussed in this dissertation. These solutions rely on using 1-bit

stages to ensure inherent linearity on the sub-DAC.
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CHAPTER 4

SPEED AND AREA OPTIMIZATION

In this chapter, high-level design considerations for maximizing the conversion speed of a pipe-
lined A/D converter will be discussed. An equally important topic that will be discussed later in
this chapter is the consideration for a minimum area utilization in applications that do not require
a very high conversion speed. In fact, the prototype pipelined A/D converter that will be
described in a later chapter is designed not for a maximum possible conversion speed but for a
minimum silicon area and power dissipation when implemented using an inexpensive 3-um

CMOS processing technology.

4.1. MAXIMUM CONVERSION SPEED

As mentioned in chapter 2, the conversion speed of a pipelined A/D converter is limited mostly
by the speed of the input sampling and the residue amplification steps. It is thus important to

minimize the time spent on these two steps in order to achieve a maximum conversion speed.

Consider a case in which the interstage amplifier is constructed from a single-stage opamp,
such as a folded-cascode opamp. A single-stage opamp is chosen in this discussion because it
usually can be made faster than a two-stage opamp. A typical set up of such an interstage
amplifier is shown in Figure 4.1.1. It can be shown that the bandwidth of the interstage amplifier,
w, is:

w=fp O, @.1.1)
where ®, is the unity-gain bandwidth of the opamp, and f, is the amount of feedback at the

unity-gain frequency (f is usually referred to as the feedback factor in feedback theory). The
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Figure 4.1.1 Typical Implementation of an Interstage Amplifier in CMOS Technology.

unity-gain bandwidth of a single-stage opamp is given by:

@, = %’:-, 4.12)
where g, is the input transconductance of the opamp, and C;, is the total output loading capaci-
tance. Assuming for simplicity that identical pipelined A/D converter stages are employed, the

total output loading capacitance can be calculated from Figure 4.1.2 to give:
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Figure 4.1.2 Parasitic Capacitances in Interstage Amplifier.
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(Cs +Cip) Ci

CL =Cop +CS + ?W‘;%“_ (4.1.3)

where C;, C;, Cjp, and C,, are the sampling, integrating, input parasitic, and output parasitic
capacitance respectively. Similarly the feedback factor, f,, can be calculated from Figure 4.1.2

to give

fo= m 414

= 1
where 2% is the interstage gain value. As can be seen from these equations, a significant loss of
bandwidth can result if too many bits are resolved in each stage because the feedback factor
decreases almost exponentially with the number of bits that are resolved in each stage. Therefore,
as few bits as possible should be resolved in each stage in order to achieve a maximum possible
conversion speed. In other words, only 1 bit (or 2 bits with digital-error correction) should be
resolved in each stage unless the reference voltages for the subsequent stages are scaled down so

that a smaller gain value can be used in the interstage amplifier to reduce the settling time.

In order to further maximize the bandwidth of the interstage amplifier, it is necessary to
maximize the unity-gain bandwidth of the opamp, ®,. This can be achieved by maximizing the
input transconductance and minimizing the output parasitic capacitance of the opamp. Unfor-
tunately, @, cannot be maximized independently of ) without affecting the latter. In an actual
implementation of the interstage amplifier, the input parasitic capacitance, Cjp, of the opamp
would normally increase with g,,. Even though the unity-gain bandwidth of the opamp can be
increased by using a large g, the cormesponding high input parasitic capacitance offsets the
advantage of a large g, so that the overall bandwidth of the interstage amplifier may not be

increased.
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The bandwidth of the interstage amplifier, ®, can only be correctly maximized by simul-
taneously optimizing the sizes and current levels of the transistors in the opamp. Instead of first
specifying the values of the sampling and integrating capacitor and optimizing the opamp for
these values, an alternative approach is proposed in this section. The optimization is divided into
two steps. The first step is to design the best possible opamp that has a reasonable g,, using stan-
dard circuit design techniques. An exact g, is not yet needed because if it turns out that the
resulting opamp is too large or too small, the opamp can then be scaled accordingly. The most
important goal of this step is to minimize C;, and C,, for the given g, output voltage swing,

power supply condition, minimum open-loop gain requirement, etc.

The second step is to maximize the overall interstage bandwidth by selecting an optimum
value of C; (or C,, which is related by the closed-loop gain). This can be obtained by setting the

partial derivative of ® with respect to C; to zero. The resulting values of C; and C; can then be
compared to the desired values, which are usually determined by the %7.: 28 noise limitation

and/or the capacitor matching requirement. If the optimum integrating and sampling capacitor
values are found out to be smaller than the desired values, the initial opamp design can be scaled
up to maintain the maximum closed-loop bandwidth. On the other hand, if the resulting optimum
capacitor values are found out to be larger than the desired values, the initial opamp design can be

scaled down to save area and power dissipation.

For the case where identical 1-bit pipelined A/D converter stages are used, the partial

derivative of o with respect of C; is:

L) = 8m - gmci(l6ci +3Cop + 3Cip)
aC; 8C£2+3COPC; +3C; C; +CipCop (8C.'2+3COPC; +3Cip C; +C,',,Cop)T

=0 4.1.5)
Solving the above equation, the optimum value of the integrating capacitor for minimum settling

time is:
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Ci= \/ %CiCop (4.1.6)

The maximum closed-loop bandwidth can be solved by substituting the resulting optimum

integrating capacitor value back into equation 4.1.1:

- 8&m 1
where p is given by:
p= C‘f 4.1.8)
ip

Assuming that the input parasitic capacitance is mostly due to the gate capacitance of the input

transistor of the opamp, the maximum bandwidth of the interstage amplifier can be written as:

where fT inpu iS the fr of the input transistor of the opamp. Plots of the bandwidth of the inter-

stage amplifier and the bandwidth reduction factor (which is defined as the ratio of f7 over the
bandwidth of the interstage amplifier) as a function of p are shown in Figure 4.1.3. Depending on
the exact ratio of the output over the input parasitic capacitance, the maximum closed-loop
bandwidth that can be obtained from a typical CMOS processing technology can be anywhere
between 10 to 20 times smaller than the f7 of the input transistor of the opamp. Because the fr
that can be obtained from a typical 3-um CMOS processing technology under the usual analog
biasing conditions is less than 600 MHz, and because the bandwidth reduction factor is rather
high, it is hard to build a video-rate pipelined A/D converter using a 3-um CMOS processing

technology.

4.2, ALTERNATIVE INTERSTAGE AMPLIFIER CONFIGURATION

One way to further maximize the bandwidth of an interstage amplifier is to reduce the number of
unit capacitors to further increase the feedback factor. In particular, by eliminating the integrating
capacitor and by using one of the unit sampling capacitors as the integrating capacitor during the

integrating/amplifying phase, the feedback factor can be increased appreciably. This is especially
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attractive when only 1 bit (or 2 bits with digital-error correction) is resolved in each stage, as the
increase in the feedback factor is smaller when more bits are resolved in each stage. An example

of such an interstage amplifier configuration for the 1-bit stages is shown in Figure 4.2.1. In such
a case, the optimum value of the unit capacitor is given by

C= \/ $CipCop,
and the corresponding maximum obtainable bandwidth is:

“.2.1)
Wpax = Em

1
Cp 2V5p+2p+3

4.22)
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As a comparison to the interstage amplifier configuration shown earlier, the bandwidth of the
interstage amplifier and the reduction of bandwidth from that of the f7 of the input transistor as a
function of p are plotted in Figure 4.2.2. Compared to the results shown in Figure 4.1.3 for p in

the range of 1 to 2, the improved interstage amplifier configuration is typically about 25% faster.

4.3. MINIMUM AREA UTILIZATION

To reduce the fabrication cost of a pipelined A/D converter, it is necessary to reduce the area util-
ization as much as possible. Obviously, the area will depend on the processing technology. In the
case where the processing technology is the limiting factor, nothing much can be done aside from
using the fastest pipelined A/D converter configuration as described in the previous section, and
optimizing the opamp size for the minimum acceptable value of the unit capacitors. On the other

hand, when the technology is fast enough for the target applications, there are other approaches to
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minimize the overall converter area besides reducing the size of the opamps. For an example, for
applications that require medium to high-conversion speed, it is possible to minimize the area by
having each stage resolves more bits to reduce the number of stages and therefore the number of

opamps required. For even slower applications, it is possible to further minimize the area by

using successive-approximation sub-ADCs and by resolving even more bits in each stage to
further reduce the number of stages.
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4.3.1. Minimum Area with Flash Sub-ADCs

In the fastest configuration of the pipelined A/D converter, only 1 bit (or 2 bits with digital-error
correction) can be resolved in each stage. Therefore, its area is mainly determined by the total
area of the opamps. Because n opamps (or 2n—1 opamps if reference-feedforward correction is
also used) are needed for an n-bit pipelined A/D converter, the overall area of such a converter
can be rather large. Intuitively, a smaller overall area can be obtained if the number of opamps is
reduced by having each stage resolves more bits. However, it is not clear how many more bits can
still be resolved in each stage to get the minimum area because obviously the area of the com-
parators can grow out of hand if too many bits are resolved in each stage, leading to an increase

in the overall area.

Therefore, it is necessary to write down the overall area utilization as a function of the
number of stages and the area of the individual components to analytically solve for the
minimum overall area. Unfortunately, this information is not usually available. In order to sim-
plify the area optimization, only the opamps and the comparators will be considered. The result
of this simplified treatment should not deviate significantly from that of a more detail and com-
plete treatment because these components utilize the most area in a typical pipelined A/D con-

verter.

Assuming that the optimum number of bits that are resolved in each stage is not too many
so that it is not appropriate to ignore the area taken by the linear-to-binary encoding circuit, the

overall area of a pipelined A/D converter can be approximately written as

Atatal = "El'(Aopamp + ZkAcomp)’ (4.3.1)
or
Atoal = 'nk—:%‘(Aopamp + zkAcomp)v 4.3.2)

if digital-error correction is used, or as
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3

Atowal = 'Z%%’(ZAapamp + 2kAcamp ) 4.3.3)

if both digital-error correction and reference-feedforward correction are used. In the above equa-
tions, k£ is the number of bits that are resolved in each stage, n is the total number of bits to be

resolved, Apamp is the area of one opamp, and A, is the area of one comparator.

Plots of the overall area utilization for the above three cases as a function of the number of
bits that are resolved in each stage for a 13-bit pipelined A/D converter are shown in Figure
4.3.1.1, Figure 4.3.1.2, and Figure 4.3.1.3. Two curves are shown in each figures. One curve is for
the case where the opamp is only 5 times bigger than the comparator, and the other is for the case
where the opamp is 10 times bigger than the comparator. These values are selected because the

relative size of a typical opamp over a typical comparator falls in between these two numbers.

As can be seen from these plots, 3 or 4 bits per stage is about the optimum number of bits
that should be resolved in each stage to achieve a minimum area utilization. However, the smal-
lest implementation probably employs stages that resolve 3 bits because smaller opamps can be
used. A small saving in the overall area can additionally be obtained using non-identical stages at
the expense of a longer design time. Because the accuracy requirement at the later stages of a

pipelined A/D converter is not as high as that in the earlier stages, stages that uses smaller capaci-

tors, opamps, etc can be used in the later stages to reduce the overall area.

4.3.2. Minimum Area with Successive-Approximation Sub-ADCs

When successive-approximation sub-ADCs are substituted for the normally used flash sub-ADCs,
a significant saving in the area and the power dissipation can be obtained because only one com-
parator in each stage is needed as opposed to 7 or 15 of them when flash sub-ADCs are used.
Although successive-approximation registers (SARs) are also needed, because the number of
successive-approximation registers increases only approximately linearly with the overall resolu-

tion, a much smaller overall A/D converter can still be obtained by having each stage of the pipe-
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Figure 4.3.1.1 Overall Area vs. # of Bits/Stage in a straight-forward implementation.

lined A/D converter to resolve more bits to reduce the number of stages and opamps.

In order to minimize the area of a pipelined A/D converter that uses successive-
approximation sub-ADCs, some assumptions have to be made. First, the overall area is assumed
to vary only with the number of opamps and sub-DACs because the number of SARs is approxi-
mately constant for a given total resolution. Second, the area of each sub-DAC is assumed to be

constant when few bits are resolved in each stage because of noise and matching accuracy
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Figure 4.3.1.2 Overall Area vs. # of Bits/Stage when Digital-Error Correction is used.

requirement. When too many bits are resolved in each stage, however, the area of each sub-DAC
is assumed to increase exponentially. Based on the results of a prototype pipelined A/D converter
that will be discussed in the next two chapters, the area taken by the sub-DACs can be assumed to
be constant when up to 5 bits are resolved in each stage for an overall linearity of around 11 to 12

bits. Third, for simplicity, it is assumed that identical stages are used.

First, consider the case in which less than 5 bits are resolved in each stage. The overall area



48 Ch.4 Speed and Area Optimization

300 T ; .

Area

200

100

0 1 1 1
1 2 3 4 5

# of Bits/Stage —»

Figure 4.3.1.3 Overall Area vs. # of Bits/Stage when both Digital-Error and Reference-Feedforward
Correction are used.

of a pipelined A/D converter that uses successive-approximation sub-ADCs can be written as

Atotal = '%(Aopamp + Asmattest DAC) + AsaRs » “4.3.2.1)
or
Atotat = S=1-(Aopamp + Asmaltest DAC) + Asars (432.2)

when digital-error correction is used, or as



Ch.4 Speed and Area Optimization 49

Asoiat = F=1-QAopamp + Asmates_AC) + Asars (432.3)

when both digital-error correction and reference-feedforward correction are used. In all cases,
Aopamp is the area of a single opamp, Asmallest_DAC is the area of a single smallest sub-DAC, and

Asars is the area of all SARs.

When ﬁ:e number of bits that are resolved in each stage is more than 5, however, the overall

area utilization of the converter is now

Avotal = %(Aopamp + 25 5Asmaltest DAC) + Asars 4.3.24)
or
Auoiat = F=L (A opamp + 25 Agmatiest paC) + Asars 43.2.5)

when digital-error correction is used, or

Avvtat = J=F QAopamp + 2 Asmaties; DAC) + Asars 43.2.6)

when both digital-error correction and reference-feedforward correction are used. Plots of the
overall area utilization for these three cases (excluding that of the SARs) as a function of the
number of bits that are resolved in each stage for a 13 bit pipelined A/D converter that uses
successive-approximation sub-ADCs are shown in Figure 4.3.2.1, Figure 4.3.2.2, and Figure

4.3.2.3. In all cases, Agpamp is assumed to be equal t0 Amaitese paC -

As can be seen from these figures, the overall area utilization decreases as the number of
bits resolved in each stage increases. However, when more than 5 bits are resolved in each stage,
the overall area starts to increase again. Therefore, the optimum number of bits that should be

resolved in each stage should be around 5 bits.

The tradeoff in minimizing the area and the power dissipation is a slower overall A/D
conversion. This kind of A/D converter, however, can still be faster than that of an equivalent but
straight-forward implementation of a successive-approximation A/D converter, especially if

digital-error correction is used. Digital-error correction allows shorter clock periods for the
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Figure 4.3.2.1 Overall Area vs. # of Bits/Stage in a straight-forward implementation.

successive-approximation search to be used since the coarse A/D subconversion has to be accu-

rate to only the number of bits that are resolved in that stage alone instead of to the full accuracy

or resolution of the overall pipelined A/D converter.
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Figure 4.3.2.2 Overall Area vs. # of Bits/Stage when Digital-Error Correction is used.
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CHAPTER 5

PROTOTYPE DESCRIPTION

One application of high-resolution and medium- to high-speed A/D converter is the ISDN A/D
interface function. In such an application, a resolution of 12-13 bits and a sampling rate of 100-
200 ks/s are usually required. >»29 Previously, various prototypes of this function have been
implemented using the 2" order Z-AM architecture. However, such implementations are only
practical in a 2-um or better CMOS processing technology because of the high oversampling
ratio required.

Using the pipelined A/D conversion architecture, such a converter function can be easily
realized as a few nﬁmber of effective clock cycles is needed for each A/D conversion. The goal of
this project is to illustrate the use of reference-feedforward correction in a pipelined A/D con-
verter to achieve a resolution higher than that normally possible. The other objectives are to
achieve as low-power dissipation and small-area utilization, and as high linearity as possible. To
illustrate the speed advantage of the pipelined approach, the prototype is implemented using a

standard 3-um, 5-V only CMOS processing technology.

5.1. ARCHITECTURE DESCRIPTION

The typical pipelined A/D converter implementation using flash sub-ADCs is not optimum for
the ISDN application as the required conversion speed is not as high as that needed in video-rate
applications. Even when the optimum number of stages is used, up to 12 opamps and 48 com-
parators are still required to meet the 13-bit resolution requirement when both digital-error

correction and reference-feedforward correction are used. On the other hand, when successive-
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approximation sub-ADCs are used, a much smaller and lower-power overall pipelined converter
may be realized because only one comparator is needed in each stage regardless of the number of

bits resolved in that stage.

To minimize the area utilization as much as possible, a three-stage pipelined A/D converter
was chosen. A three-stage implementation needs only three opamps; two opamps for the inter-
stage amplifiers in the first two stages, and an opamp for the S/H that is needed to store the new
reference voltage for the 2" and 34 stage. Although a two-stage version needs one less opamp
than a three-stage version, a slightly larger overall chip area would result as 7-bit sub-DACs
would be required instead of 5-bit ones. Even if the area is not a major concem, due to the much
higher interstage gain needed, a much slower interstage amplifier would result in the two-stage

version. This in turn reduces the conversion speed of the A/D converter.

5.2. CIRCUIT DESCRIPTION

The successive-approximation sub-ADCs are implemented using the charge-redistribution archi-
tecture. There are two major reasons for this. First, when a charge-redistribution sub-ADC is
used, the only major additional circuit needed to form a pipelined stage is an opamp for residue
amplification. Other required functions such as the S/H, sub-DAC, and subtraction are inherently
available as part of the charge-redistribution A/D converter. Second, the S/H circuit that is
needed to store the new reference voltage for the next stage must drive only capacitive loads.

Therefore, a simple, single-stage, high-output impedance opamp can be used in the S/H circuit.

A slightly simplified circuit diagram of the actual implementation of the 15 stage of the
prototype pipelined A/D converter is shown in Figure 5.2.1. A fully differential configuration was
chosen to maximize the power-supply rejection and to simplify the design of offset-voltage can-

cellation.
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Figure 5.2.1 Simplified Circuit Diagram of the 1** Stage.

5.3. DETAILS OF OPERATION

In principle, the conversion process of the 1 stage can be divided into 5 major phases as illus-
trated in Figure 5.3.1.

5.3.1. Sampling Phase

The first phase is the analog input sampling phase. The input signal is sampled by connecting all
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Figure 5.3.1 Timing Diagram of Operation of the 1* Stage.

of the bottom plates of the input capacitor array to the analog input path. At the same time, the
top plates of the capacitor array are shorted together and to the ground (the 4V, point in a
single-supply environment) to provide the input charging current path and to establish the input
common-mode voltage for the opamp and the comparator. The input signal is then held on the
capacitor array by opening all of the sampling switches (including the grounding switches) at the
end of this phase.

Notice from Fig. 5.2.1 that a few things are different from an ordinary implementation of
the charge-redistribution ADC. Most implementations of the charge-redistribution ADC use a
binary capacitor array. However, a linear capacitor array was chosen here, even though a binary
capacitor array will work almost as well. Specific reasons to this choice will be covered in section

5.7.

Another difference is that there are more than just one pair of input sampling switches. The
sampling switches in traditional charge-redistribution ADCs usually consist of a pair of MOS
switches that are tied around an opamp/comparator so that the opamp/comparator offset voltage
is canceled out. There are a couple of limitations to the latter approach. First, the
opamp/comparator has to be unity-gain stable for this to work. This is not optimum because the
opamps in the prototype converter cannot be optimized for fast settling time with a closed-loop

gain of 16 if it has to be unity-gain stable. Second, only the offset voltage of the opamp can be
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canceled this way, while the offset voltage from the charge-injection mismatch between the sam-
pling switches cannot be canceled. In the past, small sampling switches have been used to reduce
this charge-injection mismatch. As a result, however, the high-frequency response of the S/H is
degraded. Incidentally, the so-called multi-stage auto-zero offset-cancellation technique cannot
be used without adding more clock cycles to solve this offset problem if the input signal is mov-
ing rapidly.

To overcome the above limitations, the capacitor array of the prototype A/D converter is
detached from the opamp during the input sampling phase so that both the frequency response of
the input sampling and opamp offset cancellation can be optimized independently. Improved
offset cancellation schemes that can reduce the residual charge-injection mismatch can now be
used because the opamp is not subjected to any moving input signal. This includes the so-called
multi-stage offset cancellation scheme and the auxiliary offset cancellation scheme. Reduced
charge-injection error from the sampling switches, on the other hand, can be obtained by using a
differential sampling switch which terminals are connected to the top plates of the capacitor array
in addition to the two sampling (grounding) switches. This differential switch is opened after the
other sampling switches are opened so that the charge-injection mismatch from the grounding
switches is eliminated by the differential sampling switch. Because only a single switch is effec-

tively used, the charge-injection mismatch should in principle be reduced significantly.

5.3.2. A/D Subconversion

The second phase is for the A/D subconversion steps. Because successive-approximation sub-
ADCs are used, this phase actually consists of a number of sub-phases for the successive-
approximation search. Therefore, the conversion speed of the overall A/D converter can be easily
limited by the A/D subconversion steps if too many bits are resolved in each stage. To speed up
the successive-approximation A/D subconversion, short clock sub-phases can be used, for-

tunately. A/D subconversion decision errors that result in the early stages of a pipelined A/D



58 Ch.5 Prototype Description

converter due to the limited time that is available during the successive-approximation steps can
be corrected using digital-error correction in the later stages as long as the error is bounded within

+/- 0.5 LSB of the coarse sub-ADCs.

5.3.3. Residue Amplification

The third phase is for the residue-amplification step. The amplified residue voltage can be
obtained by integrating the residue charge that is left on the top plates of the input capacitor array
to a unit capacitor that is usually referred to as the integrating capacitor at the end of the
successive-approximation steps. Specifically, this is done by connecting the integrating capacitor
around the opamp while keeping the positions of all of the bottom plate switches unchanged from

that of at the end of the charge-redistribution successive-approximation A/D subconversion.

5.3.4. Reference Sampling

The fourth phase is for the reference-sampling step. The sub-DAC segment voltage for the new
reference voltage can be obtained by sampling the reference voltage onto the unit capacitor that
corresponds to the latest result of the A/D subconversion, as illustrated in Figure 5.3.4.1 for the
case of input voltages that fall in the range of the 2*4 segment of the D/A subconverter. The illus-

trated technique can only be used with a linear capacitor array, however.

Another way to obtain the sub-DAC segment voltage is to take the difference between two
adjacent sub-DAC levels. This can be done by first sampling the reference voltage onto those
capacitors that are represented by the next higher digital output code of the latest result of the
A/D subconversion, and then subtracting the same reference voltage through those capacitors that
are represented by the unincremented digital output code in the reference amplification phase.
This technique works whether a linear capacitor array or a regular binary capacitor array is used.

An illustration on how this is done in a binary capacitor array is shown in Figure 5.3.4.2
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Figure 5.3.4.1 Reference-Sampling Step for a Linear Capacitor Array.

5.3.5. Reference Amplification

The final phase is for the reference-amplification step. The new reference voltage for the next
stage can be obtained by connecting the integrating capacitor around the opamp while throwing
aﬁ of the bottom plate switches to the ground, as illustrated in Figure 5.3.5.1 when a linear capa-
citor array is used. When the difference method is used, however, the bottom plate switches
should be configured in such a way that only those capacitors that are represented by the latest
digital output code are connected to the reference voltage and the rest are connected to the

ground. An example on how this is done for a binary capacitor array is illustrated in Figure
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Figure 5.3.4.2 Alternative Reference-Sampling Step for a Binary Capacitor Array.

5.3.5.2.

Notice that because the same opamp and the same capacitors are used throughout the resi-
due and reference-amplification steps, any gain error caused by either the opamp finite open-loop
gain or the ratio error between the sampling and integrating capacitor will only affect the absolute
magnitude of the amplified residue and the new reference voltage. It will not, however, affect the
relative ratio between the full-scale amplified residue and the new reference voltage. Therefore,

the effects of gain error are canceled out with the use of reference-feedforward correction.



Ch.5 Prototype Description 61

\'/
REF+ % .

Next Stage
R ——

1+ D
|
|

‘i’ 6 DELAY SAMPLE
Ve a - =

P e 1 ' :

BINARY-TO-LINEAR
)
) — A

SAR e comMP
1) — A’

All Capacitors are Unit Size

Figure 5.3.5.1 Reference-Amplification Step for a Linear Capacitor Array

5.4. OPAMP

As discussed in chapter 3, because of the use of the reference-feedforward correction, it is not
necessary to maintain exact interstage gain to achieve a high linearity. This means that the ratio
of the sampling over intergrating capacitor does not have to be precise. Furthermore, an opamp
with a high open-loop gain is not needed. However, this does not mean that the opamp does not

have to settle to the normally required accuracy. Since 9 bits still have to be resolved after the 15
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Figure 5.3.5.2 Reference-Amplification Step for a Binary Capacitor Array

stage, the opamp in the first interstage amplifier still have to settle to at least 11 bits from the final
value to reduce the error contribution of the opamp to less than 14 LSB, whether reference-
feedforward correction is used or not. Based on the timing diagram described earlier, to achieve
a sampling rate of up to 300 ks/s, only about 500 ns is available for the opamp to settle to the
required accuracy. However, in order to guarantee that the opamp would still settle under a wide

range of operating conditions and various processing variations, it is necessary to require the
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opamp to settle in only half of the available time under typical operating and processing condi-
tions.

Because approximately 7 time constants are required for the opamp to settle to 11-bit accu-
racy from the final value and only about half of the 500ns is available, an opamp that has a
closed-loop bandwidth of approximately 4 MHz is needed. This corresponds to a gain bandwidth

(GBW) product requirement of:

GBW = fb_ MHz, (5.4.1)

where the feedback factor, f5, is at most:

with 7, being equal to 5 in the prototype converter. Therefore, an opamp that has a GBW pro-
duct of at least 58 MHz is needed. As discussed in chapter 3, because of the parasitic capacitance
at the opamp summing node, a lower feedback factor than suggested by equation 5.4.1 results.
This in tum causes the GBW product requirement to increase. In fact, a GBW product of as
much as 100 MHz might be needed considering that the input summing node parasitic capaci-
tance of the prototype converter can be as much as 3-4 pF and the sampling capacitance is only

about 5 pF.
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5.4.1. Opamp Implementation
Early designs of CMOS opamps have used two high-gain stages with an internal pole-splitting
compensation capacitor. But most of the new high-speed opamp designs have used a single high-
gain stage architecture, especially in the fully differential implementations. There are two reasons
to this switch. First, a single-stage opamp can be made faster>? because there are inherently fewer
non-dominant poles in a single-stage opamp than in a two-stage opamp. Second, because there is
only one high-gain stage in a single-stage oparhp as opposed to two high-gain stages in a two-
stage opamp, it is simpler to design the common-mode-feedback circuit of a single-stage opamp.
Consider the most commonly used single-stage opamp based on the folded-cascode archi-

tecture, as illustrated in Figure 5.4.1.1. The GBW product of such an opamp can be written as:

GBW = QW_CgZ:W H,),
where gm in is the input transconductance of the opamp, and Ciow t0aa is the sum of the sampling
capacitance of the next stage, junction, common-mode feedback, integrating, and routing capaci-
tance. Even with a reasonable loading capacitance of 7 pF, a g i» 0f 4 mS is needed to meet the
large GBW product requirement stated earlier. This g,, ;» requirement is about ten times of that
can be normally obtained from a typical 3-um CMOS opamp implementation. To achieve such a
high input transconductance, it is necessary to scale both the transistor sizes and bias current lev-
els up by ten times from the normally used amount. However, aside from the large-area and high

power dissipation, such a solution is not attractive because the resulting high input capacitance

further degrades the feedback factor, f.

The solution selected in the prototype converter was to add a low-gain but high bandwidth
preamp in front of the folded-cascode opamp to boost the GBW product of the folded-cascode
opamp to the required value. A conceptual block diagram of this opamp is illustrated in Figure

3.4.1.2. The effective input transconductance of this opamp is:
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Figure 5.4.1.2 Conceptual Block Diagram of the Prototype Opamp.

where Apye—amp is the gain of the pre-amp and g, ;, is the input transconductance of the folded-
cascode opamp, which will be referred for simplicity from now on as the "second stage". This
type of opamp is not normally used because of the large phase shift near the unity-gain

bandwidth. However, in this application it is not the unity-gain bandwidth that is important but
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rather the closed-loop bandwidth, which can still be significantly lower than the non-dominant

pole frequencies.

5.4.2. Preamp

The circuit diagram of the preamp used in the prototype converter is shown in Figure 5.4.2.1. The
gain of the preamp is designed to be around 10 to boost the second-stage transconductance by ten
times. Diode connected loads are used instead of resistors because the gain of the preamp can be
more tightly controlled. However, because of the square-law behavior of MOS transistors, to get
a gain of even only ten, it is necessary to simultaneously use small load devices and inject some
extra current to the input devices. To avoid loading the preamp by the input capacitance of the

second stage, the preamp is fully buffered using MOS source followers.

5.4.3. Second Stage

The "second stage" of the two-stage opamp uses a slightly modified folded-cascode architecture.
To improve the slew rate and open-loop gain while requiring only a slight increase in area and
power dissipation, a push-pull 3! configuration was chosen. The circuit diagram of the "second

stage” opamp is illustrated in Figure 5.4.3.1.

5.4.4. Offset Cancellation

The opamp offset voltage is usually canceled by storing an equal but opposite amount of voltage
on capacitors that are placed at the input of the opamp.26 In the case of the charge-redistribution
stages, these capacitors are the sampling capacitors. The correct offset voltage can be found by
putting the opamp in a unity-gain mbde. However, because the GBW of the opamp that is used
here is much higher than the non-dominant poles of the preamp and the second stage, the opamp
will be most likely unstable in the unity-gain mode. It is, however, still possible to put the second
stage in the unity-gain mode and to store both the preamp and second-stage offset voltage on a

capacitor that is placed in between the preamp and the second stage. This technique is normally
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Figure 5.4.2.1 Simplified Circuit Diagram of the Preamp.

used in high-precision multistage comparator designs to achieve a very low residual offset vol-

tage.

5.4.5. Common-Mode Feedback

Dynamic common-mode feedback 32 is used for two reasons. First, continuous common-mode
feedback schemes such as that used in [13 ] cannot be used in a single 5 volt power supply
environment without severely limiting the output voltage swing of the opamp. Second, a much

faster common-mode feedback response time can be obtained using the dynamic scheme since
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Figure 5.4.3.1 Simplified Circuit Diagram of the 2" Stage Opamp.

bigger common-mode feedback devices can be used.

As can be seen from Figure 5.4.5.1, the dynamic common-mode feedback is achieved by
summing the differential output voltages through a pair of common-mode feedback capacitors.
This voltage is then compared to the ¥2Vdd point using a modified differential pair whose outputs

are used to control the common-mode currents of the second-stage opamp.

5.5. BIASING CIRCUIT

Proper operation of the opamp described in the previous section is also determined by the kind of



Ch.5 Prototype Description 69

e i 0 T

A A

-CmFbOut

Figure 5.4.5.1 Dynamic Common-Mode Feedback Circuit.

biasing circuit used. As can be seen from Figure 5.4.3.1, the output voltage swing of the opamp
can be severely limited by poor selections of the cascode transistor biasing voltages, especially in
a single 5 volt power supply environment. In order to maximize the output voltage swing, the
so-called high-swing 33 biasing circuit is therefore needed.

Early high-swing biasing circuit designs, however, are rather sensitive to variations in the
threshold voltage(Vr) of MOS transistors caused by the body effect(y) parameter because it is not

normally possible to have all of the cascode transistors isolated in separate wells to keep the

threshold voltage of the cascode transistors independent of the the body-effect parameter. Even if
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it is possible to have each cascode transistor in a separate well, it is still desirable to not rely on it
because the pole locations of the cascode transistors would be reduced by the parasitic well-
substrate capacitance. Furthermore, a larger opamp than normally possible will result because of
the restrictions in the well design rules from typical CMOS processes.

An example of the early high-swing biasing circuit33 is illustrated in Figure 5.5.1. The
difference between this circuit and the simple stacked diode-connected biasing circuit is that the
gate of the cascode transistor in this high-swing biasing circuit is set at a voltage that is just
enough to keep the bottom current-mirror transistor in the saturation region. This voltage is

obtained by subtracting one threshold voltage from the drain voltage of the reference cascode

transistor (M y).

MJ‘E-hI—'E.Ms

—» n_cas_bias

Figure 5.5.1 Simple High-Swing Biasing Circuit.

The correct drain voltage of the reference cascode transistor (M) can be obtained by scal-
ing the reference cascode transistor down from the other transistors. Assuming that the MOS

transistors follow the square-law behavior, the body-effect parameter is zero, and the current



Ch.5 Prototype Description 71

levels are identical, the optimum gate voltage of the cascode transistor can be obtained if the
reference cascode transistor is 4 times smaller than the other transistors. If the body-effect
parameter is not zero, however, an even smaller reference cascode transistor is needed to keep the
current-mirror transistor in the saturation region. How much the reference cascode transistor has
to be made smaller depends on the actual process parameters such as the body effect(y), zero-bias
threshold voltage(Vr), sou;ce/drain to gate overlap(Ly), k, and the actual current level. Because
these parameters are usually hard to control, it is necessary to design the reference cascode
transistor smaller than otherwise necessary so that any reasonable variation in the process param-
eters will not drive the current mirror transistors into the linear operating region. In other words,

it is necessary to sacrifice the output voltage swing of the opamp to guarantee that all transistors

stay in the saturation region over different process runs.

Another limitation of this particular high-swing biasing circuit is that the finite output
impedance of current-mirror transistors causes the current level of the current mirror branches to
be slightly lower than that of the biasing circuit. Because the drain-to-source voltages of the
current-mirror transistors also depend on many process parameters, it is impractical to compen-
sate the current level mismatch by adjusting the device sizes. Although this is usually not a prob-
lem in a single-ended opamp, in a fully differential opamp, this will resﬁlt in an appreciable sys-

tematic output common-mode error.

5.5.1. New Solution

To obtain an optimum cascode biasing voltage, a slight modification to the above high-swing
cascode biasing circuitry can be made. One possible modification is illustrated in Figure 5.5.1.1.
The required voltage drop to keep the current mirror transistor (M) in the saturation region is
obtained by operating the reference transistor (M>) in the linear region instead of by subtracting
two different voltages used in the previously mentioned biasing circuit. This voltage can be

obtained by properly sizing the reference transistor (M>). It can be shown that if the body-effect
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parameter is assumed to be zero, the correct reference transistor size is:

v d

M,

M 2 — n_bias

M,

Figure 5.5.1.1 Proposed High-Swing Biasing Circuit.

Wi _ 1 w
[T] = Cardd [—L-] . (5.5.1.1)

where AV 4 is the voltage needed to keep the current mirror transistor (M 4) reasonably in the
saturation region, and AV 4 = (Vpgsar,). (@ -1) is the amount of safety margin to keep the current-
mirror transistor in the saturation region. Although this equation is only accurate when ¥ is zero,

the effect of y on o is found out to be negligible from Spice simulations.

Because all of the cascode transistors are now biased at the same voltage and current level,
any variation in the threshold voltage is automatically canceled out. Furthermore, because all of
the current mirror transistors in both the biasing circuit and the opamp are biased at the same
drain-to-source voltages, the effect of a finite output impedance of the current mirror transistors is

eliminated.
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5.5.2. Limitation

To ensure proper operation of the biasing circuit, it is necessary to guarantee that the voltage drop
across the drain and source of transistor M3 to be larger than AV . This means that the following

equation has to be satisfied.

Vr,> a AV (5.5.2.1)

If a large AV is needed, or if the threshold voltage of the MOS transistor is too low, it might
be necessary to modify the biasing circuit so that the cascode transistor is kept in the saturation
region. One way to do this is shown in Figure 5.5.2.1. A source follower is added to the original
circuit so that transistor M 3 can be operated deep into the saturation region. The disadvantages of

this approach are larger area and higher power dissipation.

J— ..
w HL [ e

M 2 :“ ——» n_bias
M 4

Figure 5.5.2.1 Modified High-Swing Biasing Circuit for a large AV or a small V7.

5.5.3. Alternative Solution

A similar biasing circuit to the one just shown that uses only one (instead of two) current refer-



74 Ch.5 Prototype Description

L4

ence is shown in Figure 5.5.3.1. The basic circuit is the same as the circuit shown in Figure
5.5.1.1, except that the cascode biasing circuit is obtained from a voltage divider that is stacked
on top of transistor M3. This circuit works only with a high voltage power supply, however,

because of the large number of stacked transistors.

M, 1+
-
il

M,|

_5

M 3 » n_cas_bias
>

M, — FJ —> n_bias
1

Figure 5.5.3.1 Simpler High-Swing Biasing Circuit for High Power Supply Voltage Applications.

5.6. COMPARATOR

The accuracy requirement of the comparators in each stage of a direct implementation of a pipe-
lined A/D converter is at least a couple of bits more than the number of bits that are left to be
resolved from that stage on. This means that extremely accurate comparators are normally
required in the first few stages of a high-resolution pipelined A/D converter. Such comparators,
however, require unnecessarily large amount of silicon area and high power dissipation because

they can only be obtained using multi-stage offset cancellation techniques.34
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The biggest problem of all is that even though accurate comparators are available, accurate
A/D subconversion still can only be performed after all of the analog circuits settle to the required
accuracy. This can be the major speed limiting factor in a pipelined A/D converter that uses
successive-approximation sub-ADCs, especially when a large number of bits must be resolved in
each stage. For example, in the prototype pipelined A/D converter, because 5 bits are resolved in
each stage, 5 long clock cycles would be normally needed to obtain an accurate A/D subconver-

sion.

To speed the A/D subconversion, digital-error correction can be used. As discussed in
chapter 3, digital-error correction allows the comparators to make errors of up to +/—0.5 coarse
LSB of the subconverter. Therefore, the comparators in the prototype A/D converter need only to
be accurate to around 5-6 bits instead of around 15 bits without digital-error correction. Further-
more, a much shorter clock cycle time can be used in the successive-approximation subconver-
sion because the analog circuits have to settle to only around 6 bits during the A/D subconversion
cycles. A comparator with such a low-accuracy requirement can be readily obtained without the
use of any offset cancellation. As such, the comparator can be optimized for fast response time as

opposed to for high accuracy.

5.6.1. Solution

A simple comparator design, illustrated in Figure 5.6.1.1, was chosen to meet the much relaxed
accuracy requirement. The comparator consists of a single-stage, low-gain differential pair fol-
lowed by a self-regeneration latch made from strobed cross-coupled inverters. To speed up the
overload recovery time from the previous decision cycle, a reset switch is added to equalize the

outputs of the cross-coupled inverters before a new comparison is made.
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Figure 5.6.1.1 Proposed Comparator Circuit Diagram.

5.6.2. Cross-Coupled Inverters

A strobed cross-coupled inverter latch 35 was selected because it can produce a fast regeneration
time and be made relatively insensitive to mismatch in the transistor sizes and parasitic loading
capacitances. The cross-coupled inverter latch can achieve a fast regeneration time mainly
because of the large current available during the regeneration time and the small capacitive load-
ing at the output nodes. Extremely fast regeneration time can be obtained by making the strobing
switches large and/or by tumning on these strobing switches hard as fast as possible. The disad-
vantage of turning the switches on hard too fast is that small transistor and capacitive loading
mismatch can result in a large offset voltage error. The faster the strobing switches are turned on,

the larger the offset voltage will be.

To overcome the offset voltage caused by the various sources of mismatch and to maintain

a fast response time, the strobing switches can be initially turned on slowly to let the cross-
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coupled inverters to regenerate in the direction of the initial state, which is set up by the outputs
of the differential pair. Once enough voltage difference is developed across the two outputs of the
cross-coupled inverters, the strobing switches can then be tumed on harder and/or faster. One way
to facilitate this two-way strobing technique is to use multiple strobing switches. A smaller
strobing switch can be tumed on during the initial phase of the regeneration time, and a bigger
switch can be tumned on later to provide large latching current. Alternatively, the control signals
to the strobing switches can be turned on in such a way that the strobing switches are turned on

lightly at first and harder later.

To minimize the offset further, two identical output buffers are connected to the output of
the cross-coupled inverters so that parasitic mismatch on the external loads does not directly
affect the cross-coupled inverters. These buffers are also used to isolate the extemnal loading

capacitances from the cross-coupled inverter to minimize the regeneration time.

5.6.3. Low Gain Differential Pair

A differential pair is used to isolate the high-impedance nodes of the capacitor array in the
charge-redistribution sub-ADCs from the low-impedance nodes of the cross-coupled inverters. It
is also used to reduce the random offset voltage of the cross-coupled inverters. A relatively small
gain is chosen so that a common-mode feedback circuit is not needed. The use of a common-
mode-feedback circuit should be avoided in the comparator to minimize the loading capacitances.
Besides, a large open-loop gain will not help if a fast response time is needed. This is because for
a fixed and short period of time that is available for the differential pair to amplify the small input
signal, the accuracy performance of either the high-gain and low-gain differential pair is to a first
order approximation determiﬁed only by the amount of loading capacitances and input transcon-
ductance of the differential pairs. Therefore, unless extremely accurate comparators are required

and p]enty of time is available, a low-gain differential pair is sufficient.
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5.7. CAPACITOR MATCHING CONSIDERATION

As mentioned earlier, although high differential linearity can be obtained using the reference-
feedforward correction, the maximum achievable integral linearity of the overall converter would
still be limited by the linearity of the sub-DACs, especially that of the 1% stage. When charge-
redistribution subconverters are used, the linearity of the sub-DAC can be mostly determined by
the mismatch between the unit capacitors in the capacitor array. The smaller the mismatch, the
more linear the sub-DAé will be. To effectively minimize the mismatch, it is important to iden-

tify the various types and sources of mismatch and to apply appropriate measures.

In principle, most sources of mismatch can be categorized into random and systematic
mismatch. Random mismatch is caused by, for an example, random variations in the oxide thick-
ness and edge etching rate. Unfortunately, there is nothing much that can be done to overcome
this type of mismatch aside from using costly trimming or self-calibrating techniques, or using a
bigger capacitor array. However, because the random mismatch drops only by a factor two every
time the size of the unit capacitors is quadrupled, increasing the capacitor size is not always prac-
tical for most applications that require an extremely linear A/D converter. Not only is the area
taken by the capacitors too large, more importantly the conversion speed can be too slow unless
everything else is scaled up accordingly. Therefore, above a certain linearity requirement, it

might make more sense to just use trimming or self-calibrating techniques.

The other type of mismatch is the systematic mismatch. Systematic mismatch can be caused
by, for example, shifting in one side of the capacitor layers with respect to the other side (to be
more precise, this is caused by mask alignment errors). This can cause the main and parasitic
capacitance at different sites of the capacitor array to be different, especially in a large capacitor
array. Systematic mismatch can also be caused by the etching rate variation due to proximity
effects. For an example, the etching rate in the middle of the capacitor array might be different

from that at the array boundary. Another possible source of systematic mismatch is the intercon-
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nect layer of the capacitors. This might be important in a large capacitor array because it is usu-
ally impractical to make the capacitor in the middle of a large array have the same amount of

interconnect parasitic capacitance to that of the one at the outer part of the array.

Unlike the random mismatch, however, it is relatively simple to reduce the effects of sys-
tematic mismatch, especially when the capacitor array is made from very few unit capacitors,
such as when only 5 bits are resolved in each stage. Since it is practical to arrange up to 32 capa-
citors in a single or double-row arrangement, it is easy to ensure that each unit capacitor has equal
parasitic capacitance. It is also practical to arrange the unit capacitors so that the effects of
capacitor-mask alignment errors and linear processing gradients can be reduced significantly. One
such possible capacitor arrangement is illustrated in Figure 5.7.1. However, because it only uses a
first-order twisted arrangement, only the ratio of the first half over second half of the capacitor
array is guaranteed to be unaffected by systematic etching error or linear processing gradient. A
slightly improved structure that uses a second-order twisted capacitor arrangement is illustrated

in Figure 5.7.2.

Figure 5.7.1 Layout Arrangement of the Capacitor Array.

To minimize the mismatch caused by proximity effects, dummy capacitors can be used.
Dummy capacitors, however, can slow the converter down and also reduce the voltage swing that

is available to the input of the comparator because the capacitance of the dummy capacitors
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Figure 5.7.2 Improved Layout Arrangement of the Capacitor Array.

directly contributes to the summing node parasitic capacitance, unless the dummy capacitors are
floating. The solution is to use dummy capacitors only at the end of the capacitor array where

they are mostly needed.

5.7.1. Binary Capacitor Placement

It is also possible to reduce the effects of systematic mismatch of the capacitor array even if a
binary capacitor array is used. All layout techniques that apply to the linear array also apply to
the binary array. For exaqxple, if not too many unit capacitors are used, it is also possible to
arrange the first half of the capacitor array so that it is equal to the other half of the array regard-
less of any systematic mismatch and linear processing gradient. A possible arrangement of the

binary capacitor array that minimizes the systematic mismatch is illustrated in Figure 5.7.1.1.

5.7.2. Linear vs. Binary Array

It is well understood that the maximum integral nonlinearity usually occurs around the major
carry. This is true whether a binary capacitor array or a linear capacitor array is used. In this pro-
totype, a linear capacitor array was chosen despite the fact that it requires many more switches
than that required in a binary capacitor array. This is because when a linear capacitor array is

used, the resultant integral nonlinearity of the overall A/D converter changes more gradually with
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Figure 5.7.1.1 Layout Arrangement of the Binary Capacitor Array.

changes in the digital code. This is important in some data communication applications such as
the ISDN in which intermodulation errors caused by heavy nonlinearity cannot be canceled
easily.

The other reason is that in order to reduce the effects systematic mismatch as much as pos-
sible, it is necessary to layout the capacitor array so that each unit capacitor has its own switches,
whether a linear capacitor array is used or not. The only difference in the area utilization would
then be the extra area of the binary-to-linear digital decoding circuitry that is needed in a linear

capacitor array. But, this difference is insignificant for a 5-bit capacitor array.

5.8. INPUT-REFERRED NOISE

Because of the relatively large number of bits that are resolved in the 1% stage, the equivalent
input referred noise voltage is theoretically:

vnz;eq = Vnz;S o+ Vnz;opamp (5 8. 1)
where v,25,y is the equivalent noise power of the input S/H capacitors and v,,z;a,,a,,,p is the
equivalent noise power of the opamp in the 1% stage. For a fully differential S/H, the equivalent

noise power of the input S/H capacitors is:

Vs =2 g— (5.8.2)

where & is the Boltzmann’s constant, T is the absolute temperature, and C; is the total value of
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one side of the input sampling capacitors. Assuming that the noise contributions from the current
source pullup transistors, source followers, and the second stage of the two-stage opamp are
negligible compared to that of the input transistors and the diode connected loads, the equivalent

input noise power of the two-stage opamp is:

Cs+Ci+Cip |2]| 2 T
2 ~ [} [
Viopamp = 2T faw [‘ﬁ;—_&] [,3. __—-.gm;. , (5.8.3)

where Cs, C;, and Cj, are the sampling, integrating, and parasitic summing node capacitance
respectively. With a typical C; of around 5 pF, gu;inpus Of around 1 mS, and a maximum
closed-loop bandwidth, faw, of around 10 MHz, the equivalent input referred noise voltage is
expected to be around:

Vn:opamp = 60 LV (5.8.4)
In comparison, the design value for 1 LSB (the smallest step) is 1mV.

5.9. BINARY-TO-LINEAR DECODING CIRCUIT

A binary-to-linear decoding circuit is needed to control the bottom-plate switches of a linear
capacitor array. Because the truth table of such a decoding circuit normally resembles a bar-graph
and thermometer decoding circuit, this type of decoding circuit is usually referred to as a bar-
graph or thermometer decoding circuit. The binary-to-linear decoding circuit that is used in this
prototype A/D converter, however, also has to individually control the unit capacitors during the
reference-feedforward-correction cycles. To minimize the silicon area utilization of the decoding

circuit, a multi-level decoding circuit was used. This circuit is illustrated in Figure 5.9.1.

5.10. SUMMARY

Using the circuit design techniques described above, a prototype pipelined A/D converter was
laid out in a 3-um double-poly CMOS processing technology provided by MOSIS. Currently,
only the essential parts of the converter such as the opamps along with their biasing circuitry,

comparators, analog switches along with their decoding circuitry, capacitor arrays, and binary-
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Figure 5.9.1 Binary-to-Linear Decoding Circuit Including Reference Correction Control.

to-linear decoding circuitry have been integrated in the prototype converter. The prototype con-
verter was laid out as symmetrical as possible to avoid the effects of geometrical processing vari-
ations on the overall converter linearity and input-referred offset voltage. As can be seen from
Figure 5.10.1, the prototype converter has been laid-out using an area that has an almost 1:1
aspect ratio. This is done in accordance to the industry standard layout practice to keep the aspect

ratio as close to unity as possible.



Ch.5 Prototype Description

84

e L]

S Nl Pt S S S T4 gttt shltiilpgo st | ¢ §4x st v st .-
. e
el 18 hEl ni o
it . " oot - -
=t - ey - o~ - =3 D
8,
)
i
th K
) i
*
H '
- v 3 T ‘A
4
v ™ T %
1 Tl
%
o il g
<H b= -
B
e “.
Fy
1
9
i
4
et .( v oo
B2 ~SH-HE
TRE RNt RN a2 ig e 3
: o e +es o §
It =
=. ; -
S e = = on
S N i 1| S e .ﬂdal*W 1ol b ) ITTITT b | I =
it | § ek . - + n T P
=1 P H [t 19 2 L
i ’ > -
: o g - )
a2 & | . .
i shyudan: 4 i
; . 3 < b=t T T = -
f -
y . .
- e oy . - = N ;
RN B = i Bl B s it = = IR R
* “ le===mh| i == b S GGG &

Figure 5.10.1 Chip Photograph of the Prototype 3-stage Pipelined A/D converter.
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CHAPTER 6

EXPERIMENTAL RESULTS

The rest of the circuitry needed to complete the prototype A/D converter will be described in this
chapter. Test results from the prototype converter will then be given. The prototype converter was

tested using both code-density 36-37 and signal-to-noise ratio tests.

6.1. CONTROL CIRCUITRY

The control circuitry is grouped into three separate blocks. They consist of a clock sequencer

block, a successive-approximation-register(SAR) block, and an incrementer block.

The function bf the clock sequencer block is to generate the control signals for the on-chip
switches. Its implementation was based on a shift-register approach similar to that illustrated in
Figure 6.1.1. The shift-register based approach was chosen instead of the standard ROM based
approach for the following reasons. First, because many control signals last for only one or two
clock cycles, it is much easier to decode the appropriate shift-register tap signals than to decode
the ROM outputs. In fact, those signals that last only for one clock cycle do not need any decod-
ing at all, while those that last for two or three clock cycles can be decoded using simple
OR(NOR) gates, and those that last for much longer clock cycles can be decoded using SET-
RESET(SR) Flip-Flops(FF). Second, because of the simplicity of the decoding circuitry, the
shift-register approach has the potential of reducing the delay variations between different control
signals. Third, non-overlapping control signals can be easily generated by decoding the inter-
mediate tap outputs of the shift registers. In fact, it is possible to fine-adjust the nonoverlapping

time by simply changing the relation between the two phases of the main clocks. Finally, the
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shift-register based approach is simple even when implemented using external parts.

2,
2.
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Figure 6.1.1 Shift-Register Sequencer.

The on-chip SARs can be designed using multiple input transmission-gate latches that util-
ize the shift-register sequencer in CMOS processing technology to minimize the silicon area.
The on-chip incrementers can be designed using ripple carry half-bit adders to also minimize the
silicon area utilization. An example of such SARs is shown in Figure 6.1.2, while the incrementer
is shown m Figure 6.1.3. External SARs and incrementers used in the prototype A/D converter
were not implemented using these approaches, however, because they would require t00 many
low-level TTL functions. Instead, these functions are implemented using programmable-array

logics (PALSs).
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® In1is the main input of the SAR.

® [n2 is the auxiliary input of SAR.
in2 is used for testing the current bit.

® Setis used for setting ail SARs to 1 for input sampling step.
* Reset is used for setting all SARs to 0 to begin conversion.

Figure 6.1.2 On-Chip SAR Implementation.

6.2. OTHER EXTERNAL CIRCUITS

Other support circuitry such as analog interface circuitry is needed to test the prototype A/D con-
verter. Because the prototype A/D converter was designed in a fully differential configuration
and all of the available signal generators in our test laboratory are single ended, a single-ended to
fully differential conversion circuit is needed. Such a circuit is usually made of two opamps that

are connected in a positive and negative unity-gain configuration, as illustrated in Figure 6.2.1.

A slight modification to this circuit is required, however, for the prototype A/D converter

because the prototype is designed to run on a single 5-V power supply instead of the usual
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Figure 6.1.3 On-Chip Incrementer Implementation.
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Figure 6.2.1 Typical Single-Ended-to-Fully-Differential Implementation.

dual/split power supplies. Therefore, a level-shifting function is needed to shift the input signal

up by half of the power supply voltage. One way to do this is to use a capacitive-coupling
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approach. Such a single-ended to fully differential conversion circuit is shown in Figure 6.2.2.
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Figure 6.2.2 Single Power Supply Single-Ended-to-Fully-Differential Circuit Diagram.

Because of the use of opamps in the above single-ended to fully differential conversion cir-
cuits, however, the linearity of the opamps may limit the linearity of the signal that is fed to the
A/D converter mdér test. To ensure that the nonlinearity measured at the output of the A/D con-
verter is only due to the A/D converter, opamps that have a large open-loop gain are needed. This
is not usually a problem at low signal frequencies. However, because of the low unity-gain
bandwidth of most opamps, the opamp open-loop gain at frequencies of even around 100 kHz is
typically so low that the nonlinearity of the single-ended to fully differential circuit can be easily

worse than that of the A/D converter alone.

One way t.o avoid the use of op-amps in the single-ended to fully differential conversion cir-
cuit is to use a transformer. A bifiliar winding can be used in the secondary section of the
transformer to generate both the in and out of phase sinusoidal signal. Unfortunately, we were not
able to find such transformers, especially those that are linear to more than 12-13 bits in the fre-

quency range of between 10kHz to 200kHz.

Another needed support circuitry is a single-ended to fully differential conversion circuit for
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the reference voltage. However, because the reference voltage is DC instead of AC, the capacitive
based level shifting or transformer coupled circuit cannot be used. To solve this problem, an
active addition and subtraction circuit, illustrated in Figure 6.2.3, is employed. This kind of cir-
cuit can also be used for the input signal, but it requires more opamps than that required by the

simpler capacitive-coupling approach.

vdd
- — AN AN
2 — AN NN
+ [~ —
VREF-
v
Vier — \Y
%
SR\, —
-
VREF+
® All resistors are identical v

Figure 6.2.3 Fully-Differential Conversion Circuit for the Reference Voltage.

6.3. TESTING METHODS

To avoid the need of using an external D/A converter to test the A/D converter, direct digital
means were used. The prototype A/D converters were tested using both code-density and SNR
tests. The code-density tests are used to dynamically characterize the differential and integral
nonlinearity of the A/D converter as a function of the digital output code. Because these tests do
not rely on the input signal frequencies, it is possible to test the performance of the prototype A/D
converter under demanding high input signal frequencies. In contrast, most commercial A/D con-
verters are usually characterized by comparing the analog-reconstructed digital output code to the

original analog input signal. As such, they can only be done with a very low-frequency (DC)
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input signal. The input referred offset and noise voltage can also be tested using the code-density

tests with an addition of a simple circuit that will be described later.

SNR tests are used to measure the linearity of the A/D converter indirectly. They are used
more often nowadays to characterize A/D converters for signal processing applications. SNR tests
are important because they can accurately measure the quantization noise and distortion com-
ponents of the A/D converter in a reasonably short amount of time. Furthermore, they can show
other nonidealities such as sampling jitter and extra noise which otherwise would be averaged out

in the code-density tests.

6.4. CODE-DENSITY TESTS

The code-density test setup is shown in Figure 6.4.1. The digital output lines of the prototype
A/D converter are interfaced to an LSI-11 which is used to accumulate the digital output codes of
the A/D converter jnto the form of a histogram. The histogram data is then transferred to a main
computer that is used to compute and generate the plots of the differential and integral nonlinear-
ity. The main bottleneck in using this approach is that the digital interface board that we have in
the LSI-11 can only accept digital data from the A/D converter at around 10 ks/s sampling rate.
Fortunately, since the objective is to collect the statistic of digital output code distribution, it is
possible to run the A/D converter at full speed, but to ignore most of the digital output samples

and to only accept the digital output samples at a lower sampling rate.

A typical plot of the differential nonlinearity (DNL) of the prototype A/D converter as a
function of the digital output code is shown in Figure 6.4.2. As can be seen from this plot, the
worst case differential nonlinearity is less than +/—4LSB. This is typical of most of the working
chips tested so far. Because the negative DNL never reaches -1LSB, this shows that the converter

does not show any missing code.

The corresponding integral nonlinearity (INL) of the A/D converter tested above is plotted
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Figure 6.4.1 Code-Density Test Set-Up.

in Figure 6.4.3. The limitation of taking the digital output codes at a 10ks/s rate is that it takes too
long a time to obtain the large number of samples needed for an accurate integral nonlinearity
measurement. A much more troublesome factor is that during the long period of time that the
A/D converter is tested, the amplitude of the test signal may drift. This worsen the plot of the
integral nonlinearity. ThlS is the major reason why the integral nonlinearity plot from the code-

density tests for a high resolution A/D converter is not usually given.

Notice that the worst case INL observed from the prototype A/D converter is much better
than previously observed for the size of sampling capacitors used in the A/D converter. For the
total of 10pF of sampling capacitors used in the 1 stage of the prototype, an INL of around 9 or
at best of around 10 bits is usually expected. Instead, close to 12 bits of linearity had been

observed repeatedly.

From a statistical point of view, it is further expected that the INL should vary from chip to
chip. However, results obtained from many working chips that have been tested so far (especially
among chips fabricated from the same process run) show that there are negligible variations in
the INL. The fact that chips coming from one process run have similar nonlinearity can be

explained from systematic matching errors in among some of the unit sampling capacitors of the
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Figure 6.4.2 Differential Nonlinearity vs. Digital Output Code.

1 stage. As can be seen from Figure 6.4.3, the peaks of the INL are found at around the second
major carry. These peaks are not caused by random variations in the capacitor values, but are

probably caused by systematic etching errors in the unit capacitors at the array boundary.

Measurement results obtained from many chips suggest that the 8 and 9" unit capacitor

of the 1 stage are always smaller by about 0.4% compared to the average of all unit capacitors.

On the other hand, the random matching errors of the unit capacitors are only about % smaller
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Figure 6.4.3 Integral Nonlinearity vs. Digital Output Code.

than the systematic matching errors. As a result, the systematic matching errors dominate the

overall INL, and variations in the overall linearity are negligible.

6.5. SIGNAL-TO-NOISE RATIO (SNR) TESTS

An indirect way of measuring the nonlinearity of an A/D converter is to measure the distortion
components produced by the A/D converter when it is being fed by a pure sinusoidal waveform

signal. It is possible to do this because an ideal A/D converter would only produce quantization
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noise which is white, while a nonlinear A/D converter would produce not just the quantization
noise but also the distortion components at the harmonics of the applied sinusoidal input signal.
There are two ways to do this measurement. One obvious approach is to first convert the digital
output code of the A/D converter back into its corresponding analog signal using an extremely
linear D/A converter and then to look at the converted signal through a spectrum analyzer. A
better approach is to compute the distortion components directly in digital domain using Fourier
Transform techniques. Such digital SNR tests are typically obtained by running a DFT (Discrete
Fourier Transform) or an FFT (Fast Fourier Transform) on a sequence of stored digital output

codes of the A/D converter.

The main disadvantage of using the SNR tests is that no specific nonlinearity measurements
as a function of the digital output code of the A/D converter can be produced. This is because
there is an infinite number of possible kinds of nonlinearity that can have the particular distortion
components observed from the digital output codes of the A/D converter under test. However, the
main advantage of using the SNR tests is that very fast measurements can be done because usu-
ally only a few thousand samples of the digital output codes are needed as opposed to a few hun-
dred million samples for each code-density test. Correspondingly, the SNR tests do not suffer
from the amplitude drift problems associated with the code-density tests. The SNR tests, how-
ever, are sensitive to frequency drift in the input signal and sampling clock, as well as jitter in the

sampling clock. Therefore, a good test setup is important.

A plot of the output of the FFT tests from one of the prototype A/D converters for a full
scale sinusoidal input signal is shown in Figure 6.5.1. This plot is typical for all of the working
chips that have been tested so far. This plot is obtained from taking 2!5 digital output codes for

high plotting resolution in the frequency axis.

The above test was repeated for various input signal amplitudes and the results are summar-

ized in the plot of SNR vs. analog input level in Figure 6.5.2.
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Figure 6.5.1 FFT Plot for the Full Scale Input Voltage.

6.6. POWER SUPPLY REJECTION RATIO (PSRR) TESTS

The power supply rejection ratio is a measurement of the amount of the unwanted signal or noise

from the power supply line that gets through to the output of the A/D converter. These tests are

usually done by modulating the power supply line with a known signal such as a sinusoidal

waveform signal. The problem in performing this test is that it is hard to modulate the power

supply voltage since the impedance of the power supply is usually very low.
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To overcome the close to zero line impedance of the power supply, a circuit shown in Fig-
ure 6.6.1 is used. The advantage of such a circuit is that the output impedance of the test source
can be made much lower than if it has to drive the power supply line directly. Because of the
large number of decoupling capacitors used on the test board, however, the power supply rejec-

tion tests are limited to only tens of kHz.

Normally power supply rejection tests are done while the actual input of the A/D converter
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Figure 6.6.1 PSRR Test Set-Up.

is grounded. However, the PSRR result is usually incorrect, especially when an extremely large
PSRR is expected. This is because when the power supply feedthrough signal is smaller than that
of the smallest step of the A/D converter, the feedthrough signal component may not appear

depending on what exactly the input-referred offset voltage is.

To overcome this problem, the PSRR test is done by applying two separate input signals
that are different in frequency to the input path and to the power supply modulating circuit simul-
taneously, such as illustrated in Figure 6.6.2. The resultant digital output codes can then be pro-
cessed digitally using the same FFT techniques employed earlier. The power supply rejection
ratio can then be simply computed as the difference between the two main output signal com-
ponents. A sample plot of such a test is shown in Figure 6.6.3. Typically, the PSRRs for most of
the chips that have been tested fall in the range of between 50 to 60 dB at low (audio-range) fre-
quencies. Notice that when an extremely high power supply rejection is expected, it might be
necessary to scale the amplitude of the signal that is applied to the main input path to avoid its

distortion components to be accidentally mistaken as the power supply feed-through components.
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Figure 6.6.2 Simpler Technique to do PSRR Measurements.

6.7. INPUT REFERRED OFFSET VOLTAGE

The input referred offset voltage can be measured readily by applying an equivalent offset vol-
tage to the input of the A/D converter such that the time average of the digital output codes of the
A/D converter equals to zero. The fastest way to obtain the equivalent offset voltage is to recon-
struct and filter the digital output codes of the A/D converter and feed the filtered signal back to
the input of the A/D converter. A simplified block diagram of such a test setup is shown in Figure

6.7.1.

Another way to obtain the equivalent input offset voltage is to apply a DC voltage to the
input of the A/D converter and to adjust this voltage such that the code-density output of the A/D
converter (the histogram output) has symmetrical distribution around the zero code. However,
this approach is rather time consuming. We chose to use this approach nevertheless because it

requires a minimum number of additional components.

The typical input-referred offset voltages obtained from the prototype A/D converters are
skewed unexpectedly toward the negative side with a mean of -1 LSB and a standard deviation of

around 0.3 LSB. Out of more than 50 working chips that have been tested, none of them has
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Figure 6.6.3 FFT Plot of the PSRR Test.

positive input-referred offset voltage. This is rather surprising because the layout is very sym-
metrical in many respects. On the other hand, the low random distribution of the offset voltage
shows that the single shorting switch in the 1% stage S/H circuit and the auto-zero offset cancella-

tion circuits work as expected.
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6.8. NOISE MEASUREMENT

A similar method to that of the offset voltage measurements was used to measure the equivalent

input-referred noise voltage (excluding that of the inherent quantization noise) of the prototype

A/D converter. By slowly varying the DC voltage that is applied to the A/D converter, the code-

density distribution of the A/D converter can be tabulated. The standard deviation of a typical

noise distribution, that is the equivalent RMS input-referred noise voltage, is found out to be

about 150 pVolts .

As can be seen from the estimated noise data given in the previous chapter, the actual noise

performance of the prototype converter is slightly worse than expected. This is probably caused

by noise injected from on-chip digital circuitry such as the binary-to-linear decoding circuit and

latches for the comparators which unfortunately were laid out to use the analog on-chip power

supply.
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6.9. SUMMARY OF TEST RESULTS

Some of the above tests were performed at different frequencies and the results are summarized

in table 6.9.1.

Sampling rate 250 kHz
Differential nonlinearity +/- 0.5 LSB
Integral nonlinearity +/-1.5LSB

10 kHz 72 dB, +/- 1dB
Peak S(N+D)R

100 kHz 70 dB, +/- 1dB
Dynamic range 80 dB

DC 50-60 dB
PSRR

10 kHz 50-60 dB
Input referred offset -1LSB
Equivalent input noise 150 uV RMS
Power dissipation ; 15 mW
Area 3600 sq. mils
TEST CONDITIONS

o 25°

® 5V Single Power Supply
®* Vref=4/-2V

Table 6.9.1 Summary of Test Results.
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CHAPTER 7

CONCLUSIONS

The pipelined A/D conversion architecture has been shown to be of considerable interest because
of the promise of small-area utilization and low-power dissipation for implementing medium- to
high-speéd and high-resolution A/D converter functions. The two most salient features of the
pipelined architecture are: First, because of the inherent concurrency of the operations among the
individual pipelined stages, the conversion speed of a pipelined A/D converter is only limited by
the time needed to process the analog information in one stage. This time is usually determined
only by the opamp settling time. Second, because the number of stages of the pipelined A/D con-
verter increases ahﬁost linearly with the resolution, and because the area of the individual stages
is small, the pipelined A/D conversion architecture is suitable for implementing high-resolution

A/D converters. The important results obtained from this work are summarized next.

As shown in chapter 4, the optimum pipelined architecture depends on the target applica-
tions and the available technology. For applications that require absolute maximum conversion
speed, the optimum pipelined A/D converter implementation should employ stages that resolve
only 1 bit in each stage or 2 bits if digital-error con'ection-is used because the interstage amplifier
settles fastest when the interstage gain is minimum. For applications that only require somewhat
less conversion speed, the optimum pipelined A/D converter implementation should employ
stages that resolve around 3 bits in each stage because the overall area is typically at a minimum
under such a condition. In both cases, the sub-ADCs are assumed to be implemented using the
flash architecture. For applications that only require medium conversion speed, the optimum

pipelined A/D converter implementation should instead employ successive-approximation stages
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that resolve around 5 bits in each stage because even smaller overall area can be obtained this

way. The experimental prototype pipelined A/D converter is of the third category.

To desensitize the conversion to offset errors, digital-error correction is used in the proto-
type. Digital-error correction allows non-auto-zeroed comparators to be used without sacrificing
the resolution and linearity of the overall A/D converter. Digital-error correction also improves
the overall conversion speed because the comparators can be optimized for speed rather than for
accuracy and because A/D comparisons can be made without having to wait for the rest of the
analog circuitry to settle to a high accuracy. Digital-error correction also removes the effects of
uncanceled opamp offset voltage on the linearity of the overall A/D converter. In summary,
because of the use of digital-error correction, the resolution and linearity of the overall A/D con-
verter are limited only by the linearity of the sub-DACs and the accuracy of the interstage
amplifiers.

To reduce the effects of these remaining error sources, reference-feedforward correction can
be used. This correction technique can significantly reduce the effects of the sub-DAC nonlinear-
ity and interstage gain error on the overall resolution with only a slight increase in the overall
area and with at most a factor of two reduction on the conversion speed. The linearity of a pipe-

lined A/D converter that uses the reference-feedforward correction, however, is still limited by

the linearity of the sub-DAC:s, especially that of the 1¥ stage.

To improve the achievable linearity, an improved layout technique is therefore needed. A
twisted capacitor layout structure has been used successfully in the experimental prototype pipe-
lined A/D converter to achieve this goal. Even with a total input sampling capacitor value of less
than 5pF and with small dummy capacitors, an overall linearity of close to 12 bits has been
achieved repeatedly from three separate fabrication runs. An even better linearity would have
been attainable if the residual systematic matching errors on the unit capacitors at the boundary of

the input capacitor array could have been reduced.
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One important observation that should be noted here is the extremely good matching seen
between half of the capacitor array and the other half. As can be seen from the integral nonlinear-
ity plot in the previous- chapter, the observed matching accuracy would allow the realization of
extremely fast 12-bit pipelined A/D converters using single-bit stages that employ the improved
interstage amplifier configuration shown in chapter 3. More extensive experiments on different
processing lines are needed, however, to confirm that it is indeed possible to attain such high
linearity based on component matching alone when the capacitors are laid out using the twisted

arrangement and when the capacitors are grouped into two halves.
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