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ABSTRACT

The echo problems associated with loudspeaker telephones can be categorized as far-end

talker echoes and near-end talker echoes. The operational difficulties due to these echoes are dis

cussed and solutions are described. Among the various solutions are voice switching, echo can

cellation, and multimicrophone reception. By comparing the operation and the limitations, the

echo cancellation techniques appear to be a potential candidate for low-cost methods.

The requirements for eliminating far-end talker echoes in typical rooms were considered

and an acoustic echo cancelcr isproposed. The acoustic echo cancelcr uses a 1000 tap transversal

filter with floating point data representation (5 bit mantissa, 1 bit sign, and 3 bit exponent.) The

trade-offs between performance and complexity were studied. The effects of the imperfections in

A/D and D/A conveners on the performance ofthe echo cancelcrs were examined. An implemen

tation scheme that will fit in a singleIC chip is described.

To show the feasibility of this scheme, a 1000 tap adaptive acoustic echo canceler occupy-

ing 28 mm of die area in 3 urn CMOS was designed and fabricated. The experimental results

show 27dB echo reduction being achieved after 1second ofconvergence time.
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CHAPTER 1

INTRODUCTION

Voice communication through telephones has long been an important part of the social life

because it offers audible andspontaneous interactions betweenthe participating parties. How

ever, telephone conversation using a handset forces the user to hold on to the handset. The

loudspeaker telephone was designed to free theuserfrom the constraints imposed by ahandset

telephone.

1.1 Motivations

The loudspeaker telephone has become an important piece of office equipment because

it provides the user the convenience of hands-free telephone conversation. This feature is par

ticularly useful in the upcoming age of the Integrated Service Digital Network (ISDN.) The

ISDN technology is expected to provide its subscribers various communication media such as

voice, image, and data. A subscriber can communicate with another through the voice channel

while at the same time exchange personal data and images. For example, they can refer to the

same graph or text in their voice communication. As a result, hands-free voice conversation is

critical because the subscribers can better use their hands for typing on a keyboard to send

data or pointing to a common figure.

As corporations continue to seek cost reduction and efficiency improvement, telecon

ferencing is becoming an attractive alternative to business travel. Perfecting the teleconfer

ence environment is a challenging task for today's communication experts. Because the

teleconference is hands free by nature, it will benefit from the same technology that is
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available in a loudspeaker telephone. The differences lie in the desired degree of perfection

and the amount ofmoney to spend on improvement

Loudspeaker telephones are far from perfection. Common complaints include a talker

hearing his own speech, half-duplex conversation (with voice switching), background noise

chopping (also with voice switching), and barrel-like echoes. The acousticcoupling between

the loudspeaker andthe microphone is amajoroperating difficulty in a loudspeaker telephone.

Although voice switching (which allowsonly one direction of transmission at any given time)

presents a low-cost method to decouple the acoustic feedback, it also creates additional prob

lems such as chopping of speech and background noise.

Echo cancellation techniques, which are very effective in other areas of application, are

a potential candidate for improving the quality of loudspeakertelephones. However, the com

plexity of a direct implementation of an echo canceler to be used in an acoustic environment

makes it unfeasible in a single IC chip even in today's technology.

More understanding of the problem is needed,so that the engineering trade-offs can be

established. By carefully balancing the performance and the complexity of an acoustic echo

canceler, we hope to bring about a feasible and cost-effective solution. One of our objectives

in this project is to demonstrate an appropriate integrated circuit design from a system per

spective. As the level of system integration (into an IC chip) increases, conventional circuit

optimization alone is not sufficient One of the purposes in this project is 10 demonstrate how

various levels in the design process can be combined to servethe same objective - a low-cost

and effective method. In particular, the criteria for designing an acoustic echo canceler to

remove the far-end talker echoes (defined in Chapter2) areestablished. Techniques to realize

a single-chipacousticecho cancelerare illustrated through the designof a prototypechip.



1.2 Thesis Organization

This thesis begins with a detailed examination of the echo problems associated with a

loudspeaker telephone. Various techniques to cope with these problems are presented in

Chapter 2, with special attention to their performance limitations and/or implementation

difficulties. An adaptive acoustic echo canceler in a single IC chip is chosen as a low-cost

solution. Its functional requirements are described in Chapter 3. The purpose is to determine

the minimum performance requirements and to allow compromises between the performance

and the complexity. These compromises are then exploited in the design considerations

described in Chapter 4. Analysis and computer simulations are used to examine the various

design issues. Chapter 5 describes the design of a single chip acoustic echo canceler. A struc

tured design process and acoordinated design environment are the keys to asuccessful imple

mentation. Architecture and circuit design techniques are also addressed inChapter 5. Experi

mental results are presented. Conclusions from this project are summarized in Chapter 6,

along with some suggestions on future work ontherelated topics.
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CHAPTER 2

ECHO PROBLEMS AND SOLUTIONS

IN LOUDSPEAKER TELEPHONES

Echo problems have long been associated with loudspeaker phones [1,2]. A detailed study

shows that the echo problems can be divided into far-end talker echoes, near-end talker

echoes, and distant talking (Section 2.1.) One solution (the one in use nowadays) to the prob

lem of far-end talker echoes is to use voice switching. Its operation and limitations will be

discussed in Section 2.2. Section 2.3 presents the application of acoustic echo cancelers as a

potential alternative. The reductions in near-end talker echoes are the subject of Section 2.4.

The differences in applying echo cancellation techniques to the far-end talker echoes and the

near-end talker echoes are identified. An inverse filtering technique will be proposed to

remove the near-end talker echoes. One common requirement is the need of an adaptive

transversal filterwith large number of taps.

2.1 Impairments In Loudspeaker Telephones

Figure 2.1 is a simplified diagram of a loudspeaker telephone connection, which con

tains a "two-wire" segment at the left side and a "four-wire" segment including the

loudspeaker and the microphone on the right. In the two-wire portion of the connection, both

directions of transmission are carried on the same wire pair. Joining the loudspeaker, the

microphone, and the two-wire link is a hybrid, H. The hybrid performs a conversion from

four-wire to two-wire. It is a nonreciprocal device that sends the transmitted signals from the

microphone to the two-wire telephone line and directs the received signals from the telephone



telephone
line

H

loudspeaker

microphone /P

Figure 2.1 - Blockdiagram of a loudspeaker telephone connection

line to the loudspeaker. An ideal hybridallows the microphone signal to be transmitted to the

two-wire line without being fed to the loudspeaker and the received signal to be routed to the

loudspeaker without any loss. An electronic hybrid will be described in the next section. For

reference purposes, the person using the loudspeaker telephone is the near-end talker and the

person at the other end of the connection is the far-end talker.

The speech of the far-end talker is acoustically radiated by the loudspeaker. It can

bounce back and forth between the walls of the room and the furniture and can be picked up

by the microphone and be transmitted back to the far-end talker as a far-end talker echo. This

far-end talker echo can bevery annoying because it causes the far-end talker to hear adelayed

version of his or herown speech. On the other hand, the microphone not only picks up the

direct sound of the near-end talker but also reverberant sound reflections (the dashed lines in

Rgure 2.1.) These sound reflections are near-end talker echoes. The energy of the direct

sound decreases proportionally to the square of the separation distance. Higher gain (which
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also boosts the ambient noise) is required with increasing separation resulting in reduced

signal-to-noise (S/N) ratio.

2.1.1 Singing and Stability Problem

The loudspeaker telephone connection of Figure 2.1 is illustrated in further detail in Fig

ure 2.2.

x(t)+s(t)

telephone
line

*4

to central
office

loudspeaker

; l.

D '
!?

microphone

Figure 2.2 - Functional diagramof a loudspeakertelephone connection

An electronic hybrid is implemented by Ru R2, ZB, ZL, and a subtractor. The transmitting

amplifier (GT) is designed so that the signal level delivered to the central office is compatible

to that delivered by ahandset telephone. The transmitting gain GT is usually fixed for a given

nominal talking distance [1]. The receiving amplifier (GR) with a variable gain for volume

control produces the needed signal level to drive the loudspeaker. Although the receiving

amplifier and the subtractor are shown separately in Figure 2.2, they can be implemented with



a single differential amplifier. The transformer isolates the loudspeaker telephone from the

telephone line.

The near-end talker signal (picked up by the microphone and amplified by Gt) passes

through a voltage divider with resistance Ri in series with the impedance Z&. The voltage at

the center of this divider is the far-end talker signal x(t) plus the near-end talker signal s(t).

To prevent this near-end talker signal from leaking to the loudspeaker, a second voltage

divider with resistance R2 and a balancing impedance Zb generates a replica s(t). This replica

is then subtracted from the signal across the transformer (x(t) + s(t).) The purpose of Z* is to

match the transfer functions of the two voltage dividers, which is given by

Rx +2l ~ R2+Zb (2.1)

If equation (2.1) is anexactequality (forexample Ri =R2 andZl =ZB), the replica §{t) will be

the same as s(t) and no component of the near-end talker signal will appear on the

loudspeaker. However, the impedance Zl depends on the detailed characteristics of the sub

scriber loop (such as line gauge, length, bridge taps, and distant termination), which varies

from one subscriber loop to another. The choice of the balancing impedance Zb is, therefore,

a compromise. Consequently, the attenuation (LH) of the feedthrough near-end talker signal is

about 6 dB to 10 dB. The air-path loss from the loudspeaker to the microphone (JLA) depends

on the separation between the loudspeaker and the microphone, their directivities, and the

acoustics of the ambient objects.

Singing will occur if

GT + GR>L„+LA (2.2)

Because there are electrical signal and acoustic signal in the loop, the gains Gt and GR in

equation (2.2) take into account the sensitivities of the microphone and the loudspeaker [3].

Solutions to prevent singing include reducing GT or GR (voice switching in Section 2.2) and

increasingLA andLh (echo cancellationin Section 2.3.)



2.1.2 Far-End Talker Echoes

Because of the acoustic coupling betweenthe loudspeaker and the microphone, the far-

end talker will receive a delayed (hopefully attenuated) replica of his own speech as far-end

talkerechoes. Since they have been delayed by a round trip (as much as 1 secondif via satel

lite), they are very annoying. In some cases, the far-end talker echoes can carry the far-end

talker to the point of temporary stuttering. This phenomenon is analogous to one talking to

oneself in a tunnel.

2.1.3 Reduced Signal-to-Nolse (S/N) Ratio

In free space, the magnitude of the received sound pressure decreases proportionally

with increasing separation between the receiver and the transmitter. For a loudspeaker tele

phone user withatalking distance of 18 to 21 inches (as opposed to the 1 inch talking distance

of ahandset user), an additional transmitter gain of 25 dB (20 * log 18 =25) is needed to pro

duce a compatible signal level to that delivered by a handset telephone. This magnitude of

insertion gain has been reported in [1]. The amplification notonly increases the energy of the

direct and the reverberant speech signal, but also raises the power of the ambient noise. As a

result, the signal-to-noise ratio is reduced with increasing separation distance between the

near-end talker and the microphone. With a handset, this is hardly a problem because the

speech reaching the transmitter is much louder than the ambient noise reaching the

transmitter, andthe localnoise at the receiving end is usually larger thanthe transmitted noise.

Lochner andBurger [4,5] have measured the syllable intelligibilityof speechas a func

tion of the speech level and the noise level. Their results are presented in Figure 2.3. The

quantitative measure of the speech intelligibility was obtained by counting the number of

discrete speech units correctly recognized by a listener. The procedure consisted of an
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Figure 2.3 - Speech intelligibility as a functionof speech levels and noise levels

announcer reading out listsof syllables, words, or sentences to oneormorelisteners. The per

centage of items correctly recorded by these listeners was taken as a measure of the speech

intelligibility. The masking noise was random noise filtered to give the same energy spectrum

as that of the speech used in the tests. Each curve in Figure 2.3 corresponds to a constant

intelligibility value. For a talking distance of 1.5 feet, the speech level is about 70 dB

SPL* [2]. To obtain 100% intelligibility, the ambient noise should be no more than 60 dB

SPL. Fortunately, the noise levels in the frequency range from 250 Hz to 4 kHz in a

* SPL is a relative sound pressure level in dB compared to a fixed standardized reference level (2x10"5
NewtonAn2) which isroughly the hearing threshold ofhuman ears at 1kHz.
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"moderately noisy" environment are less than 60 dB SPL [6]. However, for ambient noise

above 60 dB SPL, the transmitted noise rapidly becomes very objectionable even when the

talking distance is a mere 1.5 feet [1].

2.1.4 Near-End Talker Echoes

Because of the reverberant character of a room, the direct sound and the near-end talker

echoes are mixed and transmitted to the far-end talker. Maximum talking distance with no

noticeablereverberation to the far-end talkerhasbeen reported by Emling [7].

Talking Distance (inches)

w

80

60

40

20

10

8

6

4

2

1

40 100 200 400 1000 2000 4000 10,000

Room Constant, R

Figure 2.4 - Maximum talking distance without noticeable reverberation to the far-end talker

His result is shown in Figure 2.4, which describes the relationbetween the room constant (R)
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and the talking distance at which reverberation becomes noticeable (the point at which the

energy of the near-end talker echoes is 10 dB below the energy of the direct sound.) Room

constant R is defined by

*=t^t (2-3)
where a is the average absorption coefficient of the reflecting surfaces and S is the total sur

face area in ft2. Therefore, the room constant reflects not only the acoustic properties of the

room but also the size of the room. Rooms with smaller room constants are more reverberant

For most offices, the room constant ranges from 100 to 2000. For a perfect anechoic room,

the room constant is <».

The subjective perception of the transmitted reverberation depends on the relative delay

between the direct sound and theechoes. For early echoes, theeffect is predominantly spectral

coloration (changing the speech spectrum) giving the speech a hollow quality (barrel effect.)

The later echoes are typically due to multiple reflections from the walls, are weaker in magni

tude, and are perceived as distinct echoes [8]. To illustrate the spectrum shaping due to the

early echoes, consider a situation where there is only a single echo following the direct sound.

Assumethe sound source emits a signal, s(t). The microphone picksup the direct sound and a

reflection of the sound delayed by T seconds and attenuated by a factor of e-** (more attenua

tion loss for longer delays.) Thereceived signal, sm(t)% is given by

sm(t) = s(t) + e-«Ts(t-T) (2.4)

The Fourier transformof the received signalis

£»(©) =5(co) (1 +e-* e-'"T) (2.5)

The spectrum of the source signal is distorted by the filter factor 1+e-*7 e-J*T. Figure 2.5(a)

shows an average long-time power density spectrum for continuous speech by agroup of male

speakers [9]. The power density spectrums of the received signal (equation (2.5)) are shown

in Figures 2.5(b) and 2.5(c) for two values of T. For smaller values of T (early echoes), the
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Figure 2.5 - Speech spectrum: (a) long-time average, (b) &(c) with single reflection

separation between peaks and valleys are wider, but the depthes are deeper. For larger values

of T (later echoes), the peaks and the valleys are denser and shallower. Because the later

echoes result from multiple reflections, they usually cluster together. Therefore, the spectrum

shaping due to later echoes tends to average out. It is the distinct early echoes that contribute

more to the spectral coloration of the received signal. The perceptual effect of this distortion

is to produce a hollow-sounding speech.
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2.2 Voice-Switched Loudspeaker Telephones

A voice-switched loudspeaker telephone continuously compares the transmitted and the

received signals and produces higher gain in the channel (transmit or receive) with the

stronger signal level [2,10,11]. Substantial insertion loss is introduced in the idle channel,

which essentially provides two one-way telephone circuits with only one of them being

activated at a time. Therefore, the far-end talkerechoesare eliminated andthe singingmargin

is increased. If a communication channel allows only one direction of transmission (although

the direction can be reversed) at any given time, the communication is in the "half-duplex"

mode. The operation and the limitations of voice switching will be discussed in the next two

subsections.

2.2.1 Principles of Operation

A simplified diagram of a voice-switched loudspeaker telephone is illustrated in Figure

2.6. A transmit variolosser, TVL, and a receive variolosser, RVL, provide the needed inser

tion loss depending on whether the circuit is transmitting or receiving. The control circuit

decides the amount of loss to be introduced based on the relative levels of Vn, VT2t VRU and

V>2 (threshold detectioa) In other words, the introduction of insertion loss is switched

between the transmitting channel and the receiving channel. This switching mustbe done in a

smooth manner without noticeable clipping of the speech syllables, line noise, and room

noise. Therefore, the control circuit is carefully designed for both its transient response and its

steady-state response.

To account for the different levels of room noise, automatic variation in the switching

threshold is necessary to avoid blockingthe received channel. A noise level detection circuit

is designed to give very little response to fluctuating signals. (Unlike noise, the speech signal
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Figure 2.6 - Functional diagramof a voice-switched loudspeaker telephone

shows a rapidly fluctuating characteristics.)

2.2.2 Limitations

There are three key limitations in a voice-switched loudspeaker telephone: (a) half-

duplex communication, (b) switching background noise, and (c) occasional incorrect switch

ing.

The ability to talk and listen simultaneously is impaired because, in principle, voice-

switched loudspeaker telephones are "half-duplex" systems, in which the line must be "turned

around" each time signal goes the other way. Therefore, a loudspeaker telephone user is

required to waituntil the other party is completely finished before beginning to speak. Failure

to waitusually results in cutting off the first part or the last part of whatwas said because the

switching time cannot be made with perfect accuracy. Unfortunately, interruption is an

integral part of a conversation. Brady [12] studied the on-off speech patterns in 16experimen-
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tal telephone conversations. Each conversation lasted about 7 minutes to 10 minutes. His

results showed a 20% probability for one talker to interruptthe other. As a result, most people

find this "half-duplex" conversation objectionable because of the frequent need of repeating.

Although the channelgains areswitchedin response to increases in speech energy, some

duration of gainhangover afterdecreases in speech energy is needed. The speed of switching

andthe duration of hangoverare usuallydesigned to minimize clippingof the initial syllables,

final syllables, and, sometimes, weaker syllables of a speech burst [2]. However, the switch

ing is still objectionable because of the changes in background noise and room reverberation.

The riseand fall of the transmitted background noiseoften results in the "swishing" effect.

If there is a sudden increase in the ambient noise level, the loudspeaker telephone may

incorrectly switch direction causing an unintended interruption of the far-end talker. It is also

possible that the room reverberation may incorrectly switch the direction of transmission

whenever the far-end talker pauses, resulting in the far-end talkerreceiving a burst of room

reverberation [11].

2.3 Echo Cancellation to Remove Far-End Talker Echoes

The operational impairments of singing and far-end talker echoes in loudspeaker tele

phones are all due to the acoustic coupling between the loudspeaker and the microphone. If

we can quantitatively characterize the physical path between the loudspeaker and the micro

phone, we can electronically synthesize a replica of the far-end talker echo. The replica can

then besubtracted from the signals picked upby the microphone and the acoustic coupling is

effectively removed. The most common assumption in this technique is that the echo path

from the loudspeaker to the microphone is linear and, therefore, completely specified by its

impulse response. The validity of this assumption is supported by the fact that atmospheric

pressure is roughly 194dB SPL while the threshold of pain to humanhearing is about 120dB
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SPL [13]. Consequently, at typical speech level, the nonlinearity of speech sound propaga

tion throughthe airandinto the microphone canbe ignored.

2.3.1 Principles of Operation

Since discrete-time techniques are more suitable for integrated circuit implementation

than continuous-time techniques, we only consider discrete-time echo cancelers here. The

echo path of the far-end talker echoes is modeled as a linear system with sampled impulse

response hi. Giventhe speech samples, x(n), the resultant far-end talkerecho, y(n), is

i=\
y(n)= V hxQi-i)

where the impulse response of theecho path isN samples long.

x(n) x(n-1)

ii » ,-1

C0(n)-HX) C^rO-Mg)

y(n) 1 _
«(") A. y(n)

x(n-N+1)

— * z-1

cN.l<n>"HX)

od

£ O
7?

Figure 2.7 - Acoustic echo canceler to remove far-end talker echoes

(2.6)

echo

path

An acoustic echo canceler is an adaptive transversal filter (Figure 2.7) that generates the

replica of the far-end talker echo. The replica is then subtracted from the microphone output.

If the coefficients of the transversal filter are the same as the sampled impulse response from
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the loudspeaker to the microphone in a room, the generated replica will be the same as the

far-end talker echo. The output of the transversal filter, which is the replica, y(n)t is calcu

lated from the following convolution sum:

?<«)=% **(n-i) (2.7)
where c,'s are the coefficients of the transversal filter. The coefficients are adapted by a feed

back loop to match them with the sampled impulse response of the echo path. The residual

far-end talker echo, e (n), after cancellation is

e(n) = y(n)-y(n) (2.8)

2.3.2 Implementation Difficulties

The requirements of acoustic echo cancelers differ from those of other echo cancelers in

that the acoustic echo impulse response is long (in the range of .2 to .3 seconds for typical

rooms) and the dynamic range of input signals is large (40 dB or more).

A brute force implementation would require more than 1000 taps for typical office

environment and 13bits to encode data and coefficients. A straightforward design for a digi

tal signal processor that would meet these specifications is too complex to be implemented in

a single VLSI chip, at least in the near future.

In other parts of this thesis we will try to exploit the echo cancellation technique for

removing the far-end talker echoes in loudspeaker telephones and to establish the engineering

trade-offs between the performance and the complexity in the implementation of an acoustic

echo canceler. Our goal is to show the feasibility of asingle chip solution in implementing the

acoustic echo canceler.
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2.4 Equalization to Alleviate Near-End Talker Echoes

As pointed out in Section 2.1, there are two kinds of echoes in loudspeaker telephones:

(a) the far-end talker echo and (b) the near-end talker echo. Although the generation mechan

ismis the same for both types of echoes, the echo canceUation technique used in the previous

section (to reduce the far-end talker echoes) cannot be directly applied to the removal of the

near-end talkerechoes. Forthe far-end talker echoes, the source of originis the far-end talker

signal, which is available in a loudspeaker telephone unit On the other hand, the near-end

talker signal is already mixed up with the near-end talker echoes when it is picked up by the

microphone. The echo cancellation technique described in the previous section, which needs

the original signal to synthesize the echo replica, is not directly applicable to the elimination

of near-end talker echoes because of the lack of a reference source (the direct sound of the

near-end talker.)

Several methods to cope with the problem of near-end talker echoes will be reviewed in

Section 2.4.1. These methods all require more than one input for reception (multimicro-

phones) and complex signal-processing algorithms. In Section 2.4.2, an inverse filtering

scheme to equalize the near-end talker echoes is proposed. Some design issues are discussed

but only the required long impulse response predictor (identical to the acoustic echocanceler)

is realized in this research project

2.4.1 Previous Work

It has been recognized that the perception of room echoes canbe categorized into early

echoes and later echoes [8]. The early echoes are generally due to single reflections from

nearby objects surrounding the talker or the microphone and have the effect of shaping the

speech spectrum (characterized by peaks andvalleys) giving the speech hollow-sounding. The
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later echoes usually experience multiple reflections from the walls of the room (therefore,

weaker in sound level than the direct sound) and are perceived as distinct echoes. These

characteristics in early echoes and later echoes are exploited by Flanagan et al. [14] and Allen

et al. [8] to reduce the room echoes.

Multlmlcrophones with Polling

Flanagan's method requires two or more microphone inputs and is aiming at reducing

early echoes. Because the early echoes cancel out some frequencies (corresponding to valleys

in the received speech spectrum) depending on their relative delays, these specific frequencies

which are canceled are different from one microphone input to another. Each microphone

input is filtered by a filter bank occupying contiguous frequency ranges. (See Figure 2.8(a).)

Within each frequency range, the microphone input that has the greatest energy is chosen for

that frequency band. The microphone input that has the largest energy in a particular fre

quency range among all microphone inputs is least affected by the echoes that contribute to

the nulls in that frequency band. Therefore, the combined output shows less coloration than

any of the individual microphone input (See Figure 2.8(b).) This method has been successful

in situations that have only a few prominent echoes. However, its effectiveness is doubtful in a

real room, which often contains laterechoes. Foranecho with 50 ms delay, the bandwidth for

each filter in the filter bankwould have to be lessthan 20 Hz, whichwould result in impracti

cal number of filters for integrated circuit implementation.

Multlmlcrophones with Cross Correlation

An improved method was later presented by Allen et al. [8]. This method also requires

two or more microphone inputs and each microphone input is again divided into several fre

quency bands using filter banks. Their assumptions are the early echoesreceived by the mul-

timicrophones being correlated while the later echoes being uncorrelated. Within each fre

quencyband, the microphone inputs are phase corrected (to account forthe relative delay) and
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Figure 2.8 - Amplitude response of two microphones and the synthetic output

added to reduce the early echoes. This procedure is similar to the previous method (selecting

the input with the greatest energy). After the "cophase and add", a gain adjustment is per

formed based on the cross correlation betweenthe microphone inputs in that particular band.

Therefore, the gain adjustment suppresses the later echoes (uncorrelated). Figure 2.9 outlines

the process of this method. The results appear to be very effective, but the numberof compu

tations is quite substantial.

Microphone Array

Because the near-end talker echoes do not necessarily come from the same direction as
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the direct sound, a steerable directional microphone can reduce the near-end talker echoes. A

microphone array consisting of several microphones with variable delays provide a spatial

discrimination on the reception of the incoming signal, (see Figure2.10)

jQ jO jD
# # #

out

Figure 2.10 - Configuration of microphone array

D
S

Because signals arriving at the microphones may be in phase or out of phase depending on

their relative delays, controlling the variable delay can steer the beam of reception to the
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desired direction. Flanagan et al. have analyzed a linear microphone array for its beamwidth

andusablebandwidth [15]. For signals in the frequency range of 300 Hz to 3300 Hz, eleven

microphones with .22 ft separation are needed. Furthermore, a robust beam finder must be

designed tocapture the direction ofthe direct sound. The complexity ofthe microphone array

system makes it more attractive for a high quality teleconference system than a low-cost

loudspeaker telephone.

2.4.2 Adaptive Equalization

All the solutions cited in the previous section use two or more microphone inputs. For

one microphone input, it takes some kinds of equalization to remove the near-end talker

echoes. We believe that the use of training signals and the inverse filtering byexploiting the

underlying model forspeech production are two plausible approaches. In the following para

graphs, the concepts behind these two approaches will be discussed. Both of them rely on a

commonrequirement - a long impulseresponse adaptive filter.

Use of Training Signals

The training signals can be transmitted bya small sound emitter. The loudspeaker tele

phone users are required to transmit the training signals when they first start theconversation

or when they move to a new talking location. The transmitter (best positioned near the mouth)

will send out a known training signal to the microphone. Anadaptive equalizer will use this

signal to adapt its coefficients. Figure 2.11 shows the arrangement of the adaptive equaliza

tion based on training. A pre-filter is needed to equalize the frequency response of the

transmitter and the microphone. A desirable training signal is a binary pseudo-random

sequence such as the modulo 2 division by the polynominal 1+X3+X20 (Figure 2.12.) After

the training period, theequalizer holds the coefficients until thenext training takes place. The

equalizer can be realized by an adaptive transversal filter.
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Inverse Filtering Based on Speech Production

Thepurpose of equalization is to reverse the signals to the form before they are degraded

by the transfer function between the talker and the microphone. However, the exact form of

theanechoic signals is notknown in advance because thedirect sound hasbeen mixed up with

the echoes when they are picked upbythe microphone. Fortunately, the model of speech pro

duction (Figure 2.13(a)) provides a good reference to theoriginal form of the speech signals;

namely, quasi-periodic pulses for the voiced sounds and white noise for the unvoiced sounds.

The filter H(z) models the function of the vocal tract. The desired information is contained in

the gain G and the coefficients a,, l<i<m, where m is typically in the order of 10 to 15. The



pulse
train

voiced

\

unvoiced

white
noise

excitation

y(V

-24-

H(z) =
m i

all-pole
vocal tract model

(a)

F(z) = 1- Tfiz-i

all-zero

analysis filter

(b)

Figure 2.13 - LPC speech modelingand analysis
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extraction of these coefficients (slowly varying with time) from the inputspeech waveform is

the core of the linear predictive coding (LPQ analysis. Because the vocal tract filter is

represented by anall-pole filter, the analysis filter is an all-zero filter (Figure 2.13(b)).

Figure 2.14 shows two voiced speech waveforms. Waveform (a) is recorded with the

microphone placed close to the speaker such that the echoes are much smaller than the direct

sound. Waveform (b) is obtained by convolving wavefonn (a) with an impulse response

representing the transfer function between the microphone and the speaker (separated by 2

feet) in a room of size 10x15x12.5 feet. The conjecture is that at the beginning of voiced

speech (proceeded by silence or unvoiced speech), the contribution of echoes from the prior

sounds is minimal. Therefore, the pitch period and the LPC spectrum (that of the vocal tract



-25-

•»V>JVMrt>«»VM

Figure 2.14 - Speech waveform: (a) anechoic, (b) reverberant

filter) can be accurately estimated. (See Figure 2.14(b) for distinguished pitch pulses in the

beginning.) After that, although the speech waveform is "contaminated" by echoes, the LPC

spectra remain similar between the anechoic speech and the reverberant speech. An LPC

analysis on the speech waveforms shown in Figure 2.14 is performed at two locations: one at

the mid-points of the waveforms and the other at approximately a quarter total length from the

beginning. The size of the windows in the LPC analysis is 20 ms and the order of the filter is

12. The LPC spectra of the anechoic and the reverberant waveforms in these two windows are
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shown in Figure 2.15. The close resemblance of these LPC spectra suggests that the vocal

tract filter coefficients can still be extracted even in a reverberant environment.

Based on these conjectures, an inverse filtering to equalize the transfer function between

the microphone and the speaker is plausible. An equalization system is proposed in Figure

2.16. The speech production is illustrated by an excitation source (pulse train for voiced
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speech and white noise for unvoiced speech) and an all-pole vocal tract filter. The transfer

function between the speaker and the microphone is represented by a filter, R(z). The LPC

analysis extracts the filter coefficients and the pitch period. Because the early part of voiced

speech is less affected by echoes, the pitch infonnation estimated in this period is used in the

complete voiced sound but no more than a certain limit to account for the change in pitch

period due to anew sound. If the adaptive filter, -jJ^y, is exactly the inverse of the room

filter, /?(z), the resultant signal after V(z) will be either a pulse train or white noise. The

inverse filter is implemented by an adaptive transversal filter to assure stability. The

coefficients of the transversal filter are adapted by a feedback loop to minimize the error.

Adaptation is allowed only when there is indisputable estimation on the pitch period. Best

results areobtained at the beginning of a sentence or a word.

There are many questions to be answered before the system is usable. For example, a

quantitative criterion for enabling the adaptation is needed. If, after further study, the above

scheme is useful, along impulse response adaptive transversal filter is required. Therefore, for
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themoment, this research is concentrated onthe acoustic echo canceler (alongresponse adap

tive filter) to remove the far-end talker echoes.
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CHAPTER 3

REQUIREMENTS OF ACOUSTIC ECHO CANCELERS

The requirements of acoustic echo cancelers differ from those of other echo cancelers in that

the acoustic echo impulse response is long (in the range of .2 to .3 seconds fortypical rooms)

and the dynamic range of the input signals is large (40 dB or more). To efficiently design an

acoustic echocanceler, acareful examination of major design parameters is necessary. Within

this context, the length of the process window(related to numberof taps) and the amount of

echo reduction are two critical criteria. The process window is a time frame within which the

echoes can be eliminated. It is determined by the reverberation time of the room where a

loudspeaker telephone is used. As for the required echo reduction, it depends on the signal

levels of boththenear-end talker and the far-end talker. Section 3.1 briefly reviews the sound

propagation in aroom. The results are characterized by the reverberation time (T60) and an

exponentially decayed average impulse response. Section 3.2 uses these results to setup acri

terion of choosing appropriate length for the process window. Section 3.3 examines both the

objective and the subjective factors in theselection of the required echo reduction.

3.1 Room Acoustics of Sound Propagation

The sound propagation in a room follows the law of the wave equation (subject to cer

tain boundary conditions):

*f-7*%£ (3-D
However, a solution to equation (3.1) is usually complicated and lends little help in establish

ing the requirement of the process window of an acoustic echo canceler. An image method
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has been proposed and shown to be the same as an exact solution for a lossless rectangular

room [16,171.

3.1.1 Image Model for Sound Reflections

A single point source of sound in free space emits a sound wave whose pressure at any

location is inversely proportional to the distance from the point source. For sound propaga

tion in a room, becausethe normalvelocity of a rigid wall is zero, the boundarycondition can

be satisfied if an image source (relative to the rigid wall) is placed symmetrically at the other

side of the wall. Therefore, the sound reflection from a rigid wall is similar to the optical

reflection from a mirror, wherea symmetrical image is established. Like the optical reflection

in a rectangular room with its six walls covered by mirrors, each image is itself imaged. The

image method calculates the transfer impulse response from one point to another in a room by

exciting the point source and all its images simultaneously.

Consider a room of size Lx, L,, and L\. The talker is at location (xyy ,z) and the micro

phone (assumed to be an ideal omnidirectional point receiver) is at Ce'y,z'). Each reflected

sound wave is considered as emitted by an image source at:

Rp,isn* =(2/ Lx±x,2m Ly±y,2nLt±z)

where /, m, and n are integers suchthat-«></, m,n<«> and p represents the eightpossible per

mutations over ± (see Figure 3.1.) The transfer impulse response from the talker to the micro

phone is:

where Opj^^ is the distance between the microphone and the image source Rp,i^^ and c is

the speed of sound.

If the walls of a room are not rigid, only portions of the incident sound wave will be
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Figure 3.1 - Two-dimensional images expansion. The solid box is the original room.

reflected by the walls. A wall reflection coefficient p can be introduced to account for the loss

in pressuremagnitude after each sound reflection. Therefore, equation (3.2) becomes:

*«)=£ SPxl"-^1 jW fcl'—W P,2lml 0,1 ""'Ml Px2lnl

3.1.2 Echo Response in the Average Sense

§(t- P*"*)

where r(p), s(p), and t(p) are either0 or 1 depending on the permutation p. The p's are the

pressure reflection coefficients forthe six walls with the index 1 referring to the walls adjacent

to the coordinate origin and the index 2 to the opposing walls. The superscripts of the p's

denote the number of reflections by that particularwall.

(3.3)

In geometrical room acoustics, the concept of a sound wave is replaced by the concept of

a sound ray. Using the image model, the sound source and its images generate impulses of
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equal strength at the same time. In the time interval from / to t+dt, the received sound

reflections are generated by mirrorimages whose distances from the microphone are between

ct and c {tHit). Therefore, the mirror images are located in a spherical shell with a radius ct

and a thickness c dt (see Figure 3.2.)

Figure3.2 - Mirror sound sources fora rectangular room. The solid box is the original room.

Because there is one mirror image per room volume (V), the number of mirror images that

contribute to the received sound reflections between time / and time t+dt is

_ 4k (ct)2cdtdNr =^icg. (3.4)

If the average number of wall reflections per second is n and the absorption coefficient of

sound intensity is a (a= 1-p2),these reflectionswill attenuate by

(l-a)s=e »k(i-a) (3 5)

Because the sound pressure decreases proportionally to the distance (equation (3.3)), the
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sound intensity (energy) decreases proportionally as (ct)~2. The received sound intensity

between time t and time t+dt is (neglecting the attenuation by absorption in air)

Therefore, the sound intensity at time t is

ECO^oe"0"00 (3.7)

Equation (3.7) demonstrates that the average trajectory of sound intensity following an impul

sive sound source is an exponentially decayed curve. The average number of wall reflections

per second, n, is shown to be [16]

*-*<l£-+£+£>-# <38)
where S is the surface areaof a rectangularroom.

3.2 Reverberation Time and Process Window

Reverberation time is a parameter commonlyused in the acoustic design of rooms. Fig

ure 3.3 shows a typical sound pressure level in dB after the sound source is turned off. The

nearly straight line decay is due to the approximately constant loss in energy after each sound

reflection. Reverberation time, TWl is the time interval in which the reverberation level drops

down by 60 dB. It is a function of the room size and the materials inside the room.

The relationship between the reverberation time and the room dimensions can be derived

from equations (3.7) and (3.8).

!g8)Bio*Be*T-l,<lH* (3.9)

where Tea is the reverberation time in ms,V is thevolume of a room in //3, S is the total sur

face area in ft2, a is the absorption coefficient, and 49 is alumped constant with unit in ££-. If

the absorption coefficients are different for different walls, an average absorption coefficient,
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a, should substitute a in equation (3.10).

The lineardimensionof a typicaloffice is about 10to 15 feet andthe average absorption

coefficient is over 0.35 (examples of absorption coefficients for typical materials shown in

Table 3.1) [18]. Therefore, the reverberation time is about 200 to 300 ms. For an office with

lots of furniture, the surface area will be larger and the reverberation time shorter. The

exponential law of sound reflections (equation (3.7)) can be simplified to

E«) = E0e-«

The fraction ofecho energy from time 0 to time x is

E{t)dt
= !-«•

[E(t)dt

(3.7a)

(3.11)

To get a 30 dB echo reduction (the total energy of the tail echoes is no more than 30dB),

e-ax= 10-3. By definition, e~<irm= 10-6. Consequently, weneed a process window about halfof
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Table 3.1 Absorption Coefficients for Typical Materials

Materials

Absorption Coefficients

.5 kHz 1kHz 2kHz 4kHz

plate glass 0.04 0.03 0.02 0.02

heavy carpet on concrete 0.14 0.37 0.60 0.65

medium weight velour drape 0.49 0.75 0.70 0.60

ceiling tile mounted to hard
surface

0.56 0.70 0.68 0.50

ceiling tile hung on suspension
system (16" air space)

0.65 0.75 0.72 0.55

moderately upholstered chairs
(0.90m x 0.55m) 0.67 0.74 0.83 0.87

mineral wood blanket (2" thick)
mounted with 1" air space 0.85 0.86 0.87 0.87

fiber glass (4" thick) mounted
to hard surface

0.98 0.97 0.93 0.88

the reverberation time (x= -^2.), that is about 100 to 150 ms, to reduce the echoes by 30 dB.

A process window of 125 ms (assuming the surface area is 20% larger than thatof an empty

office) would require a 1000 tap transversal filter at 8 kHz sampling rate.

3.3 Sound Pressure Levels and Echo Reduction

Figure 3.4 shows the typical sound pressure levels in a comfortable telephone conversa

tion using aloudspeaker telephone [2]. The received far-end talker signals are approximately

74 dB SPL. SPL is a relative sound pressure level in dB compared to a fixed standardized

reference level which is roughly the hearing threshold of human ears at 1000 Hz (2xl0"5 New

ton per square meter.) The returned far-end talker echoes are about 70 dB while the near-end

talker signals are from 55 dB to 70 dB depending on the distance between the talker and the
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Figure 3.4 - Sound pressure levels ina loudspeaker telephone connection

microphone. The 70 dB level corresponds to a talking distance about 1.5 feet; 55 dB

corresponds to 9 feet. In other words, the returned far-end talker echoes may be 15 dB higher

than the near-end talker signal.

Experiments to find the critical level of echo reflections were carried out by Haas [16]

using continuous speech as a sound signal. This signal was broadcast by two loudspeakers.

One of them deliberately attenuated and delayed the speech signal (to simulate sound

reflections.) Figure 3.5 shows the percentage of observers who felt disturbed by an echo of

given relative level versus the delay time between the undelayed speech and the delayed

one [16]. The numbers next to the curves indicate the relative level (in dB) of the delayed

speech. The rate of speech was 5.3 syllables per second. At the relative level of -10 dB, the

percentage of annoyance is less than 2% regardless of the delay time. Assume the far-end

talker speaks at the same sound pressure level as the received near-end talker signal. The

near-end talker signal level must be at least 10 dB higher than the returned far-end talker

echoes to avoid any annoying effects. Therefore, the echo canceler must be able to reduce the

far-end talker echoes by 25 dB.
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Table 3.2 summarizes the specifications of the acoustic echo canceler. The echo return

loss enhancement (ERLE) measures the reduction in echoenergy.

Table 3 J

Specifications of Acoustic Echo Cancelers

Design Specifications

Process Window 125 ms

ERLE 25 dB

Dynamic Range 40 dB



-38-

CHAPTER 4

DESIGN CONSIDERATIONS:

A SYSTEM PERSPECTIVE

A straight forward design of an acoustic echocanceler that wouldmeet the specifications out

lined in the previous chapter is too complex to be implemented in a VLSI chip in the near

future. The requirements of long echo impulse response and widedynamic range of input sig

nals result in large memory for data storage and wide word length for computations. These

two demands have greatly increased the complexity of the implementation. Fortunately, the

required echo reduction is only 25 dB. As a result, trade-offs can be exploited between the

performance and the complexity. In Section 4.1, the computation and the storage requirements

of a direct realization will be examined first. Quantization effects, particularly floating point

coding, will be discussed in Section 4.2. A modified LMS adaptation algorithm from an

implementation point of view will be presented in Section 4.3. A scheme with balanced

design trade-offs is proposed in Section 4.4. Computer simulations and resultsof this scheme

are discussed in Section 4.5. The presence of a near-end talker is detected based on the

expected ERLE (Section 4.6.) Alternative implementations are considered in Section 4.7. The

effects of imperfections in A/D (or D/A) converters are analyzed in Section 4.8.

4.1 A Brute Force Approach

Figure 4.1 shows an acoustic echo canceler using a transversal filter. The far-end talker

echo originates from the loudspeaker. A transversal filter with a tap delay line generates the

replica of the far-end talker echo. If the coefficients of the transversal filter are the same as the
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Figure 4.1 - Acoustic echo canceler to remove far-end talker echoes

echo
path

sampled impulse response from the loudspeaker to the microphone in a room, the generated

replica will be the same asthe far-end talker echo. Because the adaptation is more easily real

ized in the digital domain, a digital echo canceler is chosen here.

The output of the transversal filter is computed by a convolution sum:

y(n) =̂ Cix(n-i) (4.1)
where a *s are the coefficients of the transversal filter. The residual far-end talker echo, e(n),

after cancellation is

e(n) = y(n)-y(n) (4.2)

The coefficients are adapted by a feedback loop to match them with the sampled impulse

response of the echo path.

The mostcommonly used adaptation algorithm is the least mean square (LMS) gradient

algorithm because of its simplicity in hardware implementations. The coefficients are updated

by the following equation [19]:
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cJ(n+l) =c,(/i)+ j^fi e{n)x(n-i) (4.3)
K+^xHn-k)

Pcontrols the amount of adjustment allowed in each cycle. The summation estimates the total

input signal power, and p is normalized to the estimated power. Without the normalization,

when the input signal power grows too large, the adaptation may become unstable due to the

large amount of adjustment in each cycle. Of course, this can alsobe accomplished by reduc

ing p, but that will slow down the adaptation. A: is a constant added to prevent the effective p

from growing too large when the input signal power is small.

A brute force implementation of the echo canceler would require 13 bits to encode the

data and the coefficients since the dynamic range of the input signal is 40 dB. The number of

taps needed is 1000to cover the 125 ms process window. A direct realization using the LMS

adaptation algorithm would require 4 multiplications of 13x 13 foreachdata sample. Because

the sample rate is 8 kHz and 1000 cycles are needed for the computation of 1000taps, the

minimum clock rate is 8 MHz. In otherwords, either a multiplier of 13 x 13 operating at 32

MHz rate or 4 multipliers at 8 MHz rate are required in the direct realization. Neither of these

is feasible in a singlechip in the near future. As a result, trade-offs must be exploited if a sin

gle chip solution is to be sought. The Texas Instruments TMS32020 digital signal processor

hasbeen used to implement a 128 tapechocanceler with a smallmargin [201.

4.2 Quantization Effects

An obvious implication of the requirements of 40 dB dynamic range and 25 dB echo

reduction is the choice of an optimum word length for the data and the coefficients. As

pointed out, if the coefficients of the transversal filter are the same as the impulse response of

the echo path, the generatedecho replica will be the same as the echo. However, in the actual

implementation, only finite number of bits are available to represent the data and the

coefficients; quantization effects set anultimate limit on performance. Assume the coefficients
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are the same as the sampled impulse response but are subject to quantization. The data are

also properly quantized by an analog-to-digital (A/D) converter. The resultant echo replica,

y(«),is

WO =% (^+Mi)[x(n-i) +?I(«-i)J +eda(n)
= y(n) +e(n) (4.4)

where Afe. ex, and e^ are the quantization errors of thecoefficients, the data, and the digital-

to-analog (D/A) converter respectively. Therefore, the residual echo, e(n)t which is the

difference between the echo and the echo replica is

e^ ~%hi £x^"0+X ^ *(*-*)+«*(») (4.5)
Because of the requirement of 40 dB dynamic range, floating point format for the data

and the coefficients can reduce the size of the memory and the complexity of the multiplier.

The quantization error in a floating point representation is approximately equal to the product

of the exact value and the quantization error in the mantissa. As a result, the variance of the

residual echo is

VorfeOi)] =V hi2a2 %- +¥ h? ^- o# +al (4.6)
where §, and 8* are the step sizes of the mantissa of the data and the coefficients, of and o£

are the variance of the data and the variance of the quantization noise in the D/A converter.

Truncation quantization is assumed here. However, as we will seelater, the adaptation of the

coefficientseventually forces the resultant coefficients to be rounded (in which case the factor

3 will be replaced by 12). Because the mean of the residual echo is zero, the power of the

residual echo is equal to its variance. The echo power is simply the product of the power of

thedata samples and the power of the impulse response. Therefore, theERLE is (assuming the

worst case that J^hi2 = 1)

ERLE =TO* " W +W +-St (4-7)
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. Using this equation, the performance limit versus various numbers of mantissa bits for

the data and the coefficients is plotted in Figure 4.2.
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Figure 4.2 - Quantization effects on ERLE

The D/A converter is assumed to have the same dynamic range as the A/D converter, which

overioads when the input signal is more than 4ax from the mean. For example, if a 6 bit

mantissa (including a sign bit) and a 3 bit exponent are adopted, a 13 bit D/A is needed

(including the sign bit.) As aresult, 8X =2~5, 8h =2"5, and o£ =(4°x) (2-12)2. The different

curves are for different number of mantissa bits in the coefficients. The dots are obtained

from computer simulations. The inputs in the computersimulations are Gaussian distributed.

To get a 25 dB echo return loss, a 6 bit mantissa for the data and the coefficients is needed

(sign bit included). A 6 bit mantissa is readily obtainable from u.-law quantization [21], which
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will be further described in Section 4.4. A 3 bit exponent is chosen to meet therequirement of

40 dB dynamic range. Again, this is alsoavailable from (i-lawquantization.

4.3 Adaptation Algorithm

After choosing the floating point representation for the data and the coefficients, its

impact ontheadaptation willbeexamined in this section. As pointed out, LMS gradient algo

rithm is widely used because of its simplicity in hardware implementations. The coefficients

areupdated by equation (4.3) and repeated here:

Ci(n+l) =a(n)+ J e(n)x(n-i) (4.3)
K+J^xKn-k)

The total input signal power estimation (shown by the summation) can berearranged as:

L(n)=^xH.n-k) (4.8)

=L (n-1) - jcfy-W) +xfy)

Therefore, the total input power estimation is calculated by deleting the oldest sample from

the previous estimation and adding the newest sample. Because the data are in floating point

format, the square can be approximated by multiplying the exponent by two, which is just a

left shift [22]. Similarly, the computation of coefficient adjustment is also carried out by the

power-of-two multiplications to simplify the hardware, which has been proven to have no

significant effect in slowing down the adaptation [23]. p was chosen to be 1 so that the

exponent of that term is zero.

Althougheachcoefficientneedsonly 6 mantissa bits, internally it has 8 additional buffer

bits. The purpose of the bufferbits, which are not used in the convolution computation, is to

filter the noise resulting from the adaptation. Because each coefficient is in a floating point

representation and the amount of adjustment is in the power-of-two format, the coefficient

update is described by
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d (n +1) = ct (n)± Ad(n)

= m-2«±2*

= (ro±2*-*)-2« (4.9)

If the amount of adjustment is very small such that x-e is less than 0, the adjustment is forced

to be at least one LSB (21). On the other hand, if the adjustment is too large such that x-e

exceeds 12 (1 bit smaller than the internal coefficient bits), only a maximum adjustment of 1

MSB (212) is allowed. In other words, when addingthe two floating point numbers, instead of

lining up the smaller number with the largernumber, the adjustment is always lined up with

the coefficient by clipping the adjustment itself. The purpose is to avoid the need of convert

ing from floating point to fixed point and then back to floating point during the coefficients

update.

4.4 Hardware Implementation

Figure 4.3 is a simplified functional schematic of the acoustic echo canceler. The part

inside the shaded area does the total input signal power estimation. The left shift (SHL)

operating on the exponent squares the value of the data sample. When the newest sample

comes in, the oldest sample is deleted at the time it is removed from the data memory. The

block shown by £ is an accumulator. The F2L performs a floating point to fixed point

conversion to obtain the approximated power of an input signal. This is done by a barrel

shifter. The L2Ftransforms the total input signal power estimation (in the fixed point format)

into a two's powerrepresentation, whichcanbe carried out by aleading one detector.

The interface is compatible with a jx-law quantizer. A segmented jx-255 encoder is

chosen because it is a standard PCMcoderand a conversion to a floating point format is easy

to implement. The encoding formats of the segmented U.-255 and the floating pointare shown

in Figure 4.4. A U.-255 coded data is an 8-bit word divided into three fields. The first bit is a

sign bit, being 1 for positive numbers and 0 for negative numbers. There are 8 segments for
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each polarity represented by the 3-bit segment field. Within each segment, there are 16 steps

indicated by the 4-bit step field. The step size in a segment doubles as it moves from the lower
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segment to the next higher segment. A floating point coded data is a 9-bit word with a 3-bit

exponent and a 6-bit mantissa. The mantissa uses 2's-complement representation to facilitate

the accumulation computation of convolution and the addition/subtraction of coefficients

update. The equivalent linear code (L) of a ji-255 code can be computed by:

L=2L(V + 16.5)- 16.5 (4.10)

Therefore, a U.-255 to floating point conversioncan implemented by the following equations:

lml=V +16.5--^- (4.11)
e=L (4.12)

To compute the convolution sum, a barrel shifter is needed to convert a floating point

output into a fixed point format for the subsequent accumulation. The barrel shifter is also

time-shared to compute the input signal power estimation. The size of the multiplier is 6x6

bits (including a sign bit).

Table 4.1 compares the hardware requirements of the proposed method and a direct

approach. In the direct approach, a fixed pointdata representation is used and all the required

multiplications are performed.

4.5 Computer Simulations

In the computer simulations, an exponentially decayed impulse response for the echo

path was assumed. To avoid generating the impulse response of a single pole filter, the

exponential sequence wasmultipliedby a binary pseudo-random sequence, r(i).

hi=r(i)iFTmw °-/<1000 <4-13)
A" is a constant suchthat ]£/ij2= 1. Both Gaussian inputs and speech inputs wereusedto simu

late the proposed acoustic echo canceler. In the case of speech inputs, a 1.5 seconds binary

pseudo-random training sequence was used to speed up the initial convergence. This training

sequence can be conveniently incorporated during the ringingtime ofeach telephone call.
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Table4.1

Comparisons of Hardware Requirements between
the Proposed Method and a Direct Approach

Direct Proposed
Memory

data 13 bits 9 bits

coefficient 21 bits 17 bits

total 34K 26K

Convolution

multiplier 13x13 bits 6x6 bits
adder No 4 bits

barrel shifter No 11 bits 15 positions
accumulator 32 bits 32 bits

Adaptation
multiplier 13x8 bits No

adder(m) 21 bits 14 bits

adder(e) No 3 bits

R/L shifter No 14 bits

divider Yes No

£*2
multiplier 13x13 bits No

left shifter No 4 bits
barrel shifter No 11 bits 15 positions
accumulator 32 bits 32 bits
L2F No Yes

The ERLE is computed by averaging the ratios of short term mean echo power over instan

taneous residual echo for 500 samples.

Figure 4.5 shows the ERLE of the acoustic echo canceler with Gaussian inputs. The

various curves correspond to different number of mantissa bits in the data and the coefficients.

For 6 bit mantissa, afterconvergence, the ERLE is about 29dB. The performance is better than

the previous assessment based on the quantization effects. This is because the adaptation pro

cess forces the resultant coefficients to be rounded rather than truncated. For reference pur

pose, a direct approach with all the multiplications intact and using the usual precision of a

VAX machine is also included. The result indicates that the proposed method doesn't slow

down the convergence speed much.

Figure 4.6 shows the ERLE of the acoustic echo canceler with speech inputs. A 1.5

second binary pseudo-random training sequence was used to speed up the initial adaptation.
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Figure 4.5 - Computer simulation of ERLEwith Gaussian inputs

The result indicatesthat the proposed canceler alsoworks well with speech inputs.

4.6 Detection of Near-End Talker Signal

As with any other echo canceler, the adaptation must be stopped if the near-end talker is

speaking. A simple detection of near-end talker signal is based on the expected ERLE as

shown in Figure 4.7. To calculate the ERLE, the microphone output and the residual errorare

both low pass filtered. The purpose is to obtain a short term averaged ERLE to avoid the

fluctuation in the input signal.

cHnlERLE(n)= 101og10-^ (4.14)
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Figure 4.6 - Computer simulationof ERLEwithspeech inputs

If the ERLE is worse than a predetermined threshold, the presence of a near-end talker is

declared and the adaptation is disabled. The choice of the threshold is acompromise between

the possible change in the environment and thelevel of thenear-end talker signal. Making the

threshold too high will cause the adaptation to stop when a change in the impulse response

occurs. A degradation of 6 dB in ERLE due to movements of the near-end talker has been

reported [24]. On the other hand, a too small threshold will not stop the adaptation even

though the near-end talker signal is at amoderate level. A threshold of 12 dB (approximately

half of the expected ERLE) appears to be a goodchoice.

4.7 Alternative Implementations of the Acoustic Echo Canceler

Because the adaptive filter for the acoustic echo cancellation requires long impulse

response and the adaptation is much easily done in the digital domain, an adaptive digital
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transversal filter is chosen as the core component of the acoustic echo canceler. As a result,

analog-to-digital (A/D) converters and digital-to-analog (D/A) converters are needed to inter

face with the speech signals (which are analog by nature.) Two configurations of alternative

implementations will be discussed here: (1) analog cancellation and (2) digital cancellation.

Analog Cancellation

Figure 4.8(a) shows a digital echo canceler with analog cancellation. The far-end talker

signals arequantized by by an A/D converter. The required range of this A/D converteris 13

bits while the integral linearity is 6 bits (discussed in the next section), implying that this con

verter can be realized by a segmented U.-255 quantizer. The digital output of the echo replica

is converted to an analog signal by a D/A converter with 13 bit rangeand 6 bit integral linear

ity (also discussed in the next section.) As a result, these two converters can be implemented

by a typical PCM voice codec such as [25]. The requirements of the feedback A/D converter
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Figure4.8 - Acoustic echo cancelerwith (a) analogcancellation, (b) digital cancellation

are muchmore relaxed because only the2's power of the error signal is used in the adaptation

computation. The main criterion is that it should be monotonic [26]. The range of the 2's

power of 13 bit data is 12, which can be encoded by a 4 bit word. Therefore, a nonlinear A/D

converter with 5 bit (including the sign bit) range is sufficient

Digital Cancellation

Figure 4.8(b) illustrates a digital echo cancelerwith digital cancellation. The near-talker
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signals and the returned far-end talker echoes are quantized by an A/D converter. The range of

this converter is 13 bits but the integral linearity is 9 bits (3 bits more compared to the previ

ous A/D converter) because the far-end talker echoes might be 15 dB higher than the near-end

talker signals (Chapter 3.) The segmented ji-255 quantizer used in the previous configuration

cannot be applied here since a reduction in signal-to-noise ratio by 15 dB will not be percep

tively acceptable. Therefore, a linear 13 bit A/D converter must be used. The requirements of

the A/D converter that digitizes the far-end talker signals remain the same as the one used in

the previous configuration. Without further processing the digital output afterthe cancellation,

a 13 bit D/A converter with 9 bit integral linearity is needed.

Comparing the requirements between the analog cancellation and the digital cancella

tion, it appears that the analog cancellation is more favorable. The major reason behind this

conclusion is because the near-end talker signals might be contaminated by much larger far-

end talker echoes (by 15 dB) causing the front-end quantizationless favorable. As a result, the

analog cancellation shown in Figure 4.8(a) is chosen for our acoustic echo canceler.

4.8 Effects of Imperfections in A/D and D/A Converters

The ideal transfer curves of the A/D and the D/A converters are shown in Figure 4.9.

Typical imperfections in the A/D and the D/A converters include: (1) gain error (the slope of

the transfer curve being not 1), (2) dc offset (the transfer curve not passing the origin, and (3)

nonlinearity (the transfer curve being not astraight line). The effectsof these imperfections on

the performance of the acoustic echo canceler will be discussed in the next 3 subsections.

4.8.1 Gain Error

The far-end talker echo, y(n), is generated by (we consider only the discrete time case

for simplicity)
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i=iy(«)=2J A; *(*-/) (4.15)

where fn 's are the impulse response (assume time limited) of the echo path and jc(n-i)'s are

the far-end talker signals. The x(n-i)'s in this subsection and the following subsections are

assumed to be independently and identically distributed (therefore they are uncorrelated and

have the same statistics.) The echo replica, >(«), (after the D/A conversion) iscomputed from

y(n) =%CiX(n-i)

The residual error, e (n), after cancellation is

(4.1)

e(n)=y(n)-y(n) (4.2)

If the A/Dconverter has again factor a other than 1, the generated echo replica will become

L=\y(n)=2baax(n-i) (4.16)

Similarly, if again factor a isused inthe D/A conversion, the echo replica will become

-i

>(«) = a X Ci x(n-i) (4.17)
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Because equations (4.16) and (4.17) are identical, the effects of the gainerrors in the A/D and

the D/A converters will be treated in the same context

Intuitively, the gain errors in the A/D and the D/A converters will be compensated by

the feedback adaptation because the gain errors are linear. This is better illustrated by comput

ing the variance of the residualerror(which has zero mean):

E(eHn)) =̂ (hi-acipoi (4.18)
L.

Minimizing E(e\n)) results in hi =ac, or a =-£. Therefore, the effect of gain error simply

scales the values of the resultant coefficients provided they are still within the range of their

word length. Because the coefficients are encoded in floating point, the quantization noise is

also scaled by a giving the quantity etc, the same quantization noise as those obtained with no

gainerrors in the A/D and the D/A converters. Consequently, the variance of the residual error

afterconvergenceremains the same (no scaling.)

The coefficients areupdatedby the IMS gradient algorithm:

c,-(«+l) =Ci(n) + je& e(n)x(n-i) (4.3)
K+Y^xHri-k)

Because the total powerestimation is scaled by a2, the data, x(n-i) is scaled by a, and the

residual error, e(n) is unsealed, the adjustments to the coefficients are scaled by a. In other

words, the percentage ofcoefficient adjustment remains the same. As a result, theconvergence

speed stays the same even with gain errors in the A/D and the D/A converters. Figure 4.10

plots the effect of gain error on ERLE. As expected, the residual error and the convergence

speed do not vary with different gain factors.

4.8.2 DC Offset

The dc offset in data converters can be modeled by adding a dc value to the resultant

data after the conversion. For the offset in the A/D converter, this means the echo replica is
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represented by

i=l
y(n)= X Ci(x(n-i) + a), (4.19)
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whereas the offset in the D/A converter results in

y(n)=% Ci x("~l) +a (420)
These offsets are not linear and, therefore, can not be compensated by a linear echo canceler.

Their effects are studied in the following paragraphs.

Offset In A/D Converters

From equation (4.19), the residual error with offset in the A/D converter is

The mean of the input data, x(ii-i), is zero. The power of the residual error is

(4.21)

n-\ N-l£[e2(n)] =JJ (hi -Ci)2oi+a2( gc, )2 (4.22)

where the second term on the right hand side is an additional power of the residual error. To

minimizethe error power, take derivatives on bothsidesof equation (4.22)with respectto a's

and set the derivatives to zeroes. It can be shown that

u a2 AW
°x 1=0

For a 13 bit A/D converter (overloaded at 4a) with 2 LSB offset,

(4.23)

££«*$"-|>=*«» (4-24)
Therefore, c,=A,- will minimize the error power. To prove the convergence will actually take

place, consider the coefficient update:

c,(n+l) = a (n) + p' e (n )x(n-i)

= Ci(n) + F
-i

(hk-ck(n))x(n-k)- V ck(n)a x(n-i) (4.25)

Taking the expectation values on both sides of equation (4.24) yields:

E [d (n+1)]= (1 - pa?) E[a (n)] + P' A, ci (4.26)

If we define the misalignment error between the coefficient and the impulse response as

e,- (/!+!) = £ [a (n+1)] - hi (4.27)
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Substitute (4.27) into (4.26) results in

El(«+l) = (l-pal)e,(«)

=(1-Pol)"+Ie,(0) (4.28)

Therefore, for 11 - PaD I < 1, the misalignment error will become smaller and smaller (con

verging to hi.)
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Time (second)

5.00

Figure 4.11 - Effects of the A/D offset on ERLE

6.25

The effect onthe convergence speed introduced by the A/D offset is illustrated by com

puter simulations. The A/D converter has 13 bits and the dc offsets are 4 LSB and 32 LSB.

The results are shown in Figure 4.11. For 4 LSB dc offset,the degradation on ERLE is about 2

dB and the convergence speed is not much affected.
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Offset In D/A Converters

From equation (4.20), the residual error andthe error power are:
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5.00

Figure 4.12 - Effects of the D/A offset on ERLE

6.25

(4.29)

(4.30)

Therefore, an additional error power of a2 is introduced by the D/A offset. The error power is

minimized by a =hi (which will be accomplished by the gradient algorithm.) To show that

the LMS gradient algorithm will lead to the convergence of the coefficients, equations similar

to (4.25) through (4.28) can be derived and the misalignment error will converge to zero pro

vided 11 - pa2) I < 1 (as also concluded in the A/D offset.) This shows that the average
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trajectory of the coefficient will converge but, of course, with greatererrorpower. Figure4.12

illustrates the effect of the D/A offset on ERLE through computer simulations. The D/A con

verter has 13 bits and two offset values, 4 LSB and 32 LSB, were chosen in the simulations.

4.8.3 Nonlinearlty

The nature of the distortion introducedby the D/A (or A/D) nonlinearity in an echo can

celer for full-duplex data transmission has been extensively investigated by Agazzi et al. in

[27], where the nonlinearity is represented by anexpansion similar to a Volterra series expan

sion in continuous amplitude signals. The approach there can also be applied to data samples

(instead ofdata symbols in [27].)

analog output

A

digital input

Figure 4.13 - Nonlinear D/A transfer function

However, to compute the power of the residual error, it is more convenient to model the D/A

(or A/D) nonlinearity with a known function. Figure 4.13 shows a typical transfer curve of a
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D/A converter (similarly for an A/D) normalized to its maximum value. This transfer curve

can be modeled as

/(*) = a(1±-)+b(-*-? (4.31)

where a + b = 1 such that the end points are fixed (usually by the reference supplies.) Forthe

A/D nonlinearity, the echo replica is represented by:

y(n) =Htaf[x(n-i)\
For the D/A nonlinearity, the resultant echo replicais:

?(«)=/
#=ig d x(n-i)

In other words, the nonlinearity in an A/D (or D/A) converter is modeled as a nonlinear

transformation followed by an ideal A/D (or D/A) converter.

The equivalent integral linearity ofthe nonlinear transfer curve shown in Figure 4.13 can

be obtained by computing the maximum deviation of the transfercurve away from the ideal

curve (the dashed line.) It is much easier to work on the normalized transfer functions where

the transformations for an ideal A/D (or D/A) converter and an nonlinear one is represented

by:

g(x) = x

f(x) = ax+bx3 -1<x<1, a+b-\

The deviation (A) due to the nonlinearity is

(4.32)

(4.33)

(4.34)

(4.35)

A= g(x)-f(x) = (l-a)x-bx* (4.36)

The maximum deviation (An,ax) occurs at a pointwhere the first derivative of equation (4.36) is

zero. It can be shown that

_ VlAmax —~ttT (4.37)

For 6-bit integral linearity, A, =2-5and b = 0.08.

The effects of the A/D (or D/A) nonlinearity on the ERLE are demonstrated by computer



1.25

-61-

2.50 3.75

Time (second)

5.00

Figure 4.14 - Effects of the A/D nonlinearityon ERLE
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simulations based on equations (4.32) and (4.33). Figure 4.14 illustrates the convergence and

the ERLE of the echo canceler due to the A/D nonlinearity. For 6 bit integral linearity, the

degradation is quite acceptable. Figure 4.15 presents the results with D/A nonlinearity. Again

the degradation is not critical for6 bit integral linearity.

Table 4.2 lists theeffects of the imperfections in the A/D (orD/A) on the performance of

the acoustic echo canceler and the required limitations on these imperfections.
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Table 4.2 Effectsof the A/Dand D/AImperfections and Their Requirements

Imperfections Effects on the ERLE Requirements

gain error no must not overflow coefficients

dc offset (a)
A/D

D/A

mild degradation

mild degradation

<4LSB

<4LSB

nonlinearity
A/D

D/A

slight degradation

slight degradation

> 6 bit integral linearity

> 6 bit integral linearity
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CHAPTER 5

PROTOTYPE ACOUSTIC ECHO CANCELER

The goals in the design of this prototype were to demonstrate the possibility of a 1000 tap, sin

gle chip acoustic echo canceler and examine the schemes outlined in the previous chapters.

The prototype was designed to operate at 8 MHz clock rate such that 1000 cycles would be

available for the adaptation and theconvolution computations. To meet this speed requirement

and to minimize the design effort, parallelism and pipelining were exploited at several levels

in the design. Although the memory was not included in this prototype, all the address and

read/write signals needed for memory access were generated on the chip. The core area of the

chip is 5.3 mm by 5.3 mm using a 3 urn double metal CMOS process and canbe scaled down

for a2 ujn process. The chip was designed tohave amaximum of 1024 taps butitsnumber of

taps canbe programmed so that residual errors can be reduced if fewer taps are sufficient A

test mode was incorporated in the chip for this purpose.

5.1 Design Methodology and Design Environment

In a complicated chip design such as this one, ahighly structured design process and a

well-coordinated design environment including the CAD tools are essential to a successful

implementation. To realize an acoustic echo canceler, adescription of the high level behavior

or architecture of the processor is transformed into a collection of geometric layouts. As the

echo canceler goes from a behavioral description and system specifications to the final form

on the silicon, it passes through many representations and their corresponding design levels.

Interactions among various design levels are necessary to obtain best results. Figure 5.1 sum-
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marizes the design process adopted for this project, in whichwe divide the design levels into

system, architecture, logic, and layout

Behavioral

Structural

Physical

system
(algorithm)

—r
performance

vs. complexity
computational
requirements

architecture

—X
system timing &

pipeline partition building blocks

logic

T
verification block designs

layout

Figure 5.1 - Design process of the chip

1
high level

description

verification

—z—

extraction &
simulation
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In the system level, an echo cancellation algorithm is first transformed into a set of com

putational requirements such as additions and multiplications. We then examine the imple

mentation of these requirements. For example, a direct realization of the least mean square

(LMS) gradient algorithm would require one multiplier of size 13x13 operating at 32 MHz

rate or four multipliers at 8 MHz rate. Neither of them is feasible on a single chip. As a result,

system specifications were reexamined and design trade-offs were considered. The multiplier

was subsequently reduced in size to 6x6 bits. A C language program representing the com

plete data path including the finite word length, the power-of-twomultiplication, and the float

ing point addition was written to verify this new architecture and its hardware. System and

circuit operation were examined through extensive computer simulations as discussed in the

previous chapter.
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After the architecture was decided, a hierarchical division of the functional blocks was

performed. An initial assessment of speed requirements resulted in the system timing

specification and the pipeline partition. Each block was implemented and verified using vari

ous CAD tools. After the complete chip was laid out, we extracted the electrical circuit that

was implemented by the layout. Logic and circuit simulations were performed. The results

were compared with those generated by the high level simulation program.

The complete physical design and verification of this chip was conducted on a u,Vax

workstation with a color graphic monitor. Figure 5.2 shows the CAD environment setup for

this design.

Synthesis

1. layout editor - Magic

2. placement - TimLager

3. routing - Magic

I
Verification

1. extraction - Magic

2. design-rule checking - Magic

3. well contacts - Magic

4. logic - bdsim

5. timing - Relax, Crystal

Analysis

1. logic - esim, C programs

2. circuit - SPICE, Relax

Figure 5.2 - Design environment of the chip

Logicsimulation was done by esim and C language programs. SPICE and Relaxwere used for

critical circuit simulation. Relax uses awaveform relaxation technique, which runs much fas

ter than SPICE for alarge circuit and isgood for catching any racing orglitch problems inthe

control circuits. Magic is our major layout editor. Its built-in array tiling and router are good
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for generating random logic by using standard cells and channel routing. TimLager (Tiler for

module Layout generation) is helpful for the placement of I/O pad cells. Design rule viola

tions are continuously checked and flagged by Magic. Mis-placed well contacts or floating

wells can be detected by taking advantage of the capacitance amongvarious layers in Magic.

The extracted circuit was simulated by using bdsim, Relax, or Crystal. Basim is an event-

driven switch-level simulator that allows the user to specify weak transistors and the direction

of current flow. These features are necessary for the simulation of pass-gate exclusive-OR cir

cuit and some circuits with feedback. Timing verification is performed by a direct circuit

simulationusing Relax on the controlcircuits anda critical pathanalysis using Crystal.

5.2 Architecture

The basic chip architecture of the acoustic echo canceleris shown in Figure 5.3. Since

each coefficient is updated in every sample period, we need to do one read and one write per

clock cycle for the coefficients. To reduce the bandwidth requirement of the memory, the

coefficientsare divided into two banks.The data and the coefficients are pipelined through the

adaptation computation. The updated coefficients can then be both written back to the

memory and pipelined through the convolution processor. The new dataregisterholds the data

before it is writtento the data memory. Normalization circuitry controls the amount of adjust

ment to the coefficients in accordance with the input signal power. A double talk flag disables

the adaptation in the presenceof a near-end talker signal.

5.2.1 Chip Interface

A chip interface to the external memory, the A/D, and the D/A is shown in Figure 5.4.

As it will be discussed in Section 5.3, a common address bus is shared by all memory banks.

The data memory is 9 bits wide while the coefficient memory is 17 bits wide. In the test mode,
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Figure 5.3 - Architecture of the acoustic echo canceler

the pins shown bythe dashed lines set the parameter registers and program the number of taps

in the echo canceler. To identify the functions of these parameters, the equation for the

coefficient update is repeated below:

3Cj(n+l) = cj(n) + ZET e(n)x(n-i)
K+Yx^n-k)

where p and K are shown as beta and Vth in Figure 5.4. The A/D converter is a u,-255 coder.

Because the outputs to a D/A converter is time-multiplexed to save the I/O lines, "DAJatch"

(5.1)
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is set when the upper 6 bits are available and reset for the lower 6 bits. The error A/D con

verter can be implemented by a 12 bit A/D coverterin series with all input priority decoder

or a5 bit nonlinear A/D converter. Two phase non-overlapping clocks are used in this chip.

5.2.2 General Clock Scheme

We use non-overlapping two phase clocks to isolate the pipeline stages (Figure 5.5.) To

simplify the timing design, an input is latched into a pipeline stage at <P1 (phi) and its output

released at <E>2 (ph2) for all stages of the data path. Formemory access control, the address is

set up at 02 , a fetch request is issued at Ol, and the data latched at the following <I>2. The

clock period is 125 ns with a <D1 - <D2 non-overlap interval of 20 ns. As a result, the worst

delay in any pipeline stage must be no more than 85 ns. The rule-of-thumb is to limit the

number of gate delays within any pipeline stage to no more than 10.
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/ V /

J \
latch input latch output

fetch data latch data

Figure 5.5 - General clock scheme

5.3 Memory Allocation and Access Control

Because of the large quantity of data and large number of coefficients, memory fetch and

storage deserves some attention to reduce the bus traffic. In this chip, we interleave data and

coefficients in the memory and share the same address for all memory banks to reduce the

bandwidth requirement and the complexity of address generation. Parallelism and pipelining

areexploited to achieve high throughput

5.3.1 Interleaved Data Storage

The data storage and processing is designed to facilitate the parallelism and the pipelin

ing of adaptation and convolution. The coefficients update at sample time n based on the

LMS gradient algorithm is described by Gumping all constants in the same sample cycle):

Ci(n+l) = d(n) + $e(n)x(n-i)

To compute C7, for example:

(5.2)
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C7(n+l)=/(C7(/»),x(n-7))

On the other hand, the convolution computation at sample time n+1 is represented by:

?(n+l) = 2,Ci(n+l)x(n+l-i) = +C7(n+l)x(n-6) + (5.3)

Therefore, at sample time n, d(n) and x(n-7) are used to update the coefficient C7(n+l). At

sample time n+1, the updated C7(n+1) is multiplied by x(n-6) as part of the convolution.

These two operations are carried out in the same sample cycle in this chip. The updated

coefficients are first generated and thenmultiplied by the appropriate data to obtain the convo

lution sum. To achieve in-place and in-time adaptation and convolution, data are interleaved

to account for the clock delays in a pipeline design. Figure 5.6 illustrates this scheme in

further detail.

clock
cycles

counter

clock

T=n

T=n+1

-TLTLTLn n

I

- C7(n) c6(n) iimii

X01-7) *(ri-6) iiiiii

i
Mill C6(n+1)

x(n-7) x(n-5)

Figure 5.6 - Interleaved data storage

sample
cycles

I

In Figure 5.6, the clock cycle time is shown to move from left to right and the sample

cycle time is moving from top to bottom. The clock rate is 8 MHz and the sample rate is 8

kHz. As the clock cycles, a 10bit counter generates the address for the memory. The memory

location represented by the address is shown by a box and its content by the corresponding
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label. As a result, the coefficient memory and the data memory are represented by two rows of

boxes at any given sample time. Since the adaptation computation is pipelined to meet the 8

MHz speed requirement, the updated Crfn+1) won't be available until 3 clock cycles later. If

we interleave the data x(n-€) from x(n-l) by 3 positions, when the updated C7(n+1) is ready

to be written back to the memory, it is also in the position to be multiplied by x(n-6). There

fore, instead of shifting the data through a shift register, we rotate the address through a 10 bit

counter. However, as shown in Figure 5.6, the coefficient C&t) has to be read before C-Kn+1)

can be written to that location. As a result, the required cycle time of memory access would be

less than 50 ns and the internal clock rate would be more than 20 MHz.

In general, if there are p pipeline stages in the adaptation process, the adjacent data (in

the time domain) are interleaved by p-l positions. A sample cycle begins ata memory posi

tion where the oldest data resides. The newest data is also separated from the oldest data by

p-l positions to complete a circular storage. Hgure 5.7 depicts an example of such an

arrangement.

p=3 m=3

Figure5.7 - Circular memory with interleaved data storage

The data are stored inm groups with the j-th data of the y*-th group being adjacent (in the time

domain) to that of the 0"+l)-th group. Since the adjacent data are separated by p-l positions,
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there are p items of data ineach group. The oldest data isat both the first position of the first

group and the last position of the last group because of the circular nature of this arrangement

Consequentiy, there are pm-l data with the oldest data belongs to two groups. This presents a

minor restriction that the number of taps has to be inthe form ofpm-l. In this chip, p=9 and

m=113.Therefore, the maximum numberof tapsof the echo canceler is 1016.

5.3.2 Sharing the Same Address for all Memory Banks

As pointed out in the previous section, one coefficient needs to be read and another has

tobewritten in every clock cycle. Inthis chip, coefficients are divided into twomemory banks

to reduce the bandwidth requirement of the memory access. Both coefficient banks are being

read at one clock cycle and written at another. On each cycle, the sameaddress is used for the

data memory andthe two coefficientmemory banksto reduce the width of the address bus and

thecomplexity of address generation. Figure 5.8illustrates thisdesign in further detail.

The clock cycle time moves from leftto right and the sample cycle time moves from top

to bottom in Figure 5.8.The address of the data memory is generated by a 10bit counter. The

coefficient memory is divided into two banks with their 9 bit address also generated by the

same 10 bit counterby stripping off the least significant bit As a result, the 10 bit counter

points to the same coefficient memory location for 2 clock cycles. We use the first clock cycle

to read in the coefficients and the second clock cycle to write out theupdated coefficients. As

anexample, C7 is updated and is in the right position to multiply x(n-6) when*(n-6) is read

in. Similarly, C4 with the same address as C7 but in adifferent bank goes into the adaptation

pipeline aclock cycle later and produces the updated C4 also in the right position to multiply

x(n-3). Both updated C4 and C7 are written back to the coefficient memory in the second

clock cycle. The content of the data memory remains the same except at the end of a sample

cycle, where the oldest data is replaced by the newest data. Notice that*(n-3) and *(n-6) are
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Figure 5.8 - Multi-bank memory and memoryaccess
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separated from x(n-A) and jr(n-7) by p positions to account for the clock cycles needed for

the coefficient update. Both the coefficient memory banks and the data memory share the

same address generatedby the 10 bit counter.

In summary, interleaved data storage is used to achieve in-place convolution byrotating

the address in circle. To reduce the bandwidth requirement, two coefficient memory banks

sharing the same address withthe data memory are used. This reduces the widthof the address

bus and simplifies address generation. In fact, the single 10 bit counter generates the address

for both the data memory and the coefficient memory banks.



74

5.3.3 Memory Access Control Circuits

A simplified memory access control is shown in Hgure 5.9.

i
address
pointer

10-bit
counter

load

l
compare

counter
clock

3-bit
counter

data write

stop

coeff write inhibit

-ft*- address

Figure 5.9 - Simplified memory access control

The address is generated by a 10 bit counter. The counter clock is enabled when a new data

comes ia The address pointer holds the address of the oldest data, which is also the starting

position of a sample cycle. When the content of the 10 bit counter passes its starting position,

the oldest data is replaced by the newest data. At the same time, a 3 bit counter is enabled to

determine the end of the sample cycle. This is determined by the number of pipeline stages.

Therefore, the 10 bit counter serves as an address generator and a program counter.

5.4 Data Paths of Adaptation and Convolution

The data paths of adaptation and convolution are designed with emphasis on regularity

and modularity. Because the multiplications in the adaptation process are carried out as

power-of-two multiplications, no multipliers are required. The convolution process, on the



-75-

other hand, needs a 6x6 multiplier and a 12 bit by 14 position barrel shifter to convert the

floating point output into a fixed point format for the subsequent accumulation. In order that

the total input signal power can be calculated in every sample cycle, a few clock cycles are

allocated so that this computation can be done by time-multiplexing the same hardware used

for the convolution. Both the adaptation and the convolution data paths are pipelined to

achieve a 8 MHz processing speed. Non-overlappingtwo phase clocks are used to isolate the

pipeline stages.

5.4.1 The Adaptation Processor

Thecoefficient update based on theLMS gradient algorithm is described by:

3c,(n+l) = Ci(n) + e(n)x(n-i)
K+Y.xH.n-k)

If power-of-two multiplications are adopted, equation (5.4)becomes:

Ci(n+l) =ci(n)±•§^2'''2',*

= Ci(n)±2«-L+p'+p*

(5.4)

(5.4a)

where L = log2
£=1

K+YxHn-k) The numerical ranges of $,K+%z\*-k)*e(n)%x(n-i) and,

therefore, a, L, Pe, Px are listed in Table 5.1.

Table 5.1 Range of Parameters

variable range variable range

P (.125,1) a (-3,0)

K+ZxHn-k) (2l0,2») L (10,30)

e(n) (0,2») Pe (0,11)

x(n-i) (P. 2") Px (0,12)

Because a-L +Pe needs to be computed only once in every sample period, the result is
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designated asr\ andused in the coefficientupdatethroughout the sample period.
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Figure 5.10 - Data path foradaptation

As pointed out in the previous chapter, the coefficients are encoded in floating point format,

equation (5.4a) can be described as:

c,(n+l) = cl(n)±2n*P*

= m•2«±2T»+/,*

= (m±2*r<+p*>2' (5.4b)

The adaptation process outlined in Chapter 4, therefore, consists of the following
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computations:

(1) a subtractor and an adder to compute T\-e+Px;

(2) a magnitude limiter and a decoder to generate21^*+p*;

(3) an adder to obtain m ± 2F«-#*;

(4) a final adjustmentto keep m ± T*-*-** in the proper range.

To filter out the noise generated in the adaptation process, an additional 8 buffer bits areadded

to the mantissa of the coefficient However, these buffer bits are not used in the convolution

computation. The complete adaptation data path is shownin Figure 5.10.

5.4.2 The Convolution Processor

The computation convolution performs a function of multiply-and-accumulate. Because

the data and the coefficients are encoded in floating point format, a barrel shifter is needed to

convert the floating point output into a fixed point format for the accumulation. The key ele

ments in the convolution processor are a 6x6multiplier, a 12-bit by 14-position barrel shifter,

a 4 bit adder, and a 24 bit accumulator. Because the convolution processor is also used for

computing the total input signal power, time-sharing is done through a set of multiplexers

with appropriate control signals.

The functional diagram of the convolution processor is shown in Figure 5.11. To com

pute the total input signal power, the oldest sample is deleted at the same time the newest

sample is added. The multiplexing is controlled by CO. The left shift (SHL) operating onthe

exponents squares the values of thedata samples. CI and C2 decide whether thecomputation

is for convolution or total input powerestimation. C3 and C4 reset the accumulator before the

convolution takes place. In the caseof total input power estimation, an old estimate has to be

loaded into the accumulator. This is done by C5, which connects the configuration of the 24
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Figure 5.11 - Convolutionand total input power estimation

bit adder into a 24 bit accumulator. The results of the convolution sum (i.e., the echo replica)

and the total input power estimation are stored in "reg 1" and "reg 2", which are latched

respectively by C9 and C6. C8 allows a subtraction be performed instead of an addition. The

total input power estimation is carried out at the end of each sample cycle. The timing

diagram of these control signals (CO - C9) at the beginning and the end of a sample cycle are

shown in Figures 5.12 and 5.13, where a start flag indicates the beginning and the end of the

convolution process. The 24 bit adder uses a carry-save structure by dividing it into three 8
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Figure 5.12 - Timing diagram at the beginningof convolution

bit adders. This is because the regularity of the convolution doesn't require any intermediate

accumulation result. Consequendy, at the end of the convolution, 3 more clock cycles are

needed to propagate the carries.

The 6x6 bitmultiplier is a Booth decoded array multiplier. To achieve the 8MHz speed

requirement, carry select is used inthe last stage of the multiplier tominimize the carry delay.

The core of the barrel shifter is an array of NMOS transistors to save area. Precharge isused to

speed up the logic evaluation.
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Flgure 5.13 - Timing diagram at the end of convolution

5.5 Layout and Fabrication

5.5.1 Floor Plan

A floor plan (Figure 5.14) was designed in the beginning and continuously modified as

more functional blocks were being laid out. Signals run from left to right and controls from

bottom to top. Because the convolution processor is also used for computing total input signal

power, a time-sharing control unit (to generate CO - C9) is needed. The convolution processor

is placed between the adaptation processor and the control units because the adaptation pro

cessor doesn't require any additional controls other than the two phase clocks for pipelining.

A bus running on top allows the chip to execute the adaptation and the convolution simultane-
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Figure 5.14 - Floor plan of the chip

ously. Memory is not included in this chip but the address and the read/write signals for

memory access are generated on the chip.

5.5.2 Basic Cell Designs

In the cell designs, we emphasize modularity and regularity. As an example, in a 1bit

full adder (Figure 5.15), the signals are running from left to right and the carries from top to

bottom. The and-or-invert logic gate generates the complementary carry out signal. The pur

pose of generating this complementary carry-out is to limit the carry-in to carry-out delay to

only onegate delay. In atypical 3 ujn process, thisdelay is about 3 ns to 5 ns. As aresult, for

an 8 bit adder, a simple cascade of eight 1bit adders is good enough without resorting to the

more complex butless regular carry look-ahead scheme. Because of thecomplementary carry
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adder odd

Figure 5.15 - Adder cell with 1 gate delay for carry chain

signals, two types of adders areneeded with each complementary to the other. However, the

design effort is minimal since their circuitry is quite similar.

Another example is the cell design of a synchronous counter (Figure 5.16). The

exclusive-OR circuit serves as a half adder. When the carry-in is high, the output will change

state in the following clock cycle. If both the carry-in and the output are high, a complemen

tary carry-out is generated. Again, this is to reduce the carry-in to carry-out delay to one gate

delay. Therefore, two types of counter cells are needed. However, the symmetry of these two

cells means that very little effort is needed to generate one from the other. The clock, reset,

and count signals are running vertically so that several cells can abut against one another.

Because the carry-in to carry-out is only one gate delay, a 10 bit counter can be constructed

without requiring more complex and less regular schemes to meet the timing specs. It canbe

seen from these two examples that the demand for modularity and regularity by the higher
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hierarchy has greatly shaped the basic celldesign.

5.5.3 Layout Verification and Simulation

Out

After the layout of the basic cells, the electrical circuit being implemented by the layout

is extracted, which includes the stray capacitance associated with each node. Circuit simula

tions (e.g., using SPICE) to characterize the speed of these basic cells are performed. The

results are usedthroughout thecomplete chip implementation.

The prototype is divided into 6 major modules. They are the adaptation processor, the

convolution processor, the memory interface unit, the time-multiplexing control unit, the u,-

255 interface, and the pipeline queuing circuit. The pipeline queuing circuit (Figure 5.17)
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provides the queuing path to guide two coefficients into the pipelined processors and generate

two updated coefficients in parallel.

After each module is implemented and extracted, switch level logic simulation is done

by esim or bdsim. Because the memory interface unit and the time-multiplexing control unit

use complicated circuit schemes to generate timing sequence, circuit simulations (in this case,

using RELAX) are conducted. These simulations revealed some race conditions that were

overlookedin the original design and identified some glitchsignals.

A final routing of interconnections was made after all 6 modules had been completed

and simulated. The completecircuit wasextracted from the final layout. To logically simulate

the chip as an echo canceler, a subtracter circuit to compute the residual error between the

echo replica and the echo was loosely laid out with its terminals and cell names properly
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labeled. These labels allowed the extracted circuit description file to be concatenated direcdy

with that of the chip. Because of the repetitiveness of the static RAMs, a C language program

was written to generate the circuit description file of the memory. This is compatible (in terms

of labels) with that generated by the extractor. Caution was taken to ensure that the unique

designation of the node names such that the memory description file can be concatenated with

the circuit description file of the chip. The combined file was then used as input to simulator

bdsim. The results after each sample cycle were compared with those generated by the C

language program that describes the hardware implementation discussed in Chapter 4. The

simulation showed a complete agreement between these two and the implemented circuit

indeed behaved like an echo canceler.

Some layout errors surrounding the wells, the substrate contacts, and the well contacts

cannot be detected by the Magic extractorandthe switch level simulator. Examples include a

floating well and a P-wellcontact connected to Vdd. The extract sectionof the Magic technol

ogy file provides a convenient wayto detect these errors. The general idea is to force all capa

citance values zero except the one under examination and then extract the circuit. As an

example, if all the capacitance values except the P-well/well-contact (they can be discon

nected forcibly in the technology file of Magic) are zeroes and the extracted circuit shows a

capacitance between a P-well and Vdd (instead of GND),that particular P-wellhas a well con

tact connected to Vdd. Because Magic will automatically generate wells when converting to

CD? format, it is necessary to check theseerrors on the final layout in the CIF format. The CEF

format can be converted back to the Magic format, which is then extracted and checked for

layout errors involving wells and well contacts. This process is time consuming because a

complete layout has to be extracted foreach type of errorchecked.

Because Magic considers two labeled Vdd lines as physically connected, any uncon

nected Vdd lines can't be detected in the simulation. Although Magic gives warnings to
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nodes with the same label inside a cell, it does so for every repeatedly called cell regardless of

whether the nodes are connected outside the cell. To check all these warnings would be like

visually checking all the Vdd connections. Two unconnected Vdd lines were later found in

the fabricated chip (they were still connected to the Vdd through substrate and substrate con

tacts.) A procedure was later developed to cope with this problem. After the layout and the

extracted circuit had successfully passed the simulation, we modified all the Magic files such

that the 2nd Vdd labels inside a cell was renamed to Vdd2 and the 3rd one to Vdd3, etc. Simi

larly, GND labels were also renamed. This was done automatically by a C program. The

modified Magic files were then extracted again. The extracted hierarchical representation can

be converted to a flattened representation using the program ext2sim. At the same time, a list

of nodes is also created. If all the Vdd lines inside any cell are connected to the global Vdd

bus, there will be only one Vdd node on the list. Otherwise, a pattem such as "Vddx" (for

example, Vdd2) will appear on the list with a prefix clearly indicates which cell it belongs to

and, therefore, that particular Vdd line is not connected to the global Vdd bus. Using this

scheme, thetwounconnected Vdd lines found inthe fabricated chip were detected.

5.5.4 Fabrication

After successfully passing logic simulation, the chip layout implemented by Magic was

converted to the CIF format for fabrication. The layout is done in a X-based design rules sys

tem. As a result, with the exception of the pads, the layout can be fabricated by MOSIS using

scalable CMOS technology. We chose to have it fabricated by a 3u., double-metal, P-well pro

cess. Because the layout generically includes P-well and N-well, an N-well process can also

be used. The choice of a particular technology is specified in the conversion from the Magic

representation to the CIF format
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5.6 Measurements and Discussions

Because of the complexity of this chip, it is desirable that each functional module can be

tested individually. The purpose is to test the chip and debug the test board simultaneously.

Several self-test programs were embedded in the test board such that any new changes to the

test board may be compared with priorresults. The complete chip was evaluated as an echo

canceler until every module was checked up.

5.6.1 Measurement Setup

MEMORY

i f

SUN AEC CHIPFIFO
x(n)^

i i l i i

FIFO
V(n) ±}s*Lj

FIFO
^ o(n)

Figure 5.18 - Configuration of the test setup

initialization

startup

The measurement of the prototype AEC chip is carried out on a Sun workstation with a

multi-bus compatible parallel I/O board, which allows data issuance and acquisition. Figure

5.18 illustrates the test setup. The first-in-first-out's (FIFO's) serve as data buffers between

the AEC chip and the Sun because they are running from two independent clocks. The Sun
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sends the far-end signal (x(n)) and the returned far-end talker echo (y(n)) to the AEC chip.

The residual error, e(n), between the AEC generated echo replica, y(n), and the retumed far-

end talker echo, y(n), is fed back to the AEC chip and recorded by the Sun. Three banks of

staticRAMs areconnected to the bus of the AEC chip. Among them area 9 bit wide memory

bank for the far-end dati and two 17 bit wide memory banks for the coefficients. The memory

is initialized through an initialization circuit, that sets zero to all bits in all memory locations.

Because the number of taps of the AEC chip is programmable, a start up circuitry properly

programs the AEC chip to the desired number of taps.

The AEC chip has a test pin, which can set the chip in the test mode. The test signals

that initialize the chip and select the number of taps are sent to the chip throughthe error pins

(eO - e2) in the test mode. The timing diagram of the initialization and the tap selection sig

nals are shown in Figure 5.19 where n is the number of taps subject to the restrictions that n

being an even number andn+1 being a multiple of 9. Among these test signals, "load" presets

the starting pointerof the program counter, "testl" down loads the number of taps to the tap

register, and "test2" resets the 10 bit counter after the power is turned on. At the end of the

test period, "strobe" is issued to start the normal operationby fetching the far-end signal and

the returned far-end talker echo into the AEC chip. This strobe signal is activated thereafter

with a period equal to 1024basic clock cycles and a 50% duty cycle.

The test board and the AEC chip use non-overlappingtwo-phase clocks. The generation

of these two clock phases is shown in Figure 5.20. The flip-flop serves as a divide-by-2

counter and ensures that the active periods for both phi (Ol) and ph2 (02) are about the same

in length. After the power-on-reset (POR), the following sequence of events occurs:

(I) (1) A=0 and B=l (2) C=l (3) phl=0 (4) D=0(5) ph2=l

When a master clock pulse comes in, the following sequence of events occurs:
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strobe

Figure 5.19 - Timing diagram of the initialization signals

(II) (1) A=l and B=0(2) D=l (3) ph2=0 (4) C=0 (5) phl=l

Thereafter, sequences (I) and (II) appear altematingly in synchronization to the phase change

of the master clock. The resultant timing diagram is also shown in Figure 5.20. The separa

tion (non-overlapping) between the active periods of phi and ph2 is determined by the time

delay through the gates and thedelay modules. The delay module is a passive LC delay line

with 10 equally spaced taps made by Data Delay Devices, Inc.

Because the 12bit echo replica generated by the AEC chip is time-multiplexed to save

the I/O pins, a demultiplexer shown in Figure 5.21 properly aligns the data. The "DAJatch"

flag generated by the AEC chip is set when the upper 6 bits of the echo replica are available

and reset for the lower 6 bits. Two latch signals, A and B, are derived from "DAJatch" (after

it has settied) to avoid the relative delays between the time-multiplexed outputs of the echo

replica and the "DAJatch" flag, and, therefore, prevent the data from being latched

incorrecdy.
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Figure 5.20 - Generation of non-overlapping clocks

5.6.2 Experimental Results

n

r

In the functional test, we are interested in the initial convergence and the steady state echo

return loss enhancement (ERLE) of the AEC chip. The contents of theexternal memory banks

are initially reset to zero. The talker signal is Gaussian distributed. The meanof the talker sig

nal is zero and the standard deviation (a) is set to a value such that 4a will saturate a 13 bit

register (a u,-255 codeis equivalent to a 13 bit linear code.) Because the full-scale magnitude

of a 13 bit linear code (including the sign bit) is 4096 least significant bits (LSBs), the stan

dard deviation of the test signal is 1024 LSBs. 50,000 such data samples are generated.

An exponentially decayed impulse response forthe echo pathis assumed. To avoid gen

erating the impulse response of a single pole filter, the exponential sequence is multipliedby a
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Figure5.21 - Decoding the time-multiplexed echo replica outputs
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binary pseudo-random sequence, r(i).

*'=r(iVl.00346)'' °*/<100° (5.5)
where A" is a constant such that X^= 1. This sequence is equivalent to an echo impulse

response with areverberation time of 250 ms. The condition that ^ht2= 1represents a worst

scenario in which the total reflection energy received by the microphone is equal to the total

energy transmitted by the loudspeaker.

The echo signal is calculated by convolving the aforementioned data samples with the

impulse response. The resultant echo signal is then coded into a 13 bit linear format. Simi

larly, the data samples are coded by a u,-255 coder. The coded data samples are sent to the

AEC chip and converted into a floating point format The coded echoes are compared with the

generated echo replica. The errors are recorded and also fed back to the AEC chip to update
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Figure 5.22 - Measurement of ERLE and convergence time: (1)p=.25 (2)p=.5 (3)P=1

Figure 5.22 shows the experimental results of the ERLE measurement with three dif

ferent values of p. For p equal to 1, the convergence time is about 1 second and the steady

state ERLE is no less than 27 dB. The convergence time for p=.5 and p=.25 are2 secondsand

4 seconds respectively. This result agrees with our analysis in Chapter 4, which predicts that

the convergence speed is proportional to p. The steady state ERLE with p=.25 is better than

thatwith p=.5 and p=l. However, the improvement is not substantial (in spiteof the reduction

in step size with smaller p) because the errors are dominated by the quantizations due to the

power-of-two multiplications. Table 5.2 summarizes the chip performance.
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Table 5.2 Summary of the Chip Performance

Item Specification

power supply 5V

power consumption 30 mw

internal clock 4 MHz

number of taps 1000

ERLE >27dB

initial convergence time < 1 sec.

signal interface |x-law compatible

The die photo of the chip is shown in Figure 5.23. The chip was fabricated by MOSIS

using 3pm, double-metal, P-well, CMOS technology. The core areaof the chip is 5.3mm by

5.3mm and canbescaled down fora 2pm process. Theestimated areaof the26kbitsmemory

using 3um technology is about 6.3mm by 6.3mm. Therefore, a complete acoustic echo can

celer including the memory in a single IC chip is possible.
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CONCLUSIONS
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This research shows that echo cancellation is of potential interest for removing far-end talker

echoes in a loudspeaker telephone. A single-chip acoustic echo canceler in 3 um CMOS tech

nology has been designed to show the feasibility of a low-cost solution to the problem of far-

end talkerechoes. The summary of research results is presented in Section 6.1. Suggestions

on further work in the related areas arecontemplated in Section 6.2.

6.1 Summary of Research Results

The echo problems associated with loudspeaker telephones canbe characterized by far-

end talker echoes and near-end talker echoes. The far-end talker echoes cause the far-end

talker to hear a delayed version of his own speech and pose potential unstability or singing.

The near-end talker echoes reducethe signal-to-noise ratio and result in transmitted reverbera

tion.

The conventional voice switching increases the stability margin, but the inherent half-

duplex transmission casts an insurmountable barrier in quality improvement. Echo cancella

tion, on the other hand, offers the promising prospect to cope with the problem of far-end

talker echoes whilemaintaining the full-duplex transmission capability.

A multimicrophone approach has been the effective means of solving the problem of

near-end talker echoes. However, the heavy computational requirements and the need of a

minimum separation distance among the microphones prevent it from becoming a low-cost

option. The use of training signals and the inverse filtering (though yet to be proven useful)



-96-

offer plausible alternatives. These two methods also make use of the acoustic echo canceler

structure designed for the removal of the far-end talker echoes.

An acoustic echo canceler needs a 125 ms process window, an echo return loss enhance

ment over 25dB, and a dynamic range more than 40dB to reduce the far-end talker echoes in

typical rooms . Balancing performance and complexity, use of a floating point data represen

tation and power-of-two multiplication in coefficient update can achieve 27dB echo return

loss enhancement with reasonable hardware requirements. The proposed method saves

memory and chip area compared to a direct approach.

A CMOS test chip has been designed and fabricated to show the feasibility of this

method. A highly structured design process and a well coordinated design environment are

developed in this project, which makes the fast designof this chip possible. The core area of

the chip is about5.3 mm by 5.3 mm usingMOSIS 3 urn double metal process and will be 3.5

mm by 3.5 mm if 2 pm technology is used. (The chiphasbeen laidout using scalable design

rules.) Although the memory is not on the chip, a complete echo canceler including the

memory in a single IC chip is possible.

Experimental results show a 27 dB echo reduction being achieved after 1 second of con

vergence time, which is consistent with the computer simulations.

6.2 Future Work

An immediate extension of the present work is to evaluate the subjective performance of

the acoustic echocanceler. Although a near-end talker detection scheme was proposed in this

research, its effectiveness was not tested. Near-end talker detection is particularly critical if

the loudspeaker telephone is used in a noisy environment.

Although we were not successful in finding filter structures other than the transversal

filter in realizing the adaptive echo canceler, continuing efforts to reduce the filter complexity
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by exploiting different structures are needed. In our initial attempts, we used an echo canceler

to remove the early echoes and a low rate echo cancelerto reduce the later echoes (assume the

acoustic environment has a low pass characteristics.) This attempt met its doom when we

discovered that some materials (for example, a glass window) had demonstrated high pass

behavior. However, the physical origin of sound reflections (room acoustics) may still hold

thekey to thediscovery ofanew filter structure that willhave muchreduced complexity.

Of course the speech itself contains unique information that might be used to its advan

tage. One conjecture is that the LPC parameters can be correcdy estimated despite the echoes

(Chapter 2, Section 2.4.2.) Based on this assumption, an inverse filtering is plausible. If this

method should be successful, not only the near-end talker echoes can be alleviated but the

complexity of theecho canceler to remove the far-end talker echoes can be gready reduced.

Other potential research topics include frequency domain filtering using sub-band cod

ing(so that subjective weighting can be applied) and auditory modeling on perception.
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