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SUMMARY

In preslaus papera we hase examined the ectenalon aof aame
methods ta compane nandom experlments to the case in which the
asailalble expenimental information lo fuyyy.

3n thia papen we ane nas golng o analyze the neclatlonohips
betuseen the cnitenia based on Blackwcll'a oaufficiency and osame
critenia baced an well-known infonmation meaounes
Keywords :Comparison of Experiments; Fuzzy Sets; Information Theory ;

Statisties.

1. INTRODUCTION

The theory of comparing two “classic experiments" is wusually
concerned with the problem of comparing two random experiments whose
probability distributions depend on the same state or parameter value,
so that the “most informative“ (with respect to such a state)is prefe-
rred to the other one. The usual purpose of that comparison is that

inferences regarding the state will be later based on the sampling
from the "best" experiment.

(*) Maria Angeles Gil is currently a Research Associate at the Univer
sity of California,Berkeley, for a period of two years.Her research is

supported in part by NASA Crant NCC-275,AFOSR Crant 89-0084 and a
Crant from the Spanish MEC.



In the traditional criteria suggested to compare experiments one
first consider two random experiments, that may be cha.r'acteriz'ed by
means of two probability spaces E = (X,B4.Pg) and F = (Y.By.Qg). @ €
8, where the sample spaces X and Y are subsets of a euclidean space
(usually R ).Bx and By are the smallest Borel o-fields on the sample

spaces X and Y, respectively,{Pe, 6 € 8 } and (Qe. 6 € © } are
families .of probability measures on (X.Bx) and (Y'BY)’
respectively.More precisely , it 1is wusually assumed that the
“observable events" from E and F may be described by means of ordinary
subsets of the samples space X and Y, respectively . In addition, the
"elementary observable events" are all the singletons from X and Y,
respectively.

In previous papers ,[9-12],[18-23], we have considered the
problem of comparing two random experiments, E and F, when the
avajlable experimental information on which these conclusions will be
based is not exact, but rather it may be described by means of fuzzy
events ‘of the spaces X and Y,respectively, (30].In other words, we
have extended well-xnown criteria to compare experiments when the
“previous information" concerning the experimental outcomes involves
probabilistic uncertainty due to randomness ( formalized through the
probability measures Pe and Qe J,and the ‘“current avallable
information” after the experimental performance contains fuzzy
imprecision.

Thus, for instance, assume that a drug manufacturer has developed
a drug that supplies an unknown fraction 6 of cured patients . To make
posterior inferences about @, the director of a clinic consider the
experiment E consisting in observing the drug effectivenness in a
patient drawn at random from the pbpulaticns of .patients in the clinic.
This Bernoulli experiment may be characterized in terms of the
probability space (X.Bx.Pe). where X ={0,1} (O=non-cured patient ,
i=cured patient ) , By = smallest Borel o-field on {0,1}, PO(O) = 1-0,
Pe(1)= ® . If the director has not time enough to obtain an exact
conclusion about the effectiveness of the drug, but he can only
indicate that = « the patient is more or less cured » , or § = « the
patient is more or less not » , then the avallable experimental
information could be easily assimilated with fuzzy events on X.

In the present paper, we are first going to recall previous



extended criteria and to introduce new ones.Then, we will discuss the

possible connections between the preference relations defining these
criteria.

2.- PRELIMINARY CONCEPTS

Consider an experiment E = (X.Bx.Pe), 6 € 8, and suppose that the
statistician can base his decision making or drawing of conclusions
regarding 6, on the observation of the performance of E . Assume now
that the ability to observe the experimental outcome only allows the

statistician to assimilate each elementary observable event with fuzzy
information ,[29], [32], where
Definition 2.1

A fuzzy event X on X characterized by a Borel-measurable member-
ship function By from X to [0,1], where px(x) represents the “grade of
compatibility” of x and X, is called furzy nformatlon aasaciated with
the expeniment E .

As the attention is focussed on the state or parameter value 6
governing the distribution of the exact information from E, but the
present available information is fuzzy, it would be interesting to
obtain the probability of the fuzzy information in terms of 6.For this

purpose,we will use the well-Known probabilistic definition stated by
Zadeh [31] as follows:

Definition 2.2

The probablbity of the furzy information X induced by the
probability measure Pe on (X.Bx) is given by the value

P, (1) = jxp.xcx) dPy (x)

(the integral being the Lebesgue-Stielt Jes integral)

In the definition of measures of information and risk associated
with an experiment when the available experimental information is gi-
ven by grouping of e#perimental observations, [14],[15], the set of all

elementary events associated with the experiment
partition of the sample space.

is a classical
In a similar way, and for the sake of
operativeness, we will hereafter assume that the available *

elementary
observable events"

determine a partition of fuzzy sets on the sample
Space  or “fuzzy partition®, (1), (26-27], which is called fuzzy
information system

al. [29] :

according to the notion introduced by Tanaka et



Definition 2.3
AW&MMW (FIS),i’,a«mci.a«tedethEisa

partition of fuzzy events on X that is,a finite set of fuzzy events on
X, satisfying the orthogonality condition
(x) =1, for all xe X .
:rie::r'px

On the basis of the preceding notions, we are next going to
establish same preference relations between two FIS's associated with
two experiments whose probability distributions are gaoverned by the
same state or parameter value . All of these relations only require
the knowledge of the induced probability distributions on the FIS's .
Then, we will analyze the connections between such preference
relations, and finally apply them to an illustrative example.
3 .- SOME PREFERENCE RELATIONS BETWEEN TWO FUZZY INFORMATION SYSTEMS

LJ »
Let X and ¥ two FIS's associated with the experiments E = (X,
Bx.Pe) and F= (Y, BY'Qe)' © € 8 , respectively . Then,

Definition 3.1

LJ * L]
We say that I'is sufficient fon Y ,written X =z ¥ , if there exists
LJ ®
a nonnegative function h(%/X) on X x¥ , satisfying the relations

D ] nwn=1,forallqe %
-
Yey
® .
11) Qy(¥) = [ h(Y/X) P(X), forall Ye ¥ , 6 ¢
X e I

Let now assume that @ is a subset of the real line, and let Be be
the smallest Borel o-field on ©, and suppose that for all X ¢ 1. and
y € 9' ? (X) and Q (Y) are Borel-measurable with respect to 6 . Let
e denote the class of all prior probability distributions on (©, ﬁe
Given two prior distributions €1.€2 € e let

P X) = Ierem d€, (8)

Q¥ = [ Q¥ g€, (e)



e

X e ’x.. Ye ‘9‘. i =1,2 ( the integrals being the Lebesgue-Stielt jes
integrals).

Definition 3.2
We say that I' is nat Lesa informatise than ( or preferred or in-

different ' to ) ‘H. in the oense of the nan panametnic {-disengence,
L
written X 2 9 (NP £-D), if and only if

J‘;_(sl.ez) S Jfg(el.ez) for all €, £, € 8 (2)

2

where Ig,.6) = L 7w f[ ‘
x 75y 2,(1)

‘}’1(1)]

f being an arbitrary convex function defined on the interval (0, +w)
and such that

£(0) = Um £(u) , 0.£(2) = 0, 0.£(3)= 1tm ¢ £(3)= a 115 [V . for all
+ 0 0 * e u
u->0 €20 U-0

a € (0,+w) ( The measure Jf.(€1.€2) is defined analogously).
Y

[ ]
If €0, let

P(Y) = je Po(2) dE(e)

(The integral being the Lebésgue-StieltJes integral). Then,
Definition 3.3

L] L]
We say that I Lo not feas Informatise than Y in the acnac of

the non-panametric g-Lnﬁo_/unatwu measwne ,written I.a ‘9‘ (NP f-1)
if and only if

_[ 3, e,€) deco) zj I, (6,8) dg(e), for all £ ¢ & (3)
e x ey

where

P_(2)
Jf. (6,8) = ): P(X) r[ 6 ]
x °e o P(X)

(f a function satisfying the conditions indicated in definition 3.2)
and Jf,(ﬁl.gz) defined analogously.
X

.If we assume that 6 ig either the real line or an open interval
on the real line, we can state :



Definition 3.4

. .
We say that X (o nat less informatise than y" in the sense of
the parametric § information measune, written Xz Y (P £-I)

» If and
only if
f f
. I"y(8) = 1" (8) , for all 8 € © (4)
. X Y P (2)
where I°_,(8) = Lirg inf o ): ?6+A9(!x).f[———— ](11‘ it exists),
X (A8)°> 0" (a0) xrex" ?e+Ae(I)

and If.(e) is defined in a similar way.
Y

Finally, we establish the following criteria:
Definition 3.5

Wesaythatm.ummwmnwﬁnethan‘y.mwewmcﬂ
Fiohen’ o amount af infarmaticn written fi z Y (F) , if and only if

IF,(B) z IF,(O) , for all 8 € ® (5)
x Y ’
F 8 2
where 1" (8) = X ?B(I) [ log ?e(:t) ] , (if it exists), and
X % e I. a6

IF.(B) is defined in a similar way.
X

REMARK:

1)The criterion in Definition 3.1 is an immediate extension of that
introduced by Blackwell,[2,3] and exhaustively studied in the
literature of comparing experiments (cf.[7],(13],(16-18]Its extension
was previously suggested in [20].

11)The criterion in definition 3.2 was based in the well-known family
of f-divergence measures introduced by Csiszar, [4]) and extends to the
fuzzy case the preference relation in [7] that generalizes the
relation based on the Kullback-Leibler directed divergence and
suggested in [13].

i1i) The criterion in Definition 3.3 extends to the fuzzy case that
proposed by Ferentinos and Papaloannou [7], which is a generalization
of that in [18] . This extension has been previously examined in [21)

for the general case and in [12) for Shannon’'s inf'ormation measure.

iv)The criterion in Definition 3.4 extends to the fuzzy case that



suggested by Ferentinos and Papaioannou, (7], and is based on a method
of constructing parametric measures of information from non-pa
rametric ones they have also proposed [6]. A particularization of this
criterion to the non-additive directed divergence of order a has been
indicated by Gil in [9].

v)The criterion in Definition 3.5 extends io the fuzzy case that
suggested by Stone,[18],and studied by Garcia-Carrasco ,[8] . The
extension ﬂas been previously developed in [10],where additivity of
Fisher’s measure makes it very operative when we are concerned with

random samples of large size from experiments supplying fuzzy
information.

4.- CONNECTIONS BETWEEN THE PREFERENCE RELATI1ONS
We are now going to investigate the connections between the pre-
ference relations we have Jjust established . The following results

indicate that, under some regularity conditions, Fisher’'s criterion is
the most widely applicable . Thus,
Theorem 4.1

*
Let 8 be a subset of the real line and let 1. and Y be two FIS's

associated with experiments whose distributions depend on 6 € 6 . If
LJ L L »

X 2Y, there X =Y (NP £-D).

Proof.

Indeed, according to Definition 3.1, there exists a nonnegative

function h(¥/X) satisfying conditions i) and ii) of the definition 3.1.
Consequently, if f is a function satisfying the conditions in Defin}
tion 3.2, a result stated by Csiszar ,[4], guarantee that

gy = [ o o
Y Yedy

): h(Y/7) P, (X)

*
= 7 J iy 2y r[ TeX ] <
*®
YeV TeX L ntyw/m 2,00
XeX



h(Y/X) ?I(I)

= ¥ ] ) . h(y/I)'?é(I)f[ HT§7TT‘?;T§T'] =
TeX Yey
?,(1) . ,
= I %m f[-s-;m RRACUTLEY
XeX

whatever El.§2 € B. may be.

Theorem 4.2

Let ©® be a subset of the real line and let I.an& 9. two FIS’s
associated with experiments whose distributions depend on 6 € & . If
T =Y (NP £-D) then ,2'= ¥ (NP £-1).

Proof.

Indeed, if 51 assigns probability 1 to 6 = eo and §2=£ ,» then
L L
X =z9Y (NP f£-D) implies that

i e,.6) =3, (6,6), foralle co,ceco
_° 0 y 0 0

so that Definition 3.3 holds.

Theorem 4.3

let © be either the real line or an interval of the real line .
Assume that TB(I) and QO(I) are both twice differentiable with respect
to 8 and satisfying regularity conditions so that

[ .o, £2°) de®®(o) ana I I, (0,629) ag®®(e)
e I e Y

admit double differentiation with respect to 6+40 at A0=0 for all 0eB

and every point of 8 is a limit point (EEAe being prior distribution
. L L]

assigning probability 1/2 to each of 8 and 8+A0 ) . IT X = Y (NP

f-1), then 1. = 9. (P £-1), for all f such that f(1)=0.
Proof. ‘

Indeed,




f I, (0, £%°) agb® (o) =
e ¥
o (1)

PelX) + 5 (1)] +
E 1'{ [ 2 %ovso [ 5 %6 (x)+ 5 6+A9(x)}

=

P (7)
1 1 e+Ae
+[..?(:r)+ (:r)] [ ]}
2 "6 2 B+A9 1
Po(T) + 12, (1)

and the Taylor expansion of the last expression with respect to the
argument 6+A6 in a neighborhood of 6 is equal to

£+ L2 4F 0) 14612 + 0(1201)
x |

whereas the Taylor expansion of

P (X)
P 0 lT) - f[—m]
. E . « 0+AB8 P 0+A8

Wwith respect to 6+A8 in a neighborhood of @ is equal to

£(1) + E'QA’ 1¥.(8) 12612 + 0([20]3)
x .
Consequently, if f£(1) = 0, we have

f (o) = Lin, inf -175 { EL%LEl, .(8) [a6] } =
I (AB) 50" (a8) I

= Lin_inf —42-{f';“’ .(8) [40)2 }
(AO) 20" (a8) x

Lim 1nf
(Ae) 0" (Ae)

I Jf (e, €89 agho
8 X

-
whence X = Y (NP £-1) implies that

4 .
. f J . (0,689) 4¢h0 — 3T, (0,6%%) de®®(6), for all eeo
y

(AG) (ae) e

(ae in a neighborhood of 0) and hence the relation is preserved by



taking limit as (40)%5 0%, so that J¥ (e) = JF (8) for all 6 € © and
x y

f satisfying conditions in Definition 3.2 and f(1) = O.

Theorem 4.4
Undeq'the conditions in theorem 3.3, if I‘ z y’ (P f£-1), then
=y (F). ‘
Proof.
Indeed, the result may be inmediately derived from the relation
o) = I 4F (e
m .
obtained in the Taylor expansion of Jf.(e) considered above.
S .- ILLUSTRATIVE EXAMPLE

The following example 1illustrates the application of the
criterion in Definition 3.1 and the existence of a strict preference

relation according to such definition entails those for the remainder
-criteria.

Example

In an immunology process a quarter of a large population of mice
recelved a standard dose of a bacteria determining a character C, whe-
reas a half of the same population received a standard dose of another
bacteria determining character D . Consequently, the proportions of
mice with characters C and D are respectively 0.25 and 0.5 . Suppose
that the proportion 6 of mice having both characters is unknown .

On the other hand, assume that the mechanisms of analysis for pre
sence of characters C and D in the population are not quite exact . Mo
re precisely, assume that the analysis of each mouse for presence of
character C only permits us to distinguish between the -fuzzy
observations € ="the mouse seems more or less to have C" and €= “the
mouse seems more or less not to have C (or have C)®, that the
investigator assimilates with the membership functions ”Q(C)= 0.75,
p€(§)=0.25. u§(C)= 0.25, ”E(E)= 0.7 and the analysis of each mouse
for presence of character D only permits us to distinguish between the
fuzzy observations D ="the mouse has D quite sharply” and P="the mouse
has not D (or has D) quite sharply“, that the investigator assimilates
with the membership functions ug(D)=0.9 , um(ﬁ)= 0.1, ug(D)=0.1,
Fﬁ(ﬁ)"—' 0.9.

Let X denote the probabilistic information system in which a

10



random individual leading to the fuzzy information €, in the apalysis
for presence of character C, is observed for presence of character D .
Let Y denote the probabilistic information system in which a random
individual leading to the fuzzy information. D, in the analysis for
presence of character D, is observed for presence of character C.
Then, the (conditional given €) probabilities assocliated with X are
given by'
Pe(l) = (46 + 1)/3 .Pe(O) = 1= Pe(l) = (2-48) /3

(where (X=1) is D, and (X=0) is D), and the (conditional given D) pro-
babilities associated with Y are given by )

Qe(l) =(3.2 8 + 0.1)/2, 09(0) = 1-Q9(1) = (1.8-3.2 6)/2
(where (Y=1) is C, and (Y=0) is € ).
The fuzziness in the available information for the probabilistic
information systems X and Y leads, respectively, to the fuzzy informa-

. —. - ,
tion systems D ={D,D }and €.= {€,6}, whose probability distribution
are given by

Pe(D)= (3.2 8 + 1.1 )/3 ?eﬁ)‘) = (1.9 -3.2 6)/3
Pg(€)= (3.2 8 + 1.1) QG(E) = (2.9-3.2 0)/4
Consequently, the function
h(%/D) = 3/4 h(E/D) = 1/4
h(e/D) =0 h(&/D) = 1

L ]
satisfies conditions i) and ii) in definition 3.1, whence X zy..and

hence the best FIS is that in which individuals with the rarest
“character" are observed.

6 .- CONCLUDING REMARKS

The study in the present paper has been carried out on the basis -
of the model involving the concept of FIS and Zadeh’s probabilistic
definition . It could be also useful in practice to consider the
approach based on the concept of fuzzy random variable [24-25]would be
applied to the case in which the previous and the actual information
is fuzzy, so that we would be in factinterested in making decisions or

drawing statistical conclusions regarding a (fuzzy) state or parameter
value. .
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