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DENSE OPTICAL INTERCONNECTS FOR HIGH SPEED DIGITAL SYSTEMS
by
Chung-Sheng Li
Abstract

Optical interconnect technology has the potential to provide larger bandwidth and better noise immunity
than existing electrical interconnect technology for high-speed digital systems. Both the bandwidth and the
noise immunity are limited in the electrical interconnect technology at the backplane, the board, and the
multi-chip-module levels by problems such as reflections, ground-loop noise, crosstalk, frequency-depen-
dent signal distortion, and capacitive loading effect. However, an optical interconnect system might still be
limited in density and speed due to optical and electrical crosstalk either from neighboring channels or
through the shared power supply. This thesis is thus focused on analyzing problems arising from using dense
optical interconnects in a high-speed digital system.

Fully Differential Optical Interconnect. A fully differential optical interconnect concépt is proposed and
analyzed in this thesis to overcome the electrical noise problems. Furthermore, a series of fully differential
driver and receiver array chips with maximum array size from 4 to 12 using advanced bipolar, BICMOS and
GaAs technology have been designed and fabricated. Extensive circuit simulations verify the new design of
the driver and the receiver, which are fully functional at 2.5 and 1 Gbps, respectively, with the capability of
supporting less than 200ps signal rise time. In order to address the electrical packaging issues, models of the
laser transmitter array and receiver array are developed to examine the influences of system performance
through thermal noise, parasitic capacitance, and coupling through the substrate and power supply. Our
study shows that it is possible to drive a large number of differentially configured laser drivers and receivers
(232 if the maximum allowable switching noise is 25%) at 1 Gbps in a monolithic integration environment
using a common power supply. Single-ended drivers or receivers are far more sensitive to noise, and are not
recommended for this application.

Interconnect Density. Crosstalk models that incorporate detailed device models for each individual optical
and optoelectronical component in a system have been developed and used to evaluate the density of the
optical channels in a waveguide array environment as well as in a ‘Wavelength-Division-Multiplexed
(WDM) environment. The results show that the interference between the waveguides can contribute a signif-
icant amount of crosstalk, and the effect depends on the coherence of the signals carried in the adjacent
waveguides. Using a 1 dB power penalty criterion, we show that the crosstalk between adjacent waveguides
must be smaller than -12 dB and -25 dB for wavelength noncoinciding and coinciding monochromatic light
sources, respectively, in order to achieve a bit-error rate smaller than 10°15, These crosstalk requirements
limit the spacing between adjacent single-mode waveguides to = 10 pm. Instead of transmitting different
channels through different waveguides, it is also possible to transmit different channels through the same
waveguide but at different wavelengths. In contrast to a waveguide-based interconnect system, channel den-



sity of a WDM-based system using OOK is limited by the transient chirp of the laser diode and the crosstalk
allowed by the optical filter. The combined effect is significant for high bit-rate channels. Our results indi-
cate that a minimum channel spacing of > 30 GHz, with each channel operating at 2 Gbps, is needed with the
use of commercially available DFB laser diodes and optical filters.

System Requirements. Analytical models for high-speed synchronous and self-timed interconnect systems
have been developed and analyzed to derive system-level requirements (such as rise time, the maximum
allowable skew, and the latency) of using optical interconnects for high speed digital systems. Optical clock
distribution using single-stage architecture and multi-stage architecture with optical amplifiers has been
evaluated using these models. The results show that such a multi-stage distribution network can improve the
total number of fanout by several orders of magnitude when compared to that obtained from a single-stage
distribution network. Experimental results are consistent with those predicted by the analytical model.
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CHAPTER 1 INTRODUCTION

1.1 Motivation

As technology progresses, the demand for high performance digital systems such as high-speed
switching systems for broadband integrated service data network (B-ISDN) as well as general-
purpose mainframes and workstations for scientific and business applications is unrelenting. Higher
performance can be achieved through exploiting concurrent architectures such as parallelization
[1] and pipelining of executions [2] or through the use of more advanced and faster technologies.
Eventually the more advanced technologies can be applied to the concurrent architectural ap-
proaches, achieving increasingly better performance.

Faster devices are announced frequently [3, 4]. These leading devices include

* Super-self-aligned silicon bipolar technology [5],

* GaAs MESFET technology [6],

* high electron mobility transistor (HEMT) [7],

* heterojunction bipolar transistor (HBT) [8],

* Josephson junction technology [9].
These devices routinely demonstrate a gate delay of 30ps. or less, and have good prospects in
LSI/VLSI applications. Even the speed of CMOS VLSI is improving through either scaling or/and
cooling down to liquid nitrogen temperature [10]. Yet speed of devices is not the only criterion that
determines the acceptance of a technology. When these devices are used in a complicated system
such as a high performance computer, problems of parasitics, circuit design, power consumption
and packaging often dominate over sheer speed. Therefore, it is insufficient to improve the per-
formance of a system simply by choosing a faster device technology. Packaging and intercon-
nections also have to be taken into consideration in order to optimize the overall system

performance. Currently available packaging and interconnect technology at various packaging lev-
els are [11]:
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Figure 1-1. Packaging hierarchy. A typical packaging hierarchy, from bottom to top includes chips,
multi-chip modules (MCM), cards, boards, and backplanes.

* Chip-to-package interconnections: These technologies include wirebonding, tape automated
bonding (TAB), and flip-chip bonding using solder ball.

* Ceramic and plastic chip modules: Each module made of ceramic or plastic encapsulation
contains a single chip (single chip module or SCM) or multiple chips (multichip module or

MCM). The interconnections on these modules can have multiple signal layers using thin-film
or thick-film processing techniques.!

! Thin-film packaging refers to packages in which the conductor and insulators are fabricated using depo-
sition and patterning techniques similar to those used for fabricating integrated-circuit chips.
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» Package-to-board interconnections: Existing technologies can be categorized as pin-through-
hole (PTH), leadless chip carrier (LLCC), and surface mount technology (SMT). A
through-hole on the printed circuit board is provided for each pin of a chip package in PTH.
Both mechanical joint and solder joint are feasible for this technology. On the other hand,
both LLCC and SMT, which are more area efficient and provide better signal quality, require
‘solder joint between each lead of a package and the pad on a circuit board.

* Printed-circuit board: This technology has been around before 1960. The progress over the
past 30 years includes the decrease in the through-hole diameter (from ~840 ym to ~350
pum), the increase in the through-hole density (from ~9 to ~ 64 [cm?), the increase in the
number of signal planes (from ~4 to ~ 50), and the decrease of the interconnect width (from
~250 pm to ~ 50 um).

As the speed of devices increases, existing metallic interconnect technology is no longer ade-
quate due to its performance degradation at high-frequency. Sources of performance degradation
include

* Reflections,

¢ Ground-loop noise,

* Crosstalk among adjacent interconnects,

* Frequency dependent signal distortion.
We will now describe a few of these impairments.
1.1.1 Reflections

A high performance system requires more than one level of packaging and interconnects to
accommodate complicated logic functions. A typical packaging hierarchy, as shown in
Figure 1-1, includes chips, single-chip modules (SCM), multi-chip modules (MCM), cards, boards,
and backplanes. However, electrical discontinuities exist between any two packaging levels. Dis-
continuities may be primarily inductive (such as electrical connectors) or capacitive (such as stubs
in a multidrop net and 90-degree bends in a microstrip line). Depending upon the nature of the

discontinuities and impedance changes, the resulting reflections may be either positive or negative.
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Various methods exist to reduce the reflections resulting from impedance mismatch. For ex-
ample, a termination resistor is usually placed at the receiving end of an interconnect in order to
reduce the reflections. However, a perfect matching between the characteristic impedance of the
interconnection and the impedance of the load is difficult to achieve because of the parasitic
capacitance and inductance. If the round-trip propagation time between the source and the dis-
continuities is less than the rise time of the signal, these reflections can be absorbed by the inter-
connect driver with a net effect of an increased signal rise time. On the other hand, the waveform
of the signal is severely degraded by the multiple reflections if the round-trip propagation time is
longer than the rise time of the signal, resulting in a reduced noise margin or/and false switching.

1.1.2 Ground-loop noise

The ground plane of a packaging system usually cannot achieve zero resistance and inductance.
Any local injection of current from the devices changes the electrical potential at that point. For
a single-ended interconnection, the receiving side has to rely on the potential of the local ground
plane as a reference to determine the amplitude of the incoming signals. Any disturbance of the

ground plane is therefore coupled into the received signal.

One way of alleviating this problem is to transmit differential signals so that the signal can be
interpreted unambiguously at the receiving end of an interconnect. However, the required inter-
connect density has to be doubled and thus more signal layers are necessary to accommodate the
increased interconnect complexity. Some of the chips that are already pin-count-limited cannot
afford this option either.

1.1.3 Crosstalk among adjacent interconnects

For a given interconnect density, crosstalk between adjacent interconnects increases as the rise
time of the signal decreases. Furthermore, crosstalk of the transmission lines with a TEM or
near-TEM structure,? such as slotted lines and microstrip lines, usually couple with switching noise
and may consume the entire noise margin if they are not carefully controlled [12]. Therefore, either
the interconnects have to be spaced farther apart or additional shielding lines have to be inserted

2 TEM mode is the fundamental mode supported by a transmission line such as a coaxial cable. The
transmission line structures that can support TEM mode are said to have TEM structures.
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between signal lines to reduce crosstalk to an acceptable level. In both cases, the effective inter-
connect density is reduced.

1.1.4 Frequency-dependent signal distortion

Packaging discontinuities introduce frequency-dependent signal distortion as a result of the
inductive or capacitive nature of the discontinuities. Additional signal distortion is introduced by

the dispersion and the skin effect of metal interconnects.

The microstrip lines on a printed circuit board are inherently dispersive, since they are inca-
pable of supporting a pure TEM mode [13]. The mode’s effective dielectric constant is a function
of frequency, causing different frequency components of the signal to travel at a different speed.
This effect becomes significant when the rise time of the waveform is smaller than 100ps and the

signal has to travel more than a few centimeters.

The skin effect also contributes to frequency-dependent signal distortion for metal intercon-
nects when the thickness of the interconnects is large compared to the skin depth. Due to the skin
effect, high-frequency components within the signal experience higher attenuation, yielding non-
negligible waveform distortion. In order to reduce the skin effect, the thickness of the metal has to
be less than the skin depth of the metal.? A wider transmission line is thus required to accommodate
signals with higher data rate while maintaining an acceptable DC and low-frequency loss, resulting

in a net reduction of the interconnect density.

1.2 Optical Interconnects for High-Speed Digital Systems

Because of the bandwidth bottleneck associated with the existing interconnect and packaging
technology, optical interconnect using free-space, optical waveguides or optical fiber thus becomes
a viable and attractive alternative to increase the total system throughput. In this thesis, issues as-
sociated with using optical interconnect for high-speed digital systems are investigated. In partic-
ular, we will examine the potential problems and solutions of using dense optical interconnects for

high-performance digital systems. In such systems, serialization of data cannot be employed to

3 The skin depth of copper is 2 um at 1 GHz, and becomes 0.7 um at 10GHz.



increase the channel density if the data rate of each channel is very high before serialization is in-
troduced. Therefore, an interconnect technology with the capability of providing high density and
high bandwidth is necessary for acceptance in digital systems.

1.2.1 Potential advantages

Dense optical interconnects have the potential of offering the following advantages:

* More sophisticated interconnection pattern. Light beams from different sources do not inter-
fere with each other upon crossing. Very sophisticated 2-D and 3-D interconnect patterns
based on planar optical waveguide and free space interconnect technologies, respectively, can
thus be built from this principle, achieving a higher packaging density and shorter average sig-
nal propagation distance.

* Electrical reflection reduction. The reflections due to electrical discontinuities of a packaging
system does not seriously affect the signal waveform as long as the round-trip propagation
delay is less than the rise-time of the signal waveform. Therefore, multiple reflections due to
impedance mismatch between different levels of packaging can be reduced or eliminated by
replacing metal interconnects on higher packaging levels (such as the boards and the back-
planes) with optical interconnects so that the round-trip propagation delay of any metal

interconnects is shorter than the signal rise time.

* Higher bandwidth. The bandwidth of the optical interconnects is mainly limited by the inter-
face electronics and has the potential to achieve a multi-gigabit data rate with very little signal
distortion.

* Higher spatial density. The potential spatial density of either optical-waveguide or free-space
interconnect technology is an order of magnitude higher than what can be achieved by the
current metal interconnect technology (line spacing between two thin-film metal interconnects
is 225 um with a propagation distance less than 7 cm and increases to >100 um for longer
distance in order to avoid large crosstalk between adjacent interconnects [11]).

* Freedom from electro-magnetic interference (EMI). The propagation of light does not gener-
ate EMI to interfere with the surrounding circuit, nor can it be affected by the EMI produced
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by the environment. As we will show in later chapters, optical crosstalk between adjacent
optical interconnects is usually negligible.

¢ Breaking of ground-loops. By using optical interconnects, current is no longer transferred be-
tween the transmitters and receivers, and thus the disturbance on the ground plahe is reduced.
In addition, optical signals in an optical interconnect can not be disturbed by the noise of the

ground plane and therefore the signal quality is improved.
1.2.2 Potential problems

On the other hand, we also have to be aware of the potential problems if optical interconnects

are used to replace metal interconnects:

* Modal noise [14]. When multimode waveguides or fibers are used in conjunction with highly
coherent lasers, the coherent interference of different spatial waveguide or fiber modes give rise
to a speckle pattern. Fluctuations of the speckle pattern due, for example, to fluctuations in
the spectrum of the optical source, can lead to modal noise if a mode-selective loss (such as a
bad connector) is present in the optical link. Modal noise can cause a bit-error-rate (BER)
floor which might not be tolerable in applications which require extremely low BER. Modal
noise problem can be solved by either using a laser diode with large linewidth or premodulating
the laser at a frequency comparable to the relaxation oscillation frequency of the laser diode
[15]).

* Optical reflections [16]. Index discontinuities are also unavoidable in waveguide or fiber
interconnects. Reflections from the laser/waveguide interface might increase the linewidth as
well as the relative intensity noise (RIN) of the laser. Other reflections due to the discontinu-
ities along the optical path degrade .the signals arriving at the receiver by reducing the eye
opening and increasing the RIN.

* Optical crosstalk. Optical crosstalk can occur at the coupling between laser array and optical
waveguide array, between adjacent waveguides, or between the waveguide array and the
photodetector array as a result of the high packaging density required by the system. This
problem will be examined in detail in Chapter 5.
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* Threshold uncertainty [17]. The large number of interconnects within a digital system require
all of the receivers to be set at the same threshold. In practice, this threshold cannot be indi-
vidually adjusted according to the characteristics of the source. This means there is no feed-
back between the driver and the receiver to adjust the laser output, which deteriorates with
time. Local feedback might be able to correct for this problem, but the added logic circuitry
would compete for chip area with other logic circuitry. This problem will be investigated in
Chapter 9.

* High density required for optoelectronic components. Each typical single-chip module (SCM)
may have over 100 of signal-1/O’s, while a multi-chip module (MCM) can have several hun-
dreds to several thousands of signal-1/O’s. In order to provide optical interconnect in this en-
vironment, we have to be able to fabricate equally dense optoelectronic devices such as
LD/LED, PIN/APD arrays, driver arrays and receiver arrays. This problem will be addressed
in Chapters 7, 8, 10 and 11.

* Propagation delay [17]. The propagation delay of light in waveguide is unlikely to reduce
below the 5.0 ps/mm value currently available. This compares unfavorably with the 3.5-4.0
ps/mm for metal interconnects if suitable fabrication processes are developed to use expanded
PTFE type material as an insulator in multi-chip modules and boards. This seems to be a
fundamental limitation for waveguide optical interconnects. However, metal interconnects
suffer additional delay at each discontinuity as well as require longer settling time due to
switching noise, crosstalk, and reflections. Therefore, propagation delay alone can not be used
to evaluate the performance of an interconnect technology. System implication of this prob-

lem is further exploited in Chapter 3.

* Conversion delay. Signals are useful only in their electrical forms. Therefore, electrical-to-
optical (E/O) and optical-to-electrical (O/E) conversions are necessary for every interconnect,
which always involve nonnegligible conversion delay. This problem will be examined further
in Chapter 4 and 9 in which optical amplifiers are proposed to boost the optical signal power,

thus reducing the number of gain stages as well as the O/E conversion time at the receiver.
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* Sensitivity to noise during E/O and O/E conversion. Existing optical interconnect technology
has more loss than metal interconnection for such distances, due to the insertion loss of the
connector and scattering loss of the surface defects of a waveguide. Therefore, more amplifi-
cation and a higher sensitivity to both power supply noise and electrical crosstalk are experi-
enced by the receiver. This problem is further aggravated by the high density required by a
‘dense optical interconnect environment. In such an environment, there could be significant
electrical interference either through the shared common power supply or through the parasitic
inductance and capacitance. This problem is analyzed in Chapters 7 and 8 and a solution is

proposed in Chapter 9.

* Thermal interactions. Laser characteristics, such as the wavelength, threshold current and
differential quantum efficiency, are strongly affected by the operating temperature. Thermal
interactions between adjacent lasers in a dense laser array could thus significantly degrade the

system performance. A solution to this problem is also proposed in Chapter 9.

Among all these potential problems, optical crosstalks, threshold uncertainty, electrical crosstalk
and thermal interactions result from high interconnect density as required by the system and will
be addressed in detail in this thesis.

1.3 Architecture of Dense Optical Interconnects

In this section, possible architectures for dense optical interconnects are investigated. The

constraints for designing the architecture of an optical interconnect systems are:
* Compatibility with existing packaging technology,
* Flexibility in fitting into the architectures of digital systems,
¢ Fault tolerance,
* Easy engineering change and fault diagnostics.

In the following, we will first examine the available interconnect forms. Possible interconnect ar-
chitectures at backplane, board, and multi-chip module level will then be investigated. Possible
E/O and O/E conversion schemes will also be evaluated.

1.3.1 Interconnect media



Possible media that can be used for optical interconnects include:

Free-space interconnect. Light travels fastest in free space. In addition, free space intercon-
nects also offer the highest density and the most sophisticated interconnection patterns. Un-
fortunately, bulk optical elements such as lenses, holograms, beam splitters, etc., are us@y
unavoidable in free-space optical interconnects and thus make the alignment of optical beams

very difficult and unstable with respect to environmental disturbances.

Optical fiber. Optical fiber has the least loss compared with the other two media, and most
of the technologies used in fabrication are already mature. Fiber ribbon cable also has the
potential of providing reasonable interconnect density with regular interconnection pattern.
However, fibers are incompatible with the existing packaging technology at the board or MCM
level and they are not suitable for interconnects with very short distance or complicated pat-

“terns due to the possibly excessive volume occupied by the fiber cable.

Planar optic waveguide. Passive planar optic waveguides are emerging as a viable alternative
to optical fiber for very short distance interconnects. It has a higher propagation loss than
optical fiber (0.01 ~ 0.5 dB/cm as compared to 0.2 dB/km) but uses technologies that are
compatible with existing PCB or MCM technology. Therefore, it is more suitable for short-
distance dense interconnect applications. However, coupling of light into and from the

waveguides is also difficult and careful alignment cannot be avoided.

1.3.2 Backplane optical interconnects

The function of a backplane is to provide a logical bus for all of boards connected to it. Free

space, fibers and planar waveguides are all suitabl;a for backplane interconnects. An optical back-
plane can be achieved through using of star couplers, as shown in Figure 1-2. Each board in the
architecture occupies one input port and one output port from each of the star couplers so that
signals input to any of the input port will be broadcast to all of the output ports. The total number
of star couplers required can be greatly reduced by multiplexing several channels into a single

waveguide with each channel using a different wavelength.
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Figure 1-2. Optical backplane interconnects. Star couplers are used to combine and redistribute the data
signals.

On the other hand, a topological bus can also be used to interconnect from one board to an-
other, as shown in Figure 1-3. The bus is either folded back at the end or two independent buses

are used because a unidirectional optical bus structure is usually easier to implement.
1.3.3 Board and multi-chip-module optical interconnects

Board-level optical interconnects have to provide interconnects between different SCM'’s or
MCM'’s while MCM-level optical interconnects have to provide interconnects between unpackaged

wire-bonded or solder-ball-bonded flipped chips. At the board level, the E/O and O/E conversion

can be performed within an SCM/MCM, or through separate special-purpose E/O and O/E chips.
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Similarly, the E/O and O/E conversion at the MCM level can be performed within the chip where

the logical signals are generated or via separate special-purpose E/O and O/E chips on an MCM.

If the E/O and O/E conversion is performed before the package is connected to the next higher
level, as shown in Figure 1-4, the electrical discontinuity can be minimized but the optical align-
ment is more difficult. On the other hand, more electrical discontinuity and thus more signal dis-
tortion is introduced if the E/O and O/E conversion is performed after the package is connected to
the next level, as shown in Figure 1-5. However, this is acceptable for applications that require

only moderate data rates.

OPTICAL FIBER/WAVEGUIDE

[} [} [} j

Tx Rx Tx Rx Tx Rx

PRINTED WIRE BOARD

Figure 1-3. Optical backplane interconnects. A topological bus is used to provide communication path
between any two boards connected to the backplane.
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Figure 1-4. E/O and O/E conversion. Conversion is performed at the same packaging level as the electrical
signal is generated.

In both cases, there already exist multiple layers of metal interconnect to provide signal lines
as well as power and ground plane. Optical interconnects can be developed on top of these metal
interconnect layers to allow optical signals to propagate from one chip/module to another
chip/module. In some cases, more than-one optical layer may be necessary in order to provide

sufficient interconnect density (such as at the MCM level) just similar to its electrical counterpart.

1.4 Differential Optical Interconnection

As discussed in 1.2.2, “Potential problems” on page 7, optical interconnects for a digital sys-

tem have the following potential problems:
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Figure 1-5. E/O and O/E conversion. Conversion is performed at the next higher packaging level.

* Threshold uncertainty,

* Latency due to serialization/deserialization, encoding/decoding,
* Sensitivity to the switching noise and power supply noise.

* Sensitivity to the thermal interactions.

* Sensitivity to the DC level of the data at the receiver.

A fully differential optical interconnect architecture, as shown in Figure 1-6, is proposed in this
thesis to minimize the detrimental effects arising from these potential problems. In this architecture,
complementary optical signals are generated, transmitted, and received along two independent op-
tical channels.

14
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Figure 1-6. A fully differential optical interconnect architecture.

In a fully differential optical interconnect, the threshold voltage at the output of the receiver
is always located at differential zero, which is halfway between two signal voltage of approximately
equal amplitude but opposite sign, assuming two lasers at the differential transmitter have approx-
imately the same average power and the attenuation along the differential path is similar. The
threshold voltage is then independent of the actual power output of the lasers and the attenuation
of the channel. Since the laser drivers and receivers are both fully balanced, the fluctuation of the

current demands from the power supply is minimized, and thus the switching noise is reduced.*

4 An offset voltage is incurred when the laser output power or the attenuation is not balanced along the
differential path. We will show in Chapter 9 that a total of 40% mismatch between the lasers, the attenuation
of the optical path, and the quantum efficiency of the photodetector cause a 2.2 dB power penaity.
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Furthermore, the differential structure for both drivers and receivers increases the common-mode
rejection and thus reduces the sensitivity to the power supply noise. Therefore, differential optical
interconnect is very attractive in a dense optical environment and has been pursued in detail in this
thesis (Chapters 9-11). Fully differential drivers, receivers, and receiver arrays have been designed,
fabricated, and characterized fo verify this concept.

1.5 Prior Art of Optical Interconnects

Using optics for interconnections between VLSI systems was first suggested in [18, 19]. Early
systems are mostly based on free space interconnects with the use of holographic optical elements
(HOE) and spatial light modulators (SLM) to establish interconnect patterns. More recent systems
have begun to use both optical fibers and planar waveguides [20]. An interprocessor optical link
has been demonstrated between processor blocks in the Thinking Machines CM-2 at 400 Mbps
[21]. The feasibility of board-level optical interconnect using polymer [22, 23] and silica [24] have
also been demonstrated recently. Both of these prototypes can demonstrate a bit rate higher than
300 Mbps. However, the problems associated with the high density interconnect are yet to be ad-
dressed.

1.6 Contribution of This Thesis

In this thesis, we demonstrate that high-density high-speed optical interconnects can be
achieved in a synchronous digital system environment. The density of planar optical waveguides
can approach 1lum pitch while the density of a wavelength-division-multiplexed (WDM) system
can approach 37 GHz channel spacing for an OOK system with direct detection. We also show
that a multi-stage tree-structured optical clock distribution system using optical amplifiers can
achieve a very large fanout (>10°) for synchronou's digital systems.

The electrical interference between adjacent channels and from the neighboring digital circuitry
could be a serious threat to a dense optical interconnect system. A fully differential optical inter-
connect architecture is therefore proposed, analyzed and implemented in this thesis. We show that
a very high density transmitter and receiver array (=16 channels/chip) can be achieved with minimal

adjacent channel interference and switching noise (<0.2% for the receiver array).
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1.7 Thesis Outline

The main theme of this thesis is to investigate potential problems and solutions arising from

using dense optical interconnects in a digital system.

Since the metal interconnects cannot be avoided even in systems employing optical intercon-
nects, we thus investigate in Chapter 2 the strength and the weakness of metal interconnects at

various packaging level, and quantify when optical interconnects should be used.

The system requirements for dense optical interconnects are investigated in Chapter 3, in which
a statistical timing skew model is proposed and used to analyze the timing requirements of various
synchronous systems requiring parallel interconnections. We conclude that the rise time in the
clocks and data signals must be as small as possible in order to maximize system performance.
Therefore an optical clock distribution system using multi-stage optical amplifiers is proposed and
evaluated both theoretically and experimentally in Chapter 4. The results show that a very large
fanout from the clock distribution can be supported through this architecture with a proper ad-

justment of the system parameters.

Optical and electrical crosstalk in a dense optical interconnect system are evaluated in Chapters
5-8. In Chapter 5, the mode coupling within a parallel waveguide array is analyzed. A crosstalk
mode] which includes the effect of nonzero linewidth of the light source is used to evaluate the
crosstalk penalty. Instead of using multiple paralle] waveguides, more than one channel can share
the same waveguide with each channel occupying a different wavelength, resulting in a
wavelength-division multiplexing (WDM) system. In Chapter 6, a dense WDM system is simulated
to determine the maximum channel capacity, taking into account the chirp from the laser and

imperfect optical filtering.

Chapter 7 describes the simulation results of the crosstalk and switching noise in an optical
transmitter array consisting of a driver array and a laser diode array under various packaging as-
sumptions. Simulation results of the crosstalk and switching noise in an optical receiver array
consisting of photodetector array, preamp array, and postamp array are reported in Chapter 8.
Both of the single-ended and differential-ended configurations for drivers and receivers are consid-
ered in Chapters 7 and 8.
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A differential optical interconnect architecture that minimizes the electrical and thermal inter-
ference is proposed and analyzed in Chapter 9. A fully differential driver and receiver based on this
concept are designed, simulated and fabricated. In Chapters 10 and 11, we report the design and

simulation results of these fully differential driver and receiver array.

A summary of this thesis and suggestions for future work are given in Chapter 12.
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CHAPTER 2 MODELING AND PERFORMANCE EVALUATION OF
METAL INTERCONNECTS

2.1 Introduction

Metal interconnects have been used inside of most of the digital systems for either point-to-
point. or multi-drop interconnects. Even a system employing optical interconnects still cannot
avoid using metal interconnects as part of its transmission paths. Therefore it is important to realize
the strength and weakness of metal interconnects at various packaging levels so that optical inter-
connects can be used to supplement at those places where metal interconnects become the per-

formance bottleneck.

A high speed digital system usually assumes a controlled-impedance environment, in which a
constant characteristic impedance is maintained for its metal interconnects in order to minimize
signal distortion and reflections. However, electrical discontinuity cannot be completely avoided

even in such an environment. Several types of discontinuities usually arise in this environment:

* Connector discontinuities. Due to the lack of a reference (ground) plane, the characteristic

impedance of connectors such as bonding wires is very difficult to control.

* Via discontinuities. In general, multichip modules, cards, and boards can have more than one
signal plane. Vias are used for signals to pass from one signal plane to another. However, the
characteristic impedance of these vias is also difficult to control due to the lack of a reference
plane.

* Signal-line bends and T-junctions. For routing purposes, some of the signal paths on a signal
plane have to be bent by 45 degrees ;u- 90 degrees. In other cases, signal line splitting is nec-
essary in order to provide fan-out. Both of these cases create electrical discontinuities.

* Other line and vias (OLV) discontinuities. ldeally, a continuous ground or power plane can
provide the best shielding and isolation between signal planes. However, due to the vias which

are necessary for signals to pass from one signal plane to another, the ground and power plane

are usually configured as a mesh plane instead of a continuous plane. Adjacent transmission
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lines and vias surrounding a signal transmission line may increase its line capacitance and

inductance and modify its local characteristic impedance.

These effects, together with the dispersion, skin effect, crosstalk, and switching noise, introduce
intersymbol interference as well as signal distortion and limit the bandwidth of metal interconnects.
Transmission lines for interconnects in a high-speed LSI/VLSI system have been analyzed in
[25-32]. Signal dispersion and distortion in microstrip lines at the multi-chip module (MCM) and
printed circuit board (PCB) levels have been analyzed and simulated, for example, in [13, 33]. A
linear source and a resistive load are usually used for analysis as well as simulations while the dis-
continuities of a transmission path are mostly ignored. On the other hand, various types of elec-
trical discontinuities that can be found in a transmission line have been analyzed in [34] while their
implications on waveform distortion is reported in [35, 36]. Signal distortion at a system level that
includes driver and receiver circuits, transmission lines, and packaging discontinuities is simulated
and evaluated in [37]. However, only the discontinuity due to bonding wire at a chip boundary is
considered.
In this chapter, we investigate the signal distortion due to skin effect, DC loss, and electrical
discontinuities at various package boundaries.’ Using a strategy similar to [37], we simulate eye
patterns of the following systems
* From one chip to another chip located on the same multi-chip module (MCM),
* From one chip to another chip located on a different MCM, and
* From one chip to another chip located on a different board.

with various interconnect lengths and signal rise time.

From these simulations, we have found that

* For a short distance MCM interconnect (< 3 cm for signal rise time > 200 ps), signal propa-

gation is insensitive to the electrical discontinuities. The bandwidth can exceed several GHz.

S The parameters and models for the multi-chip module used in this chapter are characterized by W. P.
Smetana of IBM General Technology Division, East Fishkill, New York. The parameters of the thin-film
microstrip lines are characterized by A. Deutsch of IBM T. J. Watson Research Center.
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* Rise-time degradation becomes significant for longer MCM interconnect (= S cm for signal rise

time < 200 ps) due to the lossy nature of thin-film transmission lines.

* Significant ringing (= 25 %) and reflections (= 20 %) can be observed at the board and
backplane interconnect level and can limit the maximum transmission bandwidth to less than

500 MHz.

Frox'n these results, we show that it would be very difficult for optical interconnects to compete
with electrical interconnects at the on-chip and short-distance multi-chip module interconnects even
in the gigabit regime. It becomes more attractive to employ optical interconnects at the long-
distance multi-chip module level, board level, and backplane level interconnects for a bit rate higher
than 500 Mbps.

The organization of this chapter is as follows: Section 2 evaluates the signal distortion of
MCM:-level interconnects, while Section 3 evaluates the signal degradation of board-level inter-
connects. Backplane level interconnects are evaluated in Section 4. This chapter is summarized in

Section S.

2.2 Multi-Chip Module Level Metal Interconnects
2.2.1 Modeling

In a multi-chip module (MCM) environment, chips are either wire-bonded or flipped and
soldered onto the multilayer substrate of an MCM. The substrate can be made of Al,O; (NEC),
glass ceramic (Hitachi, IBM), silicon (AT&T), polyimide, alumina or sapphire [11]. In such an
environment, signals from an on-chip driver have to pass through bonding pads, bonding wires (or
solder balls if the chip is flip-chip-bonded), vias (between the surface of the substrate and the signal
layer), microstrip lines (on the MCM), vias (between the signal layer and the surface of the
substrate), bonding wires (or solder ball), bonding pads before the signals can reach the receiver of
another chip. This structure is shown in Figure 2-1. An equivalent circuit for a chip-MCM-chip

interconnect is shown in Figure 2-2.

The microstrip line on a multi-chip module has been modeled by a lossy transmission line with
skin effect. We assume the characteristic impedance is 50Q, signal propagation delay is 6.45 ps/mm,
and DC resistance is 0.45Q2/mm. The bonding pad is modeled by a capacitor (100 fF) while the
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solder ball is modeled by the equivalent circuit shown in Figure 2-3 [36], with C = 604/F,
R=0.1376Q, L = 4.065nH. For flip-chip solder balls approximated by cylinders in parallel and
placed orthogonally between éround planes, simple formulas for L, C and R used in Figure 2-3 can
be developed [36, 38]. We can also use the same equivalent circuit shown in Figure 2-3 to model
the vias between solder balls and the signal layers. The parameters used in the simulations for the

vias are R = 0.01Q, L = 0.468nH, and C = 139.5fF.

This equivalent circuit for modeling the discontinuity is accurate as long as the propagation
delay through the discontinuities is much smaller than the rise-time of the signal. As the rise time

approaches the propagation delay through the discontinuities, more than two sections of the same

solder ball

MCM substrate
POWER PLANE
GROUND PLANE

-
SIGNAL PLANE Z

MCM pins

Figure 2-1. Structure of an electrical path for an MCM interconnect.
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DRIVER MCM MICROSTRIP LINE RECEIVER

o—
VIA VIA
BONDING PAD/

BONDING WIRE

I

Figure 2-2. Circuit model of a typical multi-chip module interconnect. Signals from the differential driver
have to go through bonding pad, bonding wire, vias from the surface to a signal layer, MCM
microstrip lines, vias from the signal layer back to the surface, bonding wire, bonding pad, and
to the differential receiver.

equivalent circuit can be cascaded together so that the propagation delay of each individual section

is still much smaller than the signal rise time.

Fully differential metal interconnects are assumed throughout the simulations, so that
ground-loop noise can be ignored. The driver and the receiver in Figure 2-2 consist of the same
circuit, as shown in Figure 2-4 (which is a modification from the schematics shown in [37]). The
receiver has an on-chip S0Q termination resistor for each input. This design has been shown to
have better performance than the one with off-chip termination in [37]. A single-stage voltage

follower serves as a buffer for the input signals, while the output is an open-collector current-switch
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Figure 2-3. Equivalent circuit for a electrical discontinuity. This equivalent circuit is very general and can
be applied to almost all sorts of discontinuities.

configuration so that the collectors at the output of the driver sink current from the receiver through
the transmission line. The bipolar transistors used in these simulations have an f; exceeding 20

GHz. Biasing of the circuit has been optimized to achieve the maximum f;.

A 40-bit pseudo random sequence at 200 Mbps is used for the input to the driver while the
complement of this sequence is applied to the complementary input of the driver. The outputs are
sampled at the input point to the receiver before the waveform is reshaped. The simulated differ-
ential output voltage, which is the voltage difference between the signal channel and its comple-

mentary channel, are overlayed over a single bit period to generate the eye pattern.
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An eye pattern is considered acceptable only if the eye is at least 50% opened, because most
of the digital logic has been designed to tolerate at least 25% noise margin for either logical ONE
or ZERO.

2.2.2 Simulation Results

Figure 2-5 shows the simulated eye pattern for a differential MCM interconnect with length

1 cm and input signal rise time 200 ps. A ringing with maximum amplitude of 10.75% can be

observed (as compared to a full voltage swing). This ringing is mostly due to the resonance between

the capacitance of the bonding pad and the inductance of the solder ball. Note the transitions that

oOUTP
GND QOUTN
R1C
INP INN
GND
Rref
- Q4
R4

Figure 2-4. ECL driver and receiver circuit used for simulations. R} = Ric= Rs= Rs= Rsq = 50,
Ry = Ric = 420Q, R,s= 370Q.
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start at 0.3ns. The rise and fall time of the waveform is degraded to 340 ps and no jitter is ob-

servable.

Figure 2-6 shows the simulated eye pattern from the same system but the interconnect length
has been increased to 5 cm. The ringing of the waveform completely disappears at this distance.

On the other hand, the rise time is degraded to 1.75 ns while a jitter of ~150 ps can be observed.

The simulated eye pattern of an MCM interconnect with an interconnect length of 8 cm is
shown in Figure 2-7. The waveform jitter remains essentially the same as compared to Figure 2-6

while the rise time is further degraded to 2.75 ns. Severe signal distortion can also be observed.

B RCAD CSU  JUL 18 1991 14:04:11
MCM TRANSMISSION LINE Lengh= 1.0cm = 200ps

Figure 2-5. Simulated eye pattern of an MCM interconnect. Signal rise time = 200 ps, interconnect length
= 1 cm.
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Figure 2-6. Simulated eye pattern of an MCM interconnect. Signal rise time = 200 ps, interconnect length
= 5 cm.

Due to the highly lossy nature of the thin-film microstrip lines assumed for the MCM inter-
connects, waveform degradation (the increase in rise time) is significant for long MCM intercon-
nects while reflections due to discontinuities are negligible. We can also extrapolate the maximum
operating frequency from the eye pattern shown in these figures. Without changing the signal rise
time and fall time, the increase in operating frequency merely close the eye in the horizontal direc-
tion. And thus the maximum operating frequency is obtained when the eye is no longer 50%
opened. For short interconnects (< 3 cm), the maximum operating frequency can easily reach se-
veral GHz. The maximum achievable frequency reduces to < 500 MHz for longer interconnects

(= 5 cm).
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2.3 Board Level Metal Interconnects

2.3.1 Modeling

The structure of a board level interconnect is shown in Figure 2-8. In a
chip-MCM-board-MCM-chip environment, the signals have to travel through the MCM pin, on-
board microstrip lines, and another MCM pin, in addition to all of the signal paths discussed in the
previous section, before the signals can reach the other MCM. The equivalent circuit of such an
interconnect is shown in Figure 2-9. Note that it is a common practice that the signal is brought
down immediately to the MCM pins from the chip output to avoid additional loss due to the

MCM microstrip lines. Therefore, MCM transmission line models are not included in the equiv-

B RCAD (S JUL 181991 141713
MCM TRANSKISSON LINE Length= 8.0cm tr= 200ps

Figure 2-7. Simulated eye pattern of an MCM interconnect. Signal rise time = 200 ps, interconnect length
= 8 cm.
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alent circuit shown in Figure 2-9. But the length of the via that the signal has to travel before it
can reach the MCM pin is twice as long as the average length that has to be traveled in an
chip-MCM-chip environment. Therefore, two identical via models have been cascaded to reflect
this increased propagation length. The model used for an MCM pin is identical to that shown in
Figure 2-3 with R =0.021Q, L = 4.07nH, and C = 1.68pF.

The board microstrip line is modeled by a lossy transmission line with skin effect included.
The characteristic impedance is assumed to be 50Q. The propagation delay is 6.88 ps/mm, while
the DC resistance is 0.0057 /mm. Note that the DC resistance of a board transmission line is

much smaller than that of an MCM transmission line because the density requirement for board

CHIP CHIP CHIP CHIP

MCM PIN

PRINTED CIRCUIT BOARD

Figure 2-8. Structure of a board level interconnect.
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MCM PIN
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quvod

BONDING PAD/
BONDING WIRE

S3NM JdIRLISOMDIN

RECEIVER

MCM PIN

Figure 2-9. Equivalent circuit of a board level metal interconnect. The signals have to travel through MCM
pins of an MCM, board microstrip lines, and MCM pins of the other MCM in addition to all
of the paths discussed in Figure 2-2. '

transmission lines is less stringent and therefore allows the board transmission line to be wider and
thicker than an MCM transmission line. The rest of the circuits and parameters shown in
Figure 2-9 are identical to those used in Figure 2-2.

2.3.2 Simulation Results

Using the same simulation methodology described in the previous section, we obtain the sim-
ulated eye pattern of a board level interconnect with length 20 cm and input signal rise time 200
ps, as shown in Figure 2-10. The rise time has been degraded to 615 ps while the relative maxi-

mum ringing is 21.39%. The increased maximum ringing in this case as compared to an MCM
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1B RCAD CSU  JUL 1B 1991 0B:50:41
BOARD TRANSMISSION LINE Length= 20,0cm {r=200ps

Figure 2-10. Simulated eye pattern of a board level interconnect. Interconnect length is 20 cm and signal
rise time is 200 ps.

interconnect can be attributed to the increased discontinuities between the chip output and the
board transmission line. Reflections can no longer be ignored at this propagation distance where

a maximum reflection of 12.83% (as compared to the full voltage swing) has occurred.

Figure 2-11 and Figure 2-12 show the simulated eye patterns for board level interconnect with
an interconnect length of 60 cm and 120 cm, respectively. As the length of an interconnect in-
creases, waveform degradation due to multiple reflections becomes more serious. Maximum de-
gradation (30%) occurs when the reflections coincide with the ringing, as shown in Figure 2-12.

On the other hand, the rise time degradation remains essentially the same (615 ps).
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For the board level interconnect system simulated in this section, we can extrapolate that the
maximum operating frequency is < 500 MHz for a maximum interconnect length up to 60 cm.
Most of the bandwidth loss is due to the discontinuities introduced by the connector between the

MCM and the board.

2.4 Backplane Level Metal Interconnects
2.4.1 Modeling
For a backplane-level interconnect system shown in Figure 2-13, the signals have to go

through a cable connector (BNC or SMA), a backplane cable, and another cable connector, in

addition to all the paths described in Section 3. An equivalent circuit is shown in Figure 2-14.

RCAD CSU  JUL 18 1891 DB:51:57
BOARD TRANSMISSION LINE Length=60.0cm tr=200ps

TME (ns)

Figure 2-11. Simulated eye pattern of a board level interconnect. Interconnect length is 60 cm and signal
rise time is 200 ps.
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CSU  JUL 18 1991 08:53:44

RCAD
BOARD TRANSMISSION LINE Length=120.0cm tr=200ps

Figure 2-12. Simulated eye pattern of a board level interconnect. Interconnect length is 120 cm and signal
rise time is 200 ps.

The cable connector is modeled by a series of lumped-LC circuits, whose equivalent circuit is

shown in Figure 2-15.

Unlike the situation in a board level interconnect system, it is not always possible to place a
cable connector close to the MCM pin, and therefore the signal has to travel through some board
level interconnect before it can reach the backplane connector. A 10-cm board level interconnect

is assumed between the MCM pin and the board connector in our simulations.

The coaxial cable for backplane interconnection is modeled by a lossy transmission line with
skin effect included. The characteristic impedance of the cable is assumed to be 50Q. The propa-

gation delay is assumed to be 3.81 ps/mm, while the DC resistance is assumed to be 0.000676
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Q/mm. Note that the propagation speed of the signals in a cable is significantly faster than that in

a board level or an MCM level interconnect.

2.4.2 Simulation Results

The simulated eye pattern of a backplane level interconnect with interconnect length of 30 cm
and signal rise time 500 ps is shown in Figure 2-16. The rise time of the signal input to the driver
has been increased to 500 ps since signals with a rise time less than 500 ps is not supported by the
MCM pins, as shown in Section 3. The rise time at the output of the interconnect is degraded to
625 ps while the maximum ringing and reflections are 25 %. The maximum ringing and reflections
are not worse than that of a board-level interconnect. However, the number of multiple reflections

is more for a backplane level interconnect as a result of the increased number of discontinuities.

cable connector

i PCB
coaxial cable
CHIP
MCM
o 0 ar
B g PCB

Figure 2-13. Structure of a backplane interconnect.
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Figure 2-14. Equivalent circuit of a backplane level interconnect. The signals have to go through a cable
connector, a coaxial cable, and another cable connector in addition to the circuit shown in
Figure 2-9.

As the length of the backplane cable increases, the rise time of the signal begins to degrade
significantly, as shown in Figure 2-17 (750 ps) and Figure 2-18 (2.5 ns). The waveform is severely
distorted in Figure 2-18.

Assuming the eye has to be at least 50% opened, we can extrapolate from these figures that a

backplane system as simulated in this chapter is limited to 500 MHz for a maximum backplane

interconnect length < 200 cm.
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2.5 Summary
In this chapter, we evaluated the simulated eye patterns for metal interconnects at
¢ multi-chip module level,
* board level, and
. backpla;ze level.
Using the parameters assumed in this paper, we can summarize the following observations:

* The bandwidth is practically unlimited for a short distance interconnect (<3 cm) at the multi-

chip module level.

Figure 2-15. Equivalent circuit of a cable connector.
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Figure 2-16. Simulated eye pattern of a backplane interconnect. Interconnect length is 30 cm, rise time is
500 ps.

* A longer (=5 cm) interconnect at the multi-chip module using thin-film packaging technique

can suffer substantial rise time degradation and the bandwidth is limited to less than 1 GHz.

* Significant waveform distortion (=25 %) and multiple reflections can be observed at the board
level or backplane level interconnects. The bandwidth is therefore limited to less than 500
MHz.

This performance is the upper bound that can be achieved by metal interconnects since we only
considered the single interconnect case and excluded many other potential performance impair-

ments that can arise in a dense interconnect environment such as the switching noise and the

crosstalk.
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B RCAD CSU JUL 21 1991 12:07:31
BACKPLANE Length= 100.0cm tr=500ps

Figure 2-17. Simulated eye pattern of a backplane interconnect. Interconnect length is 100 cm, rise time
is 500 ps.

It is clear from these observations that existing metal interconnects can perform very well for
the short distance MCM interconnect. However, they are not able to support a gigahertz data rate
at the board and backplane level due to the electrical discontinuities present in the signal trans-
mission path. Therefore, optical interconnects technology applied at the board and the backplane
level have the potential to substantially increase the system throughput. Furthermore, optical
interconnect techniques can also be applied at the MCM level for interconnect at a longer distance
to eliminate the possible rise time degradations. Optical interconnect at the board and backplane

levels will therefore be the subjects in subsequent chapters.
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Figure 2-18. Simulated eye pattern of a backplane interconnect. Interconnect length is 200 cm, rise time
is 500 ps.
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CHAPTER 3 STATISTICAL ANALYSIS OF TIMING RULES FOR
SYNCHRONOUS INTERCONNECTS

3.1 Introduction

Synchronous interconnects are commonly used at the backplane and board level in a digital
system Parallel data channels are sampled by a clock signal transmitted on a separate channel.
The maximum system throughput of synchronous interconnects is usually limited by the timing
skew among the parallel channels. Timing skew can be categorized into static skew and random
skew. Static skew is usually caused by device variations while random skew is usually caused by
circuit noise. Deterministic timing skew models for synchronous circuits have previously been
studied in [39-41], but only the worst-case timing skews are accounted for by these models. On
the other hand, statistical skew models for the clock distribution subsystem have been investigated
in [42-44], but the connections between these models and the system performance are yet to be

established.

In this chapter, timing rules which take statistical variations of timing skew into consideration
are proposed and their impact on high-speed synchronous system design are evaluated. In partic-
ular, this model has the capability of predicting the yie/d® of a system if the statistics of the system
parameters are given. For a given device technology in which the parameters of device fabrication

is known, the yield of the subsystem can be calculated from the model proposed in this chapter.

Using this model, we derive the relationship between the maximum system throughput and the

timing skew (both static and random) for the following synchronous system configurations:
* Synchronous bus
 Finite state machine
* Feedforward pipelined systems

Two timing schemes are evaluated: (1) Conservative timing scheme. The transmitter cannot initiate

the next cycle until the receiver has received the data. (2) Aggressive timing scheme. The transmitter

¢ Yield of a system is defined as the percentage of fabricated systems that meet the timing specifications.
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initiates the next cycle as soon as the current data has been sent out. Apparently, the cycle time
of a system using the conservative timing scheme is limited by the propagation delay of the inter-
connects. However, this timing scheme has been widely used in synchronous system design because
of the simplicity in its timing verification. In many existing system implementations, the transmitter
waits at least a round-trip propagation delay before it sends out the next bit in order to allow the
reflections and crosstalk to die out. In contrast, the aggressive timing scheme does not wait for the
arrival of the current bit at the receiver before it sends out the next bit and thus tries to pipeline the

transmission process in order to alleviate the propagation delay bottleneck.

In addition to the evaluation of these two timing schemes, we also evaluate the impact on the
performance improvement of a pipelined system vs. a nonpipelined system when statistical vari-

ations of the timing skew are considered.

These evaluations show that the impact from an increase in random skew in the aggressive
timing scheme are more dramatic than the conservative timing scheme. For a given static skew (20

ps) and propagation delay (1000 ps),

* The absolute maximum propagation delay of an interconnect limits the maximum system
throughput in the conservative timing scheme. An increase of the standard deviation of the
random skew or static skew from 1 ps to 10 ps increases the cycle time from 1020 ps to 1200
ps.

* The random skew limits the system throughput in the aggressive timing scheme. An increase
of the random skew standard deviation from 1 ps to 10 ps increases the cycle time from 50 ps

to 200 ps.

These results show that the cycle time of a digital system design using the conventional (conserva-
tive) timing scheme is limited by its physical propagation delay and an interconnect technology with
higher bandwidth does not help too much. On the other hand, much smaller cycle time can be
achieved by using the aggressive timing scheme and the existing metal interconnect technology be-
comes the bottleneck for further improvement of the system performance due to the bandwidth
limitation and performance impairments of the existing metal interconnect technology. Optical

interconnect technology thus becomes very attractive for system designs using the aggressive timing
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scheme because it can offer much higher bandwidth and better performance. These results are also
used in designing a dense synchronous optical interconnect system in which the subsystem re-
quirements (such as the maximum allowable static timing skew in an optical receiver array or
maximum allowable random skew in an optical clock distribution system) need to be derived from

the system requirements (such as the system cycle time).

.The organization of this chapter is as follows: In Section 2, sources of both static and random
timing skew are identified. Based on this statistical timing skew model, Section 3-5 evaluates the
timing rules for various synchronous system configurations and derives the system throughput.
Numerical results of these timing models are discussed in Section 6. This chapter is summarized

in Section 7.

3.2 Sources of Timing Skew

The basic architecture of the synchronous systems examined in this chapter is shown in
Figure 3-1. It consists of a transmitter latch, a combinatorial subsystem, and a receiver latch. For
simplicity, we only consider the case in which a single-phase clock is distributed throughout the
system, and the clock signals are assumed to arrive at all of the outputs of a clock distribution
subsystem with similar propagation delay with possible static and random variations due to fabri-
cation and circuit noise. The results obtained here, nevertheless, can be easily extended to a system

with multi-phase clocks.

Various delay components are defined in the following: The propagation delay ¢, of an inter-
connection segment is defined as the time interval between the 50% data input edge and the 50%
data output edge. The propagation delay f,4 of a latch is defined as the time interval between the
50% clock input edge and the 50% data output edge. The data edge of a latch has to arrive before
the clock edge by an interval greater than f,,,, and should remain stable for a duration greater than
bou after the clock edge. The timing relationship between the data input, clock input and data
output of a latch is shown in Figure 3-2. Individual ,,, Or #. might be zero or negative, but the
width of £,n, + &« Window must be zero or positive. To ensure that the latch operates correctly,

the data input must remain stable during this window, or the latch might enter into a metastable

43



CLOCK

— - ——— —
— - ——— —
— . — ——
— P +—> —
— | LATCH > COMBINATORIAL sl 1arcH F—
— - LOGIC +——— —
—> —> ——
— P ——— —
—_— . —— —
— o ! ———

Figure 3-1. Architecture of a synchronous digital system.

state in which its behavior becomes unpredictable [44]. The propagation delay ¢, through a
single-input, single-output combinatorial system (such as an inverter) is defined as the time interval
between the 50% data input edge and the 50% data output edge. Howevq, the propagation delay
of a combinatorial circuit is usually pattern-dependent, and thus has different values for tpy, and
tpLy, Where tpy; is the propagation delay when the input makes a high-to-low transition while tp4
is the propagation delay when the input makes a low-to-high transition. In these cases we assume
baer = max {tpyr, tpra} and Lgem = min {¢pyy, try). For a multiple-input single-output combina-
torial system (such as an AND or XOR gate), the minimum propagation delay ¢4, and the maxi-

mum propagation delay &4 are defined as the signal propagation delay of the shortest and longest



path, respectively, from any inputs to the output. With these definitions, the data transitions at the
output of a combinatorial system can only occur between f4» and 4. Similarly, the minimum
and maximum propagation delay of a multiple-input multiple-output combinatorial system (such
as an ALU or a barrel shifter) are defined as tum=min {f{gns;j=1,..,N} and
bact = MAX {Laerysi j = 1, ..., N}, respectively, where tum; and 4., represent the corresponding

minimum and maximum propagation delay of the j* output.

For such a synchronous system, timing skew is caused by the variations in propagation delay

through the clock distribution subsystem, the latch, the interconnections, and the combinatorial

CLOCK

Teetup Thold

e

DATA OUT >

Td

Figure 3-2. Timing relationship between the data input, clock input and the data output of a latch.
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logic. Each of these skew components can be further divided into a static and a random compo-

nent. In the following, we will examine the statistics of these skew components.

3.2.1 Static skew

3.2.1.1 Variation of propagation length and signal group velocity

The variation of propagation length and signal group velocity is usually caused by the follow-
ing reasons:
* Lithography error caused by the diffraction limited light beam induces variation in propagation

delay for interconnects on an IC chip, a multichip module or a printed circuit board.

* Local and global variations during the processing steps in fabricating IC chips and printed
circuit boards introduce variations of dielectric constant in the material and causes group ve-
locity variations.

Assuming the nominal signal propagation length from the transmitter to the receiver is /, the
nominal signal velocity is v, the total propagation delay is £, = -%, the deviation of the propa-
gation delay of the j* interconnect from its nominal value within a synchronous system, as a first-

order approximation, equals

Al Av,
J
Ay = (- - <L) ~ (3.1)

where A/ and A, are the propagation length and signal velocity deviation, respectively, from their
nominal values. The random variables A} and Av,; due to process and fabrication variation are
assumed to be independent of each other and over all j. The means of A/ and Av,, are both zero
while the variances are o3, and 63,,, respectively. The incurred timing skew Az,; due to variation

of propagation delay thus has mean zero and variance

2 2 oAl oAy
= 2B+ @2
Vs
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3.2.1.2 Device Variation

Figure 3-3 illustrates a typical ECL gate. Both of the local and global variations in fabrication
of such a logic gate cause variations in propagation delay. Local variation in deviée parameters
causes a mismatch between the emitter-coupled pair, resulting a variation in the threshold voltage
and thus the switching time. Global variations in device parameters, on the other hand, cause
variations in various parasitic RC-time constants and resulting variations in the total propagation
delay.

The threshold voltage for discriminating an input logic ONE from an input logic ZERO of the
Jj*latch is Vi, = Vay + AVjpgy, where AVpg; = Vpn,— Vg, is the mismatch of the base-emitter
voltage between transistors Q1 and Q2. The deviation of the threshold voltage from its nominal

value AV7, thus equals AVz; + AVjpg; with mean zero and variance
2 2 2
GAVT = OAVR + aAVBE + 2PAVRAVBEO‘AVR0AVBE . (3.3)

where payaavgg is the correlation coefficient between AV and AVpz. AVz and AVje are assumed
to depend on the same set of device parameters such as dopant concentrations. For a waveform

with rise time ¢, and full voltage swing AV = Voyg — Vzggo, the switching instant is

Vr
"= bRy

(349

The variance of timing skew due to local variation (or threshold uncertainty) therefore equals

2
o2 =2 ‘avy
A?D.Icl = % (AV)2

(3.5)

Note that a shorter rise time reduces the sensitivity of the timing skew to the threshold uncertainty.
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Global variation in device parameters also causes variation in propagation delay. For a given
output voltage swing AV, it has been shown in [45] that there exists a linear relationship between

the delay and various transistor parameters for a standard ECL or CML gate:

1 J
tp = Kotp + Z ZKg/thj (3.6)

i=lj=1

where 7 is the forward transit time of the electron in a silicon bipolar transistor, R/s represent the

load resistance and various transistor parasitic resistance such as the base resistance, the emitter

Vee Vee

QS

Vee
IN %1 oz>|_ow 3 . ¢—0 Vout

Q3 Q4

Vee

Figure 3-3. Circuitry of a typical ECL gate.
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resistance, and the collector resistance. C; represents various transistor parasitic capacitance such
as the collector junction capacitance, the emitter junction capacitance, and the collector-to-
substrate capacitance. Kj is the contribution from each parasitic R,C; to the total delay. Kj can be
determined from circuit simulation, as shown in [46]. Each of these parameters varies from process

to process as well as within the same process. The timing skew variance o},,,, due to global vari-

ation thus equals
ohc
2 2 'r 2 p2 AR: J
UAfD.gH F + Z ZKle C}( C )
“'F i=1=1 J
OA7OAR %a1%AC;
FZ ZKURICJ(PArFAR, FR "+ Pacac, o)
i=1=1 J 3.7
+2) J ZI: ZJ:K RRCoq LARARCARTORy | PACACPACTAG
i=l=lk=1=1 HRRGA RiRy GG
PARACCARCAC, PARACARCAC,
RC e

It is clear from this equation that a positive correlation between various device parameters increases
the variance of the gate delay, while a negative correlation decreases the gate delay.
3.2.2 Random skew

3.2.2.1 Timing Jitter on the Clock Sources

For a system in which the transmitters and the receivers react to different edges of the same
clock sources, jitter generated at the clock source due to noise or temperature drift of the clock
source introduces additional timing uncertainties. For such a system, the variance of the timing
skew introduced is equal to the variance of the clock jitter, o

3.2.2.2 Circuit Noise

Noise on the clock or data waveform affects the switching time in the same way as the shift
of the logic threshold. The shift in the switching time of a gate is linearly proportional to the noise
amplitude in the input waveform, and is also related to the total voltage swing and rise time of the
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signal. It is shown in [42, 43] that the timing skew due to the noise on the clock or data waveform

is
2 e 2 '
%notse = F oN . (3.8

where o} is the variance of noise on the clock or data waveform at the switching instant. Again,

a shorter rise time here can reduce the noise sensitivity of the switching instant.

3.3 Timing Rules for Synchronous Bus Systems

Figure 3-4 shows a typical synchronous bus structure that consists of at least one bus master
and one or more bus slaves.” In this configuration, there is no combinatorial circuitry between the
bus drivers and the bus receivers. The clock arrives at the bus drivers with a static skew 7., and
a random skew 7.u,.,. Data from the bus drivers are gated onto the bus with a propagation delay
Tpas and a random skew 7,4,, while the propagation of data from the bus drivers to the receivers
introduces a delay 7,4 The receiver samples the data when the rising edge of the clock crosses the
decision threshold. The received clock has a static skew 7.u,», and a random skew 7cy,.,. The
sampling time uncertainty due to device variation and noise at the receiver introduces a static skew
o, and a random skew zp,,,. Therefore, the static component of the propagation delay from the

source to the destination of the j* channel is:
Tstatie = Telieaxs t Tpdls t Tpa + Telkeyxs * TDrxs _ (3.9
The random component of the relative skew is:

Trandom = Tclkexy + Tpdip + Telkyxy + T™Drxs + Titter (3.10)

7 A bus master is defined as a subsystem that can initiate bus transactions (either read or write), while a bus
slave cannot.
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with mean zero and variance

2 2 2 2 2 2
Crandom = Oclieaxy t Opdly + Oclierxy + Oprxy + Cjitter (3.11)

since the random components of the skew are assumed independent of each other.

In the following, we evaluate the system throughput based on the conservative and aggressive

timing scheme.

3.3.1 Conservative design

DATA =} 3 A =~
BUS =—_’FA ‘L ‘A -
=7 L3 LT
THET e he
MASTER/ MASTER/ MASTER/
SLAVE SLAVE SLAVE
CLOCK

Figure 3-4. Architecture of a synchronous bus.
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In this design methodology, the receiver uses the next clock edge relative to the edge used by
the transmitter. In order to ensure correct operation of a system, data released from transmitter

latches during a clock transition should arrive at the receiver latches
* before the setup-hold window of the next clock edge,
* after the setup-hold window of the current clock edge.

The first requirement is to ensure data arrives in time, while the second requirement is to ensure
previously arrived data remains stable until after the setup-hold window. This timing relationship
between the transmitters and the receivers is illustrated in Figure 3-5. We thus require the follow-

ing timing relationship:

Tx beto K

TIMING
SKEW

Figure 3-5. Timing relationship between the transmitter and the receiver in a synchronous bus. A con-
servative scheme is assumed here.
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Figure 3-6. Timing relationship between the transmitter and the receiver in a synchronous bus. An ag-
gressive scheme is assumed here.

T- Setup 2 Tstatic) + Trandom )
Tstaticj T Trandom 2 thold (3.12)
j=1..,N

where 7 is the cycle time of the bus, 7.uu; and Trmawmy are the static and random skew of the jt
channel, respectively, and N is the width of the bus. In order to achieve a failure rate less than P,

for a given system consisting of N parallel interconnects, the following inequality has to be satisfied:



N
HPrOb[T — bsetup = Tstaticy = Trandom 2 thold = Tstaricj] = 1 — P (3.13)
J=1

for a given set of {Zuaric,1, -+ s Tstaric.}-

We assume 6%,u:3>0%maom, the failure modes of a system are therefore determined by the extreme

values of 7, and Eq.(3.12) can be approximated by

T- bsetup 2 Tstatie, + Trandom,1

TstaticJ + Trandom,J = T+ thou (3.14)
I1+J

In order to have an error rate less than P, for a given system, we need
Prob[T — teenp = Tmax 2 TrandomIPTOD[*random = thotd — Tmin] 2 1 — P, (3.15)

SINCE Trangom,s A0 T,enaom,s are independent and have the same probability distribution. Note that only
the first term in Eq.3.14) depends on the speed of the bus. Therefore, if
Prob[ % odom = lota — Tmin] < 1 — P,, there does not exist a value of T which satisfies Eq.(3.15) since
Prob[T — tienp — Tmax 2 Tranaom] i always less than 1. In the following discussion, we will only
consider the timing rules of a system given Prob[%mawm = ot — Tmin] = 1 — P.. If the probability
density function of 7mwm is 7(7), Eq.(3.15) reduces to

T tyerup = Tmax oo
I e r(t)dr j nz)dt>1-P, (3.16)

—-00 Ihotd = Toin

The minimum cycle time 7 (or the maximum speed) that can be achieved by a bus system is the
solution to Eq.(3.16):

[

(Y]



1-P
= -1 £ 3.1
Tnin = senp + Tmax + R ( 1 = R(thotd = *min) ) e

where R(.) is the cumulative distribution function of T,msm. The distribution R(.) is a strictly

monotonic function so that its inverse R~!(.) exists.

Assuming the probability density function and the cumulative distribution function of T, is
hr(t) and H(t), respectively, the pield of the bus systems for a given distribution of the static skew
is Prob[ Trun < tmin] and equals Hr(tma). Yield of such a bus system is defined as the percentage of
the systems fabricated that meet the minimum system cycle time specification #;,. The probability
density function Ar(f) can be derived from (3.17), given the joint probability density function of

Tmax a0d 7aiq is known. The mean value of the cycle time ur over an ensemble of bus system:s is:

- 1-P,
e i e it st o

while the variance is

2
- 1-P

where f{Tma, Tmin) i the joint probability density function of 7ma and 7mm. For an N —channel
system with each channel having independent and identical statistics, the probability density func-

tion for Tmin, Tma, Which are order statistics of the T.un.s, are [47]:

SiGmin) = N1 = Glrpi))™ ™ g pmin)

3.20)
STma) = NG = N2 08(vmay) (
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The joint probability density function for 7. and 7, equals [47]:

S Tmins Tmay) = NN — D[G(rppa,) — G('rmjn)]N_zg(-rmax)g(rnﬁn) (3.21)

where 7y and 7min are the maximum and minimum propagation delay, respectively, while G(.) and
&(.) are the cumulative distribution function and probability density function, respectively, of the

random variable 7. gy,.

If there is no random skew, Ty, is solely determined by Tmax + 4o, and the probability density
function of T, is a shifted verion of the probability density function of Tma. The variance of
T is identical to the variance of Tma. When the random skew is taken into consideration, both

of the mean and the variance of T, are increased, as it is evident from Eq.(3.18) and Eq.(3.19).

If the random skew of a channel is Gaussian distributed with mean zero and 6,,4m, Eq.(3.16)

reduces to

1 IT- bserup — Tmax | ( 1 | hotd = Tmin|
1 — —erfc( YW1 —=etdfe(——————) |2 1-P (3.22)
( 2 \ﬁ- %random 2 \/2_ Crandom )

where erfc(x) is the complementary error function.

Zero rise time has been assumed for the analysis so far. In order to account for the finite rise
time, all of the f,us and £, can be substituted by #.s + 1/2¢, and 2,,., + 1/2¢, respectively.
3.3.2 Aggressive design

As shown in the previous subsection, the absolute signal propagation delay severely limits the

speed of a bus. In this subsection, we will evaluate a propagation delay independent design meth-

odology which can reduce or eliminate the impact from this constraint.

In this scheme, we assume the bus master is responsible to activate a data_valid signal on one

of the bus channels so that the receiver can begin latching the incoming data on every clock edge
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once this signal is detected.? The bus transactions will be continued until the data_valid signal is
no longer active. The bus receiver is assumed to use the M* clock edge relative to the edge used
by the bus driver. The timing relationship between the transmitted data and the received data in
this scheme is shown in Figure 3-6. In order to ensure that this bus system operates correctly, it
is necessary to have the arriving data edge of any channel earlier than the setup-hold window of the
M clock edge, but later than the setup-hold window of the (M — 1)* clock edge, both of which
are relative to the clock edge used for transmitting the data. Similar to the procedures used in de-

riving Eq.(3.12), we require

MT - Usetup 2 Tstatic + Trandom s
Tstaticy + Trandomj = M= DT + o4 (3.23)
i=1,..,.N;, M>1

Note that M decreases as T increases. This scheme reduces to the conservative scheme described

earlier when M equals 1.

Again, we assume 6Zun>0%mam, the failure modes of a system are therefore determined by the

extreme values of 7,0, and Eq.(3.23) can be approximated by

MT - Userup 2 Tmax + Trandom,1 ‘
Tmin t TrandomJ 2 M- DT+ 44 (329
I£J, M>21

In order to have an error rate less than P, for a given system, we need
Prob[MT — lserup — Tmax = TrandomIPTOO[Trangom 2 tho{d ~TmintM-1)T]21-P, (3.25)

Assuming the probability density function of t,mwm is (1), we thus have

8 The data_valid signal may not be necessary if the receiver can decode the address from the bus data and
determine whether it is the destination for the incoming bus data.
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MT -1, Tonax oo
f Y ) I Hr)de>1-P, (3.26)

—00 ‘Mld— Tmin + (M— l)T

This inequality can be solved recursively:

1-P
L= -1 e
MTrnin= beonp + *max + R ( 1 = R(thotd = Tmin + (M — 1) Tiyip) > (320

If the skew of a channel relative to its nominal value is Gaussian distributed with mean zero

and 6%nwm, E£q.(3.26) reduces to

' 1 | MTin — Usetup — L 1 | thota — Tmin + (M — DTy |
(1 — - erfe( ))(1 — 5 erfe( Y s

\/E Crandom 2 ﬁo-"ke“'

21-P,

In our analysis, reflections and crosstalk in data transmission have been ignored. There are

situations such as
e The static timing skew is close to the propagation delay,

* Each cycle has to allow additional signal settling time so that the reflections and crosstalk can

die out.

where using the largest attainable M in the aggressive timing scheme becomes infeasible. However,
the maximum throughput obtained from using the maximum allowable M can still serve as an

upper bound of the real system throughput.

3.4 Timing Rules for Finite State Machines

A typical finite-state machine, shown in Figure 3-7, consists of a state register and a combi-
natorial subsystem. Upon receiving a clock edge, the register releases the data into a multiple-input

multiple-output combinatorial subsystem, and the output from the combinatorial subsystem is
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sampled upon receiving of the next clock edge. The clock arrives at the state register with a static
skew ., and a random skew 7.4, Data from the state register are gated into the combinatorial
subsystem with a propagation delay 4, and a random skew 7,4,. The propagation of the data from
the inputs to the j* output of the combinatorial subsystem has a minimum propagation delay
Tpdemy a0d a maximum propagation delay 7,uu, The associated random skew is 7,4, The state
register samples the data when the rising edge of the clock crosses the decision threshold. The re-
ceiver clock has a static skew 7cu» and a random skew 7.u,.,. The sampling time uncertainty in-
troduces a static skew 7p,,, and a random skew 7p,,. Therefore, the maximum propagation delay

of of the j* channel is:

OUTPUT

B JEEE———

[ T — »

—

COMBINATORIAL P -
CIRCUITS ) P
*—>

@

-

LTI

CLOCK — ] LATCH

i daac

INPUT

Figure 3-7. Architecture of a finite state machine.
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TstatieM ) = Telk,tx,s + Tpdis + TpaMy t Telkerxs + TDrxs (3.29)

and the minimum propagation delay is

Tstatlem] = Teli,tx,s + Tpdls t Tpdmy + Telierx,s + TDrxs (3.30)

while the random component of the skew is:

Trandom = Teleaxy t Tpdly * Tpdr t Telkyxr + Titter (3.31)

with mean zero and variance

2 2 2 2 2 2
Srandom = Oclicaxy + Opdlr + Opdr + Oclicrxy + Ojitter (3.32)

For the finite state machine, it is not feasible to use an aggressive design methodology due to the
feedback from the combinatorial outputs to the state register. In order to ensure correct operation

of this finite state machine, we require

T- Usetup 2 TstaticM j + Trandom
Tstaticmj t Trandom = thotd (3.33)
j=1L.,N

Similar to the conservative design in the synchronous bus case, if we assume 6% 6%msm Eq.(3.33)
can be simplified to

T- lsetup 2 TstaticM + Trandom

(3.39)
Tstaticm + Trandom 2 thold

[
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Where sonesr = MAX {Tstanerry J = 1,..,N}, and Toiomem = min {Tsotiemy j = 1,..,N}. In order to achieve

a failure rate less than P,, we require

Prob[T - Usetup = TstatieM T TrandomJPTOO Trandom 2 thotd — Tstariem] 2 1 — Py v (3.35)

The minimum cycle time for the finite state machine can be obtained by using a similar technique

to that which leads to Eq.(3.17):

1-P
_ -1 e
Tmin ~ senp ¥ Taric + R ( 1- R(thold - Tstarlcm) ) (3.36)

3.5 Throughput Improvement from Pipelined Architecture

Pipelining of a combinatorial system, which is achieved by inserting latches in the middle of a
system, has been a standard technique to shorten the cycle time and increase the system throughput.
In this section, we investigate the throughput improvement of a feedforward system with a pipeline
structure as compared to that of the same system without pipelining. Only the conservative ap-

proach is evaluated here, but the results obtained can be extended to the aggressive approach.
3.5.1 Pipelined approach

For simplicity, we assume a combinatorial subsystem which has similar delay characteristics
among channels (such as in an ALU). This combinatorial subsystem is partitioned into L stages
with each stage having approximately equal amount of delay and a latch is inserted between suc-
cessive two stages, as shown in Figure 3-8. Using a similar definition for the delay and skew
components as used in previous sections, the static skew component of the j* channel of the i* stage

in a pipelined structure is:
Tstate = Telkexs t* Tpdls T+ Tpdes + Telkyxs + TDrxs (3.37)

while the random component of the relative skew is:
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Trandom = Tcliaxr * Tpdey t Tetkyxy ¥ TDyxy + Tjitter (3.38)

with mean zero and variance

2 2 2 2 2 2
Srandom = Oclkeaxy t+ Opdcy + Ocleyxy + CDpxy t+ Gjitter (3.39)

In a conservative design, the data is maintained stable throughout the whole period, we thus

require
[
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Figure 3-8. Architecture of a pipelined system.
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T- Gsetup 2 Tstaticyj + Trandom
Tstatic,jj + Trandom = hold (3.40)
i=1.,Nj=1..L

where i represents the i# channel while j represents the j* stage in the pipelined structure. In order

to achieve a failure rate less than P,, we thus have

i)

i=1]

Prob[T — tserup = statte,lf 2 Trandom 2 thota = stattcy) = 1 — P (3.41)
1

Similar to Section 3, the failure modes will be determined by the extreme values of 7, if We as-

SUME O2iric>O7mam. EQ.(3.41) can therefore be approximated by

T- lserup = Tmax + Trandompq

Tstaticys + Trandom 2 thold (3.42)
PaQ#rs

where

Tmax = ‘K‘:mnc’pq =max {‘l’smuc'u i=1,.,N j = 1,..,L}

. . , 3.43
Tmin = Tstatic,rs = TUN {":tatic,{j i=1,.,Nj=1,.,L} (49
In order to achieve a failure rate less than P,, we thus require
Prob[T — setup — Tmax = TrandomJPTOO[Trandom 2 thotd = Tmin] = 1 — P, : (3.44)

If the probability density function of 7,zum is 7{7), Eq.(3.44) reduces to
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T— Ly — Tmax oo
I r(-r)er- n7)dz>1-P, (3.45)

-—00 ’Mld = Tmin

The minimum cycle time T, that can be achieved by a pipelined system is the solution to

Eq.(3.45):

1-P
T, o=t 4< +R! : e
minpipe = setup " Tmax pipe ( 1 = R(thota = Tmin pipe) ) o

Both the mean and the variance of the maximum operating speed over an ensemble of pipelined
systems can be found by following similar procedures to those leading to Eq. (3.18) and Eq. (3.19)

in Section 3.
3.5.2 Nonpipelined approach

For a nonpipelined feedforward architecture, the static skew component of of the j# channel

N
Tstatic) = Telkaxs t+ Tpdls + Z":tattcjl + Tekerxs + TDrxs (3.47)
i=1

The random component of the relative skew is:

N
Trandom = Tclkaxy + Tpdly + Z"pdc,r.l + Tetkerxs + Tister (3.48)
=1

with mean zero and variance

“
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MINIMUM CYCLE TIME vs. RANDOM SKEW

2000
delay=1000ps
tsetup=thold=10ps
Pe=1e-15
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moximum static skew=
1600

MINIMUM CYCLE TIME (ps)

1200

RANDOM SKEW STANDARD DEVIATION (ps)

Figure 3-9. Minimum cycle time as a function of the standard deviation of the random skew. Nominal
propagation delay is 1000 ps. The maximum static skew is varied from 20 ps to 100 ps, which
correspond t0 7mu from 1010 ps to 1050 ps while 7mw from 950 ps to 990 ps. Both of the
Lserp and the fy,1 are assumed to be 10 ps. The error rate is assume to be 10-15,

2 2 2 2 2 2 2
Srandom = Oclieex t+ Opdly + N Opder + N(N - I)Prapdc,r + Scticrxr + Cjitter (3.49)

where p, is the correlation coefficient between the random skew of different stages. T for the

nonpipelined architecture thus equals:

1-P
T, = loop + T +R7! L 3.50
minnonpipe setup max,nonpipe < 1— R('hold_ "mln,nonplpe) ) ( )
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MINIMUM CYCLE TIME vs. RANDOM SKEW
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Figure 3-10. Minimum cycle time as a function of the standard deviation of the random skew for con-
servative design scheme. The system error rate is varied from 10-¢ to 10-!%. Nominal prop-
agation delay is 1000 ps. The maximum static skew is 60 ps, which correspond to that Tmax
equals 1030 ps and 7min equals 970 ps. Both of the f,n, and the ;4 are assumed to be 10

ps.
The throughput improvement can be found by evaluating T sempisel Tmingipe-

3.6 Numerical Results

In this section, we evaluate the minimum cycle time for both conservative and aggressive
schemes. Since the expressions for the minimum cycle time are similar for all of the synchronous .
buses, finite state machines, and pipelined systems, the numerical results discussed in this section

are therefore applicable to all of these cases.



Figure 3-9 and Figure 3-10 show the minimum cycle time as a function of 6,c4- for the

conservative design scheme. For small random skew (6,mwm< 100 ps), the minimum cycle time is

limited by 7wmux + 7semp. The minimum cycle time increases from 1020 ps to 1200 ps as the standard

deviation of the random skew increases from 1 ps to 10 ps. When the random skew exceeds 100

ps, it is not possible to achieve the required system performance (P, = 10-15) even with large cycle

time, due to the fact that the timing rule 7 umm = Thow — Tmin can no longer be enforced. Further-

more, increased static skew also increases the minimum cycle time as a result of increased

1000

800

800

MINIMUM CYCLE TIME (ps)

200

MINIMUM CYCLE TIME vs. RANDOM SKEW

delay=1000ps
tsetup=thold=10ps
| Pe=1e-15
maximum static skew=
20ps
B 40ps
60ps
80ps
B 100ps
P .
— o WNED 4 o ammm o *..dooaao-:-
o-o-ooooaoni..-..:“-." - =2
L ] l ! l
1 2 3 ) 10 20

RANDOM SKEW STANDARD DEVIATION (ps)

30

Figure 3-11. Minimum cycle time as a function of the standard deviation of the random skew for the ag-
gressive design scheme. The system error rate is 10~15. Nominal propagation delay is 1000
ps. The static skew is varied from 20 ps to 100ps, which correspond to Tma from 1010 to 1050

and Tmin from 950 ps to 990 ps. Both of the #;,n, and the £y, are assumed to be 10 ps.
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Tmax + Lenyp. More stringent requirement on P, increases the minimum cycle time, which is evident
from Figure 3-10.

Figure 3-11, Figure 3-12, and Figure 3-13 show the minimum cycle time for the aggressive
timing scheme. In Figure 3-11 and Figure 3-12, the minimum cycle time is plotted as a function
of the 6,mem for various values of static skew and P,, respectively. A similar global trend between
the minimum cycle time and 6,m4m as compared to the conservative scheme can be observed here,
except that the minimum cycle time here is limited by the difference between 7mu and 7mi,. The

minimum cycle time increases from 50 ps to 200 ps as the standard deviation of the random skew

MINIMUM CYCLE TIME vs. RANDOM SKEW

1000
delay=1000ps I
tasetup=thold=10ps '
maximum static skew=60ps .
800 |- ~

Pe= 1e—18 j

MINIMUM CYCLE TIME (ps)

RANDOM SKEW STANDARD DEVIATION (ps)

Figure 3-12. Minimum cycle time as a function of the standard deviation of the random skew for the ag-
gressive design scheme. The system etror rate is varied from 10-¢ to 10-18, Nominal propa-
gation delay is 1000 ps. The static skew is kept at 60 ps, which correspond to 7. equals 1030
ps and Ty equals 970 ps. Both of the #,n, and the t),4 are assumed to be 10 ps.

68

"



increases from 1 ps to 10 ps. The zigzag shape of the curve is due to the effect of integer values
of M in the timing rule. As random skew increases, T, remains essentially constant until M has
to be decreased. At this time, there is a big step increase in Ty,. Similar effects can be observed
in Figure 3-13 for the relationship between the minimum cycle time and the static skew. For a
given random skew standard deviation of 10 ps, the minimum cycle time increases from 200 ps to

400 ps as the static skew ((*max — Tmin)/2) increases from 20 ps to 100 ps.

MINIMUM CYCLE TIME vs. STATIC SKEW
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Figure 3-13. Minimum cycle time as a function of the standard deviation of the static skew for the ag-
gressive design scheme. The system error rate is varied from 10~ to 10- 1. Nominal propa-
gation delay is 1000 ps. The static skew is kept at 60 ps, which corresponds to Tmay equals 1030
ps and 1qn equals 970 ps. Both of the t:erwp and the [,y are assumed to be 10 ps. The
standard deviation of the random skew is assumed to be 10 ps.
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3.7 Summary

A probabilistic timing skew model which accounts for both static and random timing skew is
proposed in this chapter. Based on this model, the timing rules are derived for synchronous buses,
finite state machines, and pipelined systems. Both the conservative and aggressive timing mlés are
analyzed. In the conservative timing rule, the system performance is limited by the absolute prop-
agation delay as well as the random timing skew. On the other hand, an aggressive timing rule can
yield a higher system performance but is limited by both of the static skew and random skew.

From this timing skew model, we have shown that the rise time of the clock as well as the data
is critical in determining the performance of synchronous interconnections. Smaller rise time is
desirable in minimizing the random timing skew due to the noise on the clock waveforms as well

as the static skew due to the threshold uncertainty caused by device variations.

We have also shown that a digital system design using the conservative timing scheme is limited
by .its physical propagation delay and an interconnect technology capable of providing higher
bandwidth does not help too much. On the other hand, the aggressive timing scheme can achieve
a much smaller system cycle time and the existing interconnect technology becomes a serious bot-
tleneck. Optical interconnect technology thus becomes very attractive for system designs using the
aggressive timing scheme because its potential to offer much higher bandwidth and better per-

formance.
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CHAPTER 4 CLOCK DISTRIBUTION USING OPTICAL
AMPLIFIERS

4.1 Introduction

Optimization of the performance of a high-speed synchronous digital system requires a tight
control of the timing skew among system-level clock distribution network [48, 49].° It has been
suggested in [42, 43] that optical clock distribution can be used to reduce the timing skew in a
system-level clock distribution network. In a dense synchronous optical interconnect, optical clock
distribution is essential for optimizing the system throughput, since clock distribution usually re-
quires the highest bandwidth in a system. Compared with traditional electrical clock distribution,

optical clock distribution has the potential of offering the following advantages:

* Higher bandwidth: The speed of an optical clock distribution network is only limited by the
laser drivers and the optical receivers and is thus able to support clock waveforms with much

smaller rise time.

* Lower distribution skew: The control of the refractive index in the optical fiber or optical
waveguide is usually tighter as compared to that of the dielectric constant of the electrical
transmission lines. The signals thus experience less variation in propagation delay among dif-

ferent branches in a clock distribution network [42, 43],

* Free from the capacitive loading effect: The fanout of an optical clock distribution network
is determined by the minimum received power required by the optical receiver. In contrast,
fanout of an electrical clock distribution network is determined by the driving capability of the
line driver at the clock generator. A larger capacitive load thus requires a larger line driver, and

increases the rise time.1?

? A substantial portion of this chapter is from C.-S. Li, F. Tong, K. Liu, and D. G. Messerschmitt, “Fanout
Analysis of Multi-Stage Optical Clock Distribution Using Optical Amplifiers,” Proc. GLOBECOM'9I,
Phoenix, Dec. 1991. (c) 1991 IEEE. Reprinted with permission.

19 In practical implementations, electrical clock distribution is usually implemented as a buffer chain [50] so
that the clock driver need not to drive a big capacitive load directly. However, this architecture is limited
by the timing skew introduced by the device tolerance among different buffers.
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* Freedom from crosstalk: Electrical shielding from interfering sources becomes more difficult
as the system operates at a higher speed, while optical clock distribution is immune to these

electrical interferences.

* Freedom from the ground-loop problems: Optical clock distribution is immune to the unequal
ground potcntial between different parts of a system as well as the electrical disturbance on the
ground plane [51].1
Previously, optical clock distribution has been studied under the assumption that there is only
a single-stage splitting of the clock waveform [42, 43, 52]. In this chapter, we investigate the
maximum allowable number of fanout for a given skew budget when the optical amplifiers are in-
troduced in the distribution. Our results are based on the semiconductor optical amplifiers (SOA)
[53], but the analysis can be extended to incorporate Erbium-doped fiber amplifiers (EDFA) as
well [54].

The results reported in this chapter are:

* An analytical skew model for a clock distribution network is developed and is applicable to
both single-stage and multi-stage optical clock distribution.
* With the use of optical amplifiers, the fanout of a clock distribution network can increase many

fold while maintaining the same clock skew.

* The maximum fanout of a clock distribution network is found to be very sensitive to the dis-
tribution skew introduced at each stage. The multi-stage architecture is no longer favorable

when the distribution skew at each stage exceeds a few tenths of the total skew budget.

* In contrast to a single-stage architecture, the maximum fanout of a multi-stage architecture

using optical amplifiers is not improved by using APD’s.

* An optimal rise time of the clock waveform exists for both single- and multi-stage clock dis-

tribution.

11 Ground loop problems can be avoided in the electrical domain if the clock signals are sent through fully
differential lines.
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The organization of this chapter is as follows: Section 2 describes the architecture for the
single-stage and the multi-stage optical clock distribution network. The timing skew model for
optical clock distribution is established in Section 3. Section 4 and Section 5 present the fanout
analysis for the single-stage and the multi-stage optical clock distribution network, respectively.
Section 6 present the experimental results based on a two-stage clock distribution network using

an Erbium-doped optical amplifier. This chapter is summarized in Section 7.
4.2 Architecture of Clock Distribution Networks

The basic single-stage optical clock distribution network is shown in Figure 4-1. The clock
distribution is achieved by equally splitting the output power from the laser into d branches. The

clock signal is recovered from the optical receiver located at the end of each branch.

In order to increase the fanout as compared to that of a single-stage distribution, optical am-
plifiers can be used to boost the clock signal. The resulting architecture is shown in Figure 4-2,
which is a tree with depth N, with each level allowing a different degree of fanout d,. An optical
amplifier is located at each nonleaf branch. Using this architecture, the total number of optical

N-1 N
amplifiers required is 3" IL[d,- while the total number of leaves is []d,. We assume clock signals
i=s0j=0 j=0

can only be recovered from the optical receivers located at the leaves of the distribution tree and
tapping from nonleaf nodes is not allowed. In such a distribution tree, any clock signal arriving at
the optical receiver has to travel through N stages of optical amplifiers.

One additional advantage of using a multi-stage clock distribution network with optical am-
plifiers is that the optical power in the system is always within eye-safety margin, as opposed to that
of the single-stage distribution in which a high-power laser is required to achieve similar fanout.

4.3 Clock Skew Analysis

In a system-level electrical clock distribution network, the dominant skew components are:

e Mismatch of the propagation delay along different transmission lines, due to the mismatch of
the terminating resistance as well as the line inductance and capacitance of the transmission
lines.
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* Discontinuities at the package boundary, such as those between the backplane and the board,

as well as those between the board and the multi- or single-chip module.

* Variation of gate delay among clock buffers, due to the variation in the processing of the

semiconductors.

In contrast, the dominant skew components in an optical clock distribution network are the dis-

tribution skew, the receiver static skew, and the receiver random skew.

Assuming the clock distribution architectures defined in the previous section are used, the

timing skew at any receiver of such a network is defined as the deviation of the time instant from

PIN/APD

PIN/APD

MASTER
CLOCK

MODE~-LOCKED
LASER

Figure 4-1. Architecture of a single-stage optical clock distribution.
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Figure 4-2. Architecture of a multi-stage optical clock distribution.

its nominal value at which the received clock signal triggers the latch operation. The total timing

skew of an optical clock distribution network consists of three components:!?

Tskew = ATgs + AT, s+ Aty " (4.1)

12 The jitter generated by the clock source also contributes to the system timing skew if the receiver logic is
using a different clock edge than the one used by the transmitter logic. However, this skew component is
not contributed by the clock distribution network and is thus not considered in the present treatment.
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where Ay, Atny, AT, are the random variables representing the distribution skew, the receiver
static skew, and the receiver random skew, respectively. The variance of the total skew is thus given

by

2 2

2 2
cf,k" = aA‘I'M + oAfm + oA‘!m 3 (4‘2)

since we can safely assume that all these three random variables are independent of each other.
4.3.1 Distribution skew

Variation in propagation length and refractive index due to tolerance in the fabrication of the
optical fiber or waveguides introduces distribution skew. The total propagation time through a
segment of a distribution network is 7 = /n/c where /and n are the nominal length and the nominal
refractive index of a fiber/waveguide segment, respectively, while ¢ is the speed of light. The timing
skew due to the variation in propagation length and refractive index among different branches of a
distribution network is thus given by Az/r = AlJl + An/n. When the clock signals have to prop-
agate more than one segment of a distribution network, the total distribution skew then becomes

Avgy = ZTAT T | “3)

where /, n;, and <, represents correspondingly the nominal length, the nominal refractive index, and
the nominal delay, while A/, An, and Az, are the random variables representing variations of these
parameters in the jth segment. The random deviations of all of the parameters from their nominal
values are prefixed with A for the rest of this chapter. Assuming all of the Al’s and An/’s are mu-
tually independent, the variance of the distribution skew equals.

N 2 2

oAl %An

2

Thran = NG+ —5) (44)
J=1 J ]
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where o}, and o}, are the corresponding variances for A} and An,. This is the case when the fiber
or waveguide segments are fabricated independently. Furthermore, if the A/’s and An/’s are inde-

pendent and bave identical statistics, Eq.(4.4) reduces to

2 2
2 2, %Al %An
OAcy, = N+ (T + 7 4.5)

From this equation, we can observe that the variance of the total distribution skew is proportional
to the number of stages in the network. As revealed in later sections, the maximum achievable
fanout in a multi-stage distribution network could be significantly reduced due to this skew com-

ponent.

4.3.2 Receiver static skew

Using the same definition of propagation delay in digital circuitry, the delay through an optical
receiver can be defined as the interval between the 50% of the input transition point and the 50%
of the output transition point. Based on [46, 55], we can derive the delay equation for an optical
receiver, whose circuit design is independent of the number of stages in an optical clock distribution

network. The delay is given by

J

I
s = Kotp + ), ) KRG 4.6)
{=1j=1

where R; and C; are various parasitic resistors and capacitors in a transistor, respectively, 7r is the
forward transit time of a transistor, and K; is the weighting factor of each R.C,. The parameters K;
can be determined from circuit simulation of an optical receiver. Note that there is no power de-
pendency in this formula because the receiver is assumed to have an output-limiting stage [56] such
that the output of the receiver will be clamped at a constant voltage swing as long as the input

power is within the dynamic range of the receiver. If the received power is below the dynamic
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range, either the gain of the amplifier has to be increased (e.g. through the increase of the feedback
resistance) or additional gain stages are needed. Both will increase the delay of the receiver.

For a particular receiver within an ensemble of receivers using the same fabrication process, the

deviation in delay from its nominal value can be derived from Eq.(4.6):

. 1 J

At AR AG

Aty = KO'F_-r_;; + ZZK(’R‘C/(T,L + Tj) 4.7
i=lj=1

and the variance of the total receiver static skew is

I J 2

%At o %Ac,

Chom, = Br = + ) Y KIRIGH—3 + —1)
TF i=y=1 R; i

OAtOAR, %At %AC;

I
+ KoTFZ ZKQR‘C](pA"FARtT + PA,FACI,_?'FE,_) .
4.8)

PARAR,CARCAR, PacacPAcCAc,
K R, C,C, +
1 IIKklRi k™) I( R,-Rk C} Cl
PARACPARCAC, PARACPARCAC,
RGC R G

where pyr is the correlation coefficient between the random variables X and Y. The cross-
correlations among Atr, AR; and AC; are caused by the variation in the same set of parameters in

semiconductor processing such as the dopant concentration.

Since the receiver static skew is independent of the number of stages in an optical clock dis-

tribution network, the receiver static skew will be treated as a constant for the rest of this chapter.
4.3.3 Receiver random skew

In order to determine the receiver random skew, the sampling process of the data signal in a
flip-flop has to be considered. Here we assume the output of the receiver is connected to a CMOS

flip-flop, whose operation relies on the activation and coupling of a sample module and two re-
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generation loops, as shown in Figure 4-3 [57]. The downward transition of the inverted clock
signals close the CMOS transmission gate in the sample module while the delayed non-inverted
clock signals open the transmission gate in the regenerative loop 1. After this transmission gate is
opened, the flip-flop becomes autonomous and the voltage retained at the instant when this trans-
mission gate is opened is regenerated by the regeneration loops to either a logical ONE or a logical
ZERO. Therefore the effective sampling time is determined by the instant that the clock signal
amplitude reaches the threshold of the transmission gate. When the signal-to-noise ratio of the
clock signal is high, the clock signal is unlikely to cross the threshold more than once and the

sampling instant is uniquely determined by this threshold crossing instant. On the other hand, it

REGENERATIVE REGENERATIVE .
Q
SAMPLE LOOP1 ——LOOR2 Dp—
—lJ o T | Ds T Ds
oml |
' |
i =T h T _@< }
| i
T n D,,i
cLock' cLoCK ‘

CLocK CLOCK'
1 _1_
T = T|=
CLOCK IN 7 T
cLock! CLOCK

Figure 4-3. Circuit schematic of a typical CMOS flip-flop.
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MAXIMUM FANOUT vs. AVALANCHE GAIN
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Figure 4-4. Maximum fanout as a function of avalanche gain for various ionization factor.

is probable that there is more than one threshold crossing instant if the signal-to-noise ratio of the
clock signal is low. The effective sampling instant of the data will then depend on the details of the
interactions between the sampling module and the regeneration loops. In the CMOS flip-flop
structure shown in Figure 4-3 [57], each positive threshold crossing causes a new sampling of the
input data and thus only the last threshold crossing within a clock cycle determines the effective

data sampling instant.!?

13 The sampling process could become more complicated if the sample module of a flip-flop displays
hysteresis behavior in the sampling process in which two thresholds are involved. In this case, the effective
sampling instant would be the last upward transition through the higher threshold within a clock cycle given
that there is a downward transition through the lower threshold previously.
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Here we assume an idealistic latch model and a high signal-to-noise ratio such that the sam-

pling instants are solely determined by a single threshold crossing instant. The standard deviation

of the random timing skew of the optical clock signal will then be determined by the noise at that

particular instant. It has been shown in [42, 43] that this deviation is

%47, _ 4Ty 4.9
Ty, — /SNR @9
MAXIMUM FANOUT vs. RISE TIME
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(e e, N
s 20000F e N
- ~
= e 2pe T N
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Figure 4-S. Maximum fanout of a single-stage clock distribution network. Maximum fanout as a function
of the clock rise time for various receiver random skew budget.
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where 7, is the clock interval, SNR is defined as the signal-to-noise ratio of the clock signal at the
sampling point, and ¢, is the 10% to 90% rise time of the clock waveform. This rise time is related
to the electrical bandwidth by B, = b/, where b, is a waveshape dependent factor with values be-

tween 0.1 and 1. Equation (4.9) can then be rewritten as

b
=—2 (4.10)

%8s = "B_JSNR

4.4 Maximum Fanout of a Single-Stage Clock Distribution Network

In this section, we examine the maximum fanout of a single-stage clock distribution system as
set by the maximum allowable clock skew budget. If the output power from the laser is Prp, the
average optical power arriving at the receiver is thus given by P,, = P;pL/d where L is the loss of
each branch in addition to the splitting such as the fiber or waveguide connector loss, d of the dis-
tribution network. Assuming a transimpedance receiver is used, it is shown in Appendix A that the

signal-to-noise ratio of the clock signal for a single-stage clock distribution system at the sampling

instant is given by
P.,_1 R
JSNR = 2Mye-2 L =1 _CF (4.11)

hv r+1 [N,

where M is the avalanche gain, e is the electron charge,  is the quantum efficiency of the
photodetector, A is the Planck’s constant, v is the optical frequency,  is the extinction ratio of the
optical clock signal defined as the ratio between the power of signal ONE and that of the signal
ZERO, Rris the feedback resistance used in the receiver, and JIV_r is the total noise voltage. The
parameter o}, , can be considered independently of the other skew sources since there is only one
stage of fanout and both of the o3,,,, and the 1., are constant. For a given maximum allowable

timing skew tolerance ;e mex, the minimum required received optical power is
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bf ‘\/NT r+1 hv (4.12)
R r—1 2Mne

P =
rx,min Be O.A‘tmm”

where 63, , max = ko mex — Odrair — Odv,,, The maximum fanout which can be supported by a

single-stage clock distribution network thus equals

P
dinax = P“’L @.13)
rx,min
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Figure 4-6. Maximum fanout as a function of extinction ratio for various values of avalanche gain.
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MAXIMUM FANOUT vs. RECEIVER NOISE VOLTAGE
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Figure 4-7. Maximum fanout as a function of receiver voltage noise for various values of clock rise time.

The required received power can be obtained by substituting Eq.(4.25) into Eq.(4.12), yielding the

following quadratic equation:

AP pin + BPryin + D = 0

where

(4.14)

(4.15)



MAXMUM FANOUT vs. RECEIVER NOISE CURRENT
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Figure 4-8. Maximum fanout as a function of receiver current noise for various values of clock rise time.

2542
B o 26MF

- (4.16)

2
D=(+ ) + %

2p2 212 1 1 2
RF ﬂBeC)VA+4kT( R’.‘ + R)+IA (4.17)

In these expressions, R and C are the receiver input resistance and capacitance, including the loading
capacitance added by the photodetector. The parameters V3 and I3 are the receiver noise voltage

spectral density and receiver noise current spectral density (see Table I).
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The dynamic range requirement for this distribution architecture is moderate compared to a
multi-stage distribution architecture. The only factor that could contribute to the received power
variation is the variation of the branch loss L. The dynamic range requirement for the receiver thus
equals PrpAL/dn, in order to accommodate the possible received power variations among different
branches, where AL is the maximum mismatch of the branch loss among different branches in a
distribution network. In practice, the total mismatch of the connector loss and the fiber/waveguide

loss is expected to be less than 5 dB, which results in a very moderate dynamic range requirement.

Figure 4-5 shows the maximum fanout as a function of the clock rise time for various values
of receiver random skew budget, using an avalanche photodiode with gain M =20 as the detector.
Depending on the allowable random skew budget, the maximum fanout could reach as many as
several tens of thousands. As indicated in this figure, there clearly exists an optimal clock rise time
that maximizes the fanout. This can be understood as follows. From Eq.(4.12) and Eq.(4.13), the
maximum fanout is inversely proportional t0 Py, ns, and is therefore proportional to B./\/Nr .
From Eq.(4.25), the total noise Ny is proportional to aB? + bB,, where a represents the contribution
from the receiver voltage noise and b represents the contribution from other noise sources. The
solution to the equation 3(B,//Nr )/8B, = 0 gives the optimal electrical bandwidth Jbja , which in
turn yields the optimal rise time b,/\/z'/7 . In other words, a decrease in clock rise time (or an in-
crease in electrical bandwidth) allows more receiver voltage noise and reduces the benefits from re-
ducing the noise sensitivity. Varying the avalanche gain M, the maximum fanout is plotted in
Figure 4-4 for various ionization factor y. As expected, smaller y gives larger maximum fanout.
Although an increase in the avalanche gain increases the signal power, there is also a simultaneous
increase in the excess noise generated by the avalanchp photodiode, and eventually reduces the
maximum fanout for a given skew budget. The maximum fanout is also plotted as a function of
the extinction ratio of the clock signal in Figure 4-6 for various values of M assuming y is fixed at
0.5. The effect on the fanout from increased extinction ratio diminishes as the extinction ratio in-
creases above 10. Figure 4-7 and Figure 4-8 show the influence of the maximum fanout by the
noise voltage and noise current in the receiver. There is an apparent threshold behavior in the noise
voltage and current, limiting ¥, to be less than 10 nVl\/I-F and I, to be less than 50 pAIJE.
The results obtained show that a fanout of several thousand can be supported in a single-stage
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optical clock distribution network when combined with an avalanche photodiode in the receiver,

assuming a maximum random skew budget of = 20 ps.

M avalanche gain of an APD 1 ~ 100

n  |quantum efficiency of PIN/JAPD 1.0

F excess noise factor of an APD

y ionization factor of an APD 0.01 ~ 0.5

v optical frequency 1.935 x 10“Hz (1.55 um)
T temperature 300 °K

r extinction ratio 2~ 100

Rr feedback resistance 10KQ

R receiver input resistance 40KQ

c receiver input capacitance 0.2 pF

Va amplifier noise voltage 2nV/\/E

I amplifier noise current 2pA /\/E

[A rise time of the clock 50 ~ 500 ps

B, optical bandwidth 10 ~ 3000 A

B, electrical bandwidth 0.78 ~ 7.8 GHz

by wave shape factor 0.39

Py internal amplifier saturation power 8.5 dBm

N, spontaneous emission factor 1.4(SOA), 2.5(EDFA)
G, small signal amplifier gain 20dB

Neoun |Input (output) coupling efficiency 0.31(0.27)

TABLE 1. A SUMMARY OF THE IMPORTANT PARAMETERS AND THEIR VALUES USED IN THE CAL-

CULATIONS.
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4.5 Maximum Fanout For Multistage Distribution Network

Although the number of stages can be increased with the use of optical amplifiers in a multi-
stage architecture, there will be an increase in the noise and in the distribution skew. In particular,
the accumulated noise power may saturate the optical amplifier even in the absence of the clock
signals. It is therefore important to estimate the accumulated amplifier noise in such an architecture
employing a long chain of amplifiers.

4.5.1 Modeling of multi-stage amplifier chain

For a given input optical power Pmy to the amplifier with gain G, the output optical power
Pompout 18 GPompin. The amplifier gain, however, can be influenced by the input optical power
through the following implicit function [58]:

PSGI GO
Pampin = G —TlnG

(4.18)

where P, is the internal saturation power and G, is the small signal gain of the amplifier. The
internal saturation power can directly be related to the output saturation power by

Piutoue = Pxln2/(1 — % ), at which the amplifier gain G is decreaséd by 3 dB from G.,.

By tracing a signal path from root to any leaf in the clock distribution network shown in

Figure 4-2, the signal power at the input of the receiver after N stages of amplification and N + 1

stages of splitting is
Ly 77 MnGtourls
Pox = PLp g I1 —”ﬂ—‘d’-'l?"— 4.19)
i=0

while the accumulated spontaneous emission power generated by the optical amplifier chain is
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N

G

The parameter P,,, is the spontaneous emission generated at the ith optical amplifier, L, is the loss
of the jth distribution stage in addition to the splitting d;, and N is the distribution depth or the
number of levels of the clock distribution network. From [59], the spontaneous emission power

generated at the output of an optical amplifier is equal to

Py, = (G — DNyBhv 4.21)

where N, is the spontaneous emission factor of the optical amplifier, and B, is the optical band-

width. Equation (4.21) can thus be expressed as

X 1.1 T LunGptous
n ou
Psp = NgpBohv Z:(l -G ) T | |—dj 4.22)
i=1 J=i

In general, each of the G, and the d) could be optimized individually to maximize the splitting.

The dynamic range required by a receiver in multi-stage distribution is larger than that of the
single-stage distribution, and can be derived from Eq.(4.19):

N
AP, AL, Any,  AG, Ay, AL
T-‘-tzo( i+ Gt (4.23)

’10ur+L,)

The received power variation should not exceed the dynamic range of the receiver, which has a
typical value of 20 dB [56].

4.5.2 Maximum fanout calculation
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The nonlinearity in amplifier gain requires a numerical method to obtain the maximum fanout
for the the multi-stage distribution. An algorithm for searching the architecture that optimizes the

fanout is described as follows:

MAXIMUM FANOUT vs. DISTRIBUTION SKEW
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Figure 4-9. Maximum fanout as a function of distribution skew for various clock rise time.
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MAXTMUM FANOUT vs. DISTRIBUTION SKEW
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Figure 4-10. Maximum fanout is plotted against distribution skew for various values of optical filter

bandwidth.

ALGORITHM A. MAXIMUM FANOUT CALCULATION:

(1) N:=0, do: = 1, look_ahead: = 0, *

N
(2) Calculate FANOUTy: = []d; allowed by 640w maa.

i=0

(3) if FANOUTwy>FANOUTy_,, look_ahead:=0, FANOUT.w=FANOUTy, else

look_ahead: = look_ahead + 1,
(4) if look_ahead > look_ahead_max, exit.

() N:=N+ 1, FANOUTy_,: = FANOUTY, go to (2).
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Due to the nonconvexity of the solution space (d, di, ..., dy), a parameter look_ahead is provided
in steps (3) and (4) of the algorithm to search the neighborhood of the possible optimal N. By
adjusting the parameter look_ahead_max, it is possible to define the diameter of the searching area
surrounding the optimal N. With look_ahead_max = 0, the algorithm exits at the moment when
an increase in N no longer improves the maximum fanout. In this chapter, the parameter
look_ahead_max has been set to 150. An unconstrained search of the optimal (b, d, ..., dw) is not
feasible due to the excessively large number of degrees of freedom. Consequently, we consider only

the special case in which the splitting at each stage is identical.

MAXIMUM FANOUT vs. CLOCK RISE TIME
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Figure 4-11. Maximum fanout as a function of clock rise time for various optical filter bandwidths.
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MAXIMUM FANOUT vs. OPTICAL BANDWIDTH
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Figure 4-12. Maximum fanout vs. optical filter bandwidth for various clock rise time.

In this case, both the splitting and amplifier gain are maintained constant throughout the whole

distribution network. That is, we assume

G,, (4.29)

ll
&
1Y

]

n
&

Using the signal-to-noise ratio calculation formula developed in Appendix B, it becomes straight-
forward to calculate dp.,.x in step (2) of Algorithm A:
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ALGORITHM B. MAXIMUM SPLITTING/STAGE CALCULATION

(Hd=2,
(2) calculate the skew incurred by (d, 4, ..., dv) = (d, d, ..., d)
(3) if skew = O kewumers d=d — 1, exit.

(4 d=d+1, go to (2).

MAXIMUM FANOUT vs. AVALANCHE GAIN
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Figure 4-13. Maximum fanout as a function of avalanche gain for various values of ionization factor.
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MAXIMUM FANOUT vs. BRANCH LOSS
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Figure 4-14. Maximum fanout as a function of branch loss for various optical filter bandwidths.

Because of equal splitting at each stage, the solution is a staircase function as the fanout in each
stage is increased. Although this architecture is suboptimal, it has the advantage of having a ho-

mogeneous structure which in principle has less implementation cost.

In a multi-stage clock distribution network, the distribution skew can no longer be treated in-
dependent of the receiver random skew, as in the single-stage case. The effect of the distribution
skew on the maximum fanout is displayed in Figure 4-9 for various values of rise time and in
Figure 4-10 for various values of optical filter bandwidths. In either Figure 4-9 or Figure 4-10,
there is a steep decrease in the maximum fanout as the distribution skew increases from 0.5 ps to
5 ps. Figure 4-11 shows the maximum fanout as a function of the clock rise time for various op-

tical filter bandwidths. For a larger optical filter bandwidth, the maximum fanout decreases faster
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as the rise time increases, since more optical amplifier noise is allowed to accumulate at each stage.
Similar to the single-stage case, there exists an optimal rise time b/./b/a that maximizes the fanout.
Note that the parameter b includes an additional noise contribution from the amplifier. An increase
in the optical filter bandwidth allows more amplifier noise and a decrease in the optimal rise time
is expected. Figure 4-12 shows the sensitivity of the maximum fanout to the optical filter band-
width for various values of clock rise time. The maximum fanout sharply decreases at an optical
bandwidth between 1 and 20 THz. It is therefore important to include an optical filter after each
amplifier stage to reduce the spontaneous noise passed to subsequent stages. Figure 4-13 shows

the maximum fanout as a function of avalanche photodiode gain. In contrast to the single-stage

MAXIMUM FANOUT vs. EXTINCTION RATIO
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Figure 4-15. Maximum fanout as a function of extinction ratio of the clock signal for various values of laser
output power.
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MAXIMUM FANOUT

MAXTMUM FANOUT vs. AMPLIFIER VOLTAGE NOISE
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Figure 4-16. Maximum fanout vs. receiver voltage noise for various optical filter bandwidth.

case, the avalanche gain at various values of ionization factor does not improve the maximum
fanout due to the simultaneous amplification of the signal and the optical amplifier noise. The
fanout decreases monotonically as M increases for large y due to &e excess noise generation asso-
ciated with the avalanche process (see Eq.(4.23)). The influence of the optical amplifier gain on the
maximum fanout is plotted in Figure 4-17 for different values of B,. A minimum of 15 dB gain is
necessary in order to overcome the loss incurred by the splitting and the coupling loss. In
Figure 4-14, the maximum fanout is plotted against the excess loss in each distribution stage, L.
In increasing L, the maximum fanout decreases monotonically until L reaches ~ 8 dB, in which
case the single-stage architecture is more preferable. The maximum fanout is plotted against the
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MAXIMUM FANOUT vs. AMPLIFIER GAIN
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Figure 4-17. Maximum fanout as a function of amplifier gain for various optical filter bandwidths.

extinction ratio in Figure 4-15. As the extinction ratio of the clock signal improves beyond = 10,
there is no increase in the maximum fanout. Similar to the single-stage case, the maximum fanout
is evaluated as a function of amplifier voltage noise in the receiver in Figure 4-16. The value of

V., is limited to ~ 2 nV|\/Hz in order to avoid a steep decrease in the fanout.

4.6 Experimental Results

A system experiment is performed to verify the validity of the random skew calculation in a
multi-stage clock distribution system using optical amplifiers. In this experiment, an optical am-

plifier is placed between two stages of splitting, as shown in Figure 4-18, in order to emulate a
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two-stage optical clock distribution network. An N —stage clock distribution with equal splitting
at each stage can be emulated by a ring consisting of an attenuator, an optical amplifier and a
photonic switch. The clock signals at the output of the emulated distribution system are obtained
by switching the ring into a closed loop in order for the clock signals to circulate the loop and
switch the loop open at the end of the N* circulation. However, a two-stage clock distribution
experiment is sufficient to verify the relationship between the random skew and the number of
splitting at each stage.

Experimental measurements are made on the root-mean-square (rms) values of the timing jitter

at the output of the optical receiver. This is equivalent to measuring the variance of the receiver

cLocK FIBER
ATTENUATOR1 AMPLFIER  ATTENUATOR2

\— ISOLATOR ——/

1832nm

PINFET
SAMPLING

SCOPE

Figure 4-18. Schematic of the clock distribution experiment setup.
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JITTER vs. 2nd STAGE ATTENUATION
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Figure 4-19. Jitter as a function of second-stage splitting. Root-Mean-Square values of jitter are measured
as a function of the second-stage splitting for various values of first-stage splitting.

random skew among N receivers, assuming the input noise process is either stationary or

cyclostationary.

The clock signal generated by a word generator is used to modulate a distributed feedback laser
diode emitting at 1532 nm. The resulting extinction ratio of the optical clock signal is kept at 10
throughout the experiment. The 10%—90% rise time of the clock signal is 550 ps. The optical
amplifier is a commercial Er-doped fiber amplifier (BT&D Model EFA 3000) with pump current
set at 350 mA. The amplifier gain for various values of average input power is measured to range
from 10 dB to 23 dB, corresponding to the power into the optical amplifier from —7.9 dBm to
—32.9 dBm, respectively. Variable optical attenuators are used to emulate the splitting loss at each
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stage and are placed before and after the optical amplifier. The RMS value of the clock timing jitter
is then measured as a function of the amount of attenuation in the two splitting stages.
Polarization-independent isolators, each with 30 dB isolation, are used to reduce the optical re-
flection back to the laser transmitter and the amplifier. A 6 dB improvement in splitting was ob-
tained by introducing an isolator between the laser and the receiver. An optical filter with a
passband of 3.5 nm is placed immediately before the receiver in order to reduce the spontaneous
noise generated by the amplifier. The loss from the output of the amplifier to the input of the re-

ceiver due to fixed losses of the attenuator, the isolator, and the filter is estimated to be 4.5 dB.
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Figure 4-20. Comparison of experimental and calculated constant rms jitter contour.
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Figure 4-21. Total attenuation is plotted against the first stage attenuation for various values of constant
rms jitter.
The receiver is a pin-FET receiver which is designed for 2.4 Gbps NRZ data. The nominal sensi-

tivity of the receiver is —29 dBm.

A typical data set is plotted in Figure 4-19, showing the measured rms values of the timing
jitter as a function of the splitting loss in the second stage d, for various values of the splitting loss
in the first stage dp. Splitting loss has been defined as 10log d. The data show two distinct regimes:
a thermal-noise-dominated regime at high attenuation and an amplifier-noise-dominated regime at
low attenuation. The major component of the amplifier noise that causes the jitter floor is the
signal-spontaneous beat noise, since a significant amount of the spontaneous-spontaneous beat

noise has already been removed by the optical filter. For the same reason, an increase in d, raises
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the jitter floor in the amplifier-noise-dominated regime. At high second stage attenuation, the re-
ceiver thermal noise becomes dominant and the jitter increases rapidly with attenuation.

The calculated constant-jitter contours are overlayed in Figure 4-20 with the measured data.
A good match between the experimental data and the calculated data indicates the validity of the
skew model for N = 1. The total splitting loss (i.e., 10 log d, + 10 log ) is plotted against the first
stage splitting d; in Figure 4-21. The maximum total splitting is found to be 33 dB, equivalent to
a splitting of =~ 2000, for a constant rms timing jitter of 25 ps at 10log d, = 12 dB. If a larger jitter

budget is allowed, the optimum splitting favors more d; than d,.

4.7 Summary

An analytical skew model for optical clock distribution has been developed in this chapter.
Using this model, we evaluated, compared, and set out the design parameters for the maximum
fanout of the single-stage as well as a suboptimal multi-stage clock distribution network for a given
skew budget. We found that a multi-stage clock distribution network using optical amplifiers can
result in several orders of magnitude more fanout than single-stage distribution, assuming a rea-

sonable distribution skew can be maintained. We also observed that:
* The fanout is extremely sensitive to the distribution skew in a multi-stage distribution network.

* Single-stage splitting using an APD as photodetector is more desirable than using a PIN, while

multi-stage splitting favors a PIN.
* An optimal clock rise time exists for both single-stage and multi-stage splitting.

* An optimal avalanche gain exists for single-stage splitting.

Appendix A. SNR Calculation for Single-Stage Clock Distribution

In this appendix, we are going to evaluate possible noise sources in an single-stage optical clock
distribution system. We assume a transimpedance configured receiver [60] is used in this deriva-
tion. For a single-stage clock distribution network, the total noise at the output of the receiver is

given by [60]:
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R 2
Np = [((1 + TF') + %nzﬂgczk,%) VZ + R,’.:(f’;—T + 15 + 2eM*Fi) + 4kTR,.~]Be (4.25)

where B, is the electrical bandwidth, ¥, and I, are the equivalent input noise voltage and current
of the receiver amplifier, M and F are the avalanche gain and excess noise factor of an APD, re-
spectively. F is a function of M and the ionization factor y of the avalanche photodetector. When

the multiplication is initiated by electrons, it has been shown in [61]:

2
F=Ml-(1-y1-5-)] (4.26)

Both M and F in Eq.(4.25) are equal to one for a PIN photodetector. The clock signal levels, i, for
ONE and ZERO are

. 2r

s, ONE = M”eprxm 4.27)
b eae = MyeP —2 (4.28)
s, ZERO > h\l(f + l)

The signal level at the sampling instant, assuming the data is sampled at 50% point of the clock,

is thus given by
) MneP,
i sample =~ (4.29)

The signal-to-noise ratio at the sampling instant thus equals:
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i, - i R
JSE - (s, one — U,zEROIRF (4.30)

N

Substituting eq. (4.27) and (4.28) into (4.30), we have

P - R

h r+1 /NT

(4.31)

Appendix B. SNR Calculation for Multi-stage Clock Distribution

The signal-to-noise ratio for a multi-stage clock distribution system is evaluated in this ap-
pendix. The total equivalent noise current introduced by N stages of in-line optical amplifiers is
[53]:

2

. 2 2 .2
lamp = Lhor + Isip + Ipgp 4.32)

where the shot noise, i, contributed by the signal as well as the spontaneous emission of the am-

plifier, is given by

2 2py: o s

khor = 2eM F(is + i) (4.33)

the signal-spontaneous beat noise, i,.,,, is given by

K D |

zf__w = 4M21,t:pB— (4.34)
(4

and the spontaneous-spontaneous beat noise, i,.,,, is given by
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2B, — B
2 2.2
ISP-W =M ’sp—o'Ti (4°35)

(4

The photo current equivalent of the spontaneous emission power is:

_ B i 1 1,1 ﬁ ly’linGj’loul 436
Iip = Nspe. 01—1( - Gl)m”j ; dj (4.36)

where N,, is the spontaneous emission factor, G; is the gain of the optical amplifier, 5., and #,, are

the input and output efficiency of the optical amplifier, respectively.

The received signal current after the square-law photodetector is

N
H Nin Gt'loutl'l

i=1

i, = ,-w% 4.37)

where the photo current equivalent clock signal levels for the ONE and the ZERO at the laser

output are

i = enPyp—2—— 438
LD,ONE—e’lLDhV(r_*_l) (4.38)
i = enPyp—2— 4.39
wzsxo—eﬂwhv(r+l) (4.39)

The clock signal levels at the sampling point, assuming the data is sampled at 50% point of the

clock, is thus given by
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. enPrp
YLD sample = By (4.40)

With the use of a transimpedance configured receiver, the total noise power at the output of the

receiver is

R 2
Ny = [((1 + )+ FOBCORVE + REAL L B 2 4 4kTRF:]Be (4.41)

The signal-to-noise ratio at the sampling instant is thus given by:

N
H Nin Gf’loutLl

L
M(iLp.one = iLp zERO) z
SNR = 4.42)

N

By substituting Eq.(4.38) and (4.39) into (4.42), the signal-to-noise ratio can be rewritten as:

enPrp r— 1
M hv r+1
SNR = =

JNr

loN’IGou:Li
Il—.[ inUM

—

(4.43)
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CHAPTER 5 CROSSTALK MODELING OF DENSE SINGLE-MODE
WAVEGUIDE ARRAY

5.1 Introduction

Optical interconnects have the potential to provide higher bandwidth and higher density than
metal interconnects.!* It has been shown that passive waveguides based on silicon nitride [62] and
polymers [63, 64] are attractive for very short distance interconnections, such as those between
chips on a multi-chip module or on a printed-circuit-board, or as backplane interconnections. Al-
though suffering more loss than fiber, waveguides have the potential of providing much closer
spacing and planar crossover geometries and can integrate modulators, optical amplifiers and re-
ceivers on the same substrate as well [65). The density of a waveguide array is limited mainly by
the coupling-induced crosstalk between adjacent waveguides. In order to achieve the maximum
density allowed by the required bit-error-rate (BER), it is necessary to determine the power coupl-
ing among waveguides in an array structure and thus the incurred system penalty.

Waveguide coupling has been intensively studied previously [66-72], but its relation to the
system requirements has yet been established. In this chapter, we start with the analysis of
waveguide coupling in a dense waveguide environment. A crosstalk model that relates the system
requirements to the coupling between waveguides is then developed. Specifically, the following

light-source scenarios are considered:

* Noncoinciding uncorrelated light sources. This is the most general case in which each channel

has a separate laser source.

* Coinciding uncorrelated light sources. This situation could arise when the lasers are injection

locked to a weak reference laser line.

* Coinciding correlated light sources. This case arises when the channels share the same laser

source.

14 A substantial portion of this chapter is adapted from C.-S. Li, C. M. Olsen, and D. G. Messerschmitt,
“Analysis of Crosstalk Penalty in Dense Optical Chip Interconnects Using Single-Mode Waveguides,” JEEE
Journal of Lightwave Technology. (c) IEEE. Reprinted with permission.
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In each case the power penalty at a bit-error-rate (BER) of 10-15 and the optimal threshold for
minimizing the BER are computed. In addition, the effect of a nonoptimized decision threshold
is considered.

It will be shown that for a 1-dB power penalty criterion, less than —25dB crosstalk can be
tolerated in the worst case where the channel light sources are coinciding and correlated and the
adjacent ligﬁt sources are 180° out of phase with that of the center channel. For a nonoptimized
decision threshold, the allowable crosstalk is reduced to —32 dB. In the other extreme, where either
the channel wavelength spacing or the linewidth is much larger than the receiver bandwidth, a
crosstalk level of as high as —12dB can be tolerated. If the light sources are uncorrelated but
emitting at the same wavelength or the wavelength spacing is smaller than the receiver bandwidth,
the laser phase noise contributes to the intensity noise due to the beating among the channel signals.
The contributed intensity noise is largest when the laser linewidth is smaller than the receiver
bandwidth.

Using typical waveguide parameters and —30dB as the criteria for maximum acceptable cross-
talk, we can thus determine the minimum waveguide separation should be greater than 8 um for a
waveguide with width 3 um and length up to 50 cm.

This chapter is organized as follows: Section 2 derives the mode coupling mechanism for a
single-mode waveguide array. Simulations are then performed to demonstrate the mode coupling
for various system configurations. Section 3 describes the general formulation of crosstalk between
adjacent waveguides and derives the total receiver noise as well as the optimal decision threshold.
In Section 4, the crosstalk induced intensity noise is derived for various relationships among the

channel light sources. A summary is given in Section .
5.2 Waveguide Array Model

Figure 5-1 shows the geometry of an array of N buried waveguides, each with length ¢, width
w, and separation d from its neighbor. The refractive index of the waveguide and the substrate are
m and m, respectively. The waveguide width determines the spatial profile of the electric and
magnetic field and the waveguide separation determines the overlap between the evanescent field

of one waveguide and the confined field of the adjacent waveguide. In a multimode waveguide, the
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power distribution among different excited waveguide modes depends on the exact launching con-

ditions. We thus limit our crosstalk analysis to the single-mode waveguide array.

Neglecting the radiating modes, the coupled-wave equation for N-coplanar single-mode buried

waveguides can be expressed as [68, 73]:

N
da,, . —jAk

m=1..,N; n=1,..,N

(5.1)

n1

!
i

Figure 5-1. Structure of a buried-structure single-mode waveguide array. In this structure, the waveguide
width is w and the waveguide separation is d. The optical index for the waveguide is n; while
for the substrate is n,.
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Figure 5-2. Power coupling between two waveguides as a function of waveguide separation. The waveguide
lengths are ¢ =10, 20, 30, 40, 50, and 60 cm while w is fixed at 3 um. np=1.45 and m;=1.5.

where g; is the coefficient of the normalized guided mode of the j* waveguide and Akn, = kum — ke

is the mismatch of the propagation constant between the m* and the n* waveguides along the

propagation axis z. Assuming e;(x,y) and hy(x,p) represent the respective transversal electric and

magnetic field distribution of the unperturbed guided mode of the j* waveguide, the total electric

and magnetic field of the waveguide array can be expressed as:
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N
Exp.2)= ) dn(@em(xp)e omt
m=1 (5.2

N
Hxp2) = ). an@hp(p)e /et

m=1

The cbupling coefficient C,, between the guided modes of the m* and the n* waveguides is
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Figure 5-3. Power coupling between two waveguides as a function of waveguide separation. The waveguide
widths are w=1, 2, and 3 um while ny=1.4S and n; = 1.5.
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Figure 5-4. Power coupling between two waveguides as a function of waveguide separation. for n;=1.46,
1.47, 1.48, 1.49 and 1.50; ny=1.45 and w=3 um.

Cnn =5 f I (e1 — eg)en * €, dS | (5.3)

where « is the optical frequency (set at 1=1.55 um), ¢, and ¢, are the corresponding dielectric
constant for the waveguide and the substrate. Note that the variables d and w are embedded in the
overlap integral of the electric field of the adjacent waveguides. In these expressions, the variations
in the refractive index of the same waveguide and among different waveguides are ignored. Due to

the symmetric and homogeneous geometry (no self-coupling) assumed for the waveguide array
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[74], we have C,,= C.n, Can=0, and k,, = k,. In addition, we also assume weak coupling be-

tween adjacent waveguides so that the coupling between nonadjacent waveguides is negligible, i.e.,

Cun=0for |m— n| > 2. With these simplifications, Eq.(5.1) reduces to
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Figure 5-5. Power coupling between five waveguides. A spatial bit pattern of 00001 is launched into the

waveguide array.
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dal .
= = JG2%
da,, . .
% = ICnm—1%n—1 —JCpnm 4 19m 4 1 (5.4)

m=234,.. .N-1

For N=2, Eq.(5.4) can be solved analytically and a closed-form solution can be obtained
[74, 75]). Figure 5-2 shows the coupling power as a function of d for various values of ¢ at
w=3um, ry= 1.45 and An/ny=0.344. There exists a strong and oscillatory coupling behavior be-
tween the two waveguides until d reaches a critical separation, d,~ Sum, after which the coupling
power reduces monotonically with the increase of d. The coupling length, L(d), defined as the ¢
at which a first total transfer of optical power from one waveguide to its neighbor is occurred, in-
creases as d increases. Note that total power transfer occurs at ¢ = (2p — 1)L, while zero power
transfer occurs at ¢ = 2pL,, where p is any positive integer. Suppose d is reduced from infinity to
zero, the first total power transfer happens at d = d,, which is the solution of L(d) = ¢. The sub-
sequent total power transfer occurs at values of d that satisfy (2p — 1)L(d)=¢ and lead to
oscillatory behavior for d e (0,d;]. When d > d., which leads to L(d) > ¢, the amount of power
coupled monotonically decreases with the increase in d. Likewise, Alonger ¢ requires larger d, in
order to achieve L.(d;) = ¢, as shown in the figure. The coupling power as a function of d for
various values of w is shown in Figure 5-3. For small w, the guided mode is less confined and more
field coupling between waveguides is allowed, resulting in an increase in d, and a decrease in L..
Similarly, a decrease in An reduces the field confinement, thus resulting in an increase in d,, as

shown in Figure 5-4.

For N > 2, Eq.(5.4) can be solved numerically using Runge-Kutta method [76]. Detail sim-
ulations have been performed for N =3 and $ at w =3um, ¢ =50 cm, and An/n, =0.344. As shown
in Figure 5-5, the coupling power behavior depends on the spatial bit patterns sent into the
waveguides. For spatial bit pattern 00001, the coupling at the waveguide adjacent to the signal
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channel is similar to that in N = 2. The coupling is weaker at channels farther away from the signal

channel, yielding a steeper slope in power coupling versus d for d > d..

In order to utilize single-mode waveguides as parallel interconnections, the separation between
any two waveguides has to exceed ~6um for An/n,= 0.344, w=3um, and ¢ =50 cm This sepa-
ration is several times smaller than that can be achieved by the thin-film metal approach (d =25 ~
250 pum [11]), showing the significant density improvement in optical approach. However, the
optical alignment between the transmitter and waveguide could be difficult and an integrated ap-
proach in fabrication, such as having the transmitters, waveguide array, and receivers be fabricated

on the same wafer, is thus preferred.

5.3 Formulation of Waveguide Crosstalk

We consider an interconnect system with N identical single-mode waveguides with uniform
separation, as shown in Figure 5-1. We assume synchronous transmission and a data rate much

smaller than the laser relaxation oscillation frequency.

5.3.1 Adjacent channel crosstalk

If the optical signal from the laser diode has an extinction ratio, r, then the optical power levels

Pon and P4 for the logical signal ONE and ZERO, respectively, are

2r
P,y = r+1 Pav
; (5.5)

Po/}"'= 'H__lpav

where P, is the average laser output power. A nonreturn-to-zero (NRZ) modulation format has
been assumed. Considering only the coupling from adjacent waveguides, the output electric field

from the j* waveguide is

E() = \/1-282 \/1— 42 \[2P; cos(ojt + ®1) + @) (5.6)
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when there is no light input to the adjacent waveguides. In this expression, B? is the total power
coupled from a waveguide into the adjacent waveguide, 42 is the losses incurred by the waveguides
(i.e. scattering and absorption), P; can be either P, or Py, w; is the angular laser frequency, (1)
is the laser phase noise process, and @ is the initial phase of the laser. The electric field coupled

into the adjacent waveguides (i.e. channel j— 1 and j+ 1) is
Exaid) = ByJ1—- 4 \2P; cos(wjt + O)(1) + ©)) (5.7)

Considering only the crosstalk from adjacent channels and ignoring the losses, the output electric

field of the j* waveguide in the presence of crosstalk from channels j— 1 and j + 1 is

Epcond?) =~/ 1= 2B /2P; cos(wjt + O1) + ©)
+ B\/ZP]__ 1 COS(CD]_ ll + ‘Dj— 1(') + @j_ 1) (5.8)

where bcond = b;_,bb; ., is the bit pattern sent into the waveguides j — 1,j, j+ 1. From Eq.(5.8),
the output intensity of channel j is

Pyondt) = (1= 2BY)P;+ BXP,_ + P} )

+ ZB‘\/ l— 232 ()’jj_](')q’}?,lfl_] +YIJ+1(‘)\’}?IPJ+1 ) (5’9)
+2B%, 1) (VP 1Py

where terms at twice the optical frequency have been ignored. yma(?) is defined as:
Vm,n(l) = cos«wm,n)t + Qm,n(t) + ®m,n) (5.10)

where Wap=@n— @5 Dan(t) = Ou(t) — Ou(t), and @,,=®,—@,. In these expressions,

me{jj—1},ne {jj+ 1)} and m#n.
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5.3.2 Total receiver noise

The optical signal is assumed to be received by a photodetector with quantum efficiency » and
avalanche gain M, and is amplified by a transimpedance preamplifier with feedback resistance, R;.
The voltage of the output signal, V, from the j* preamplifier for a given bit pattern, bcond, sent into

the waveguides j — 1, j, j + 1 thus equals

nMe
Vcona = TE[P beondJRF (5.11)
where
E[Pyeondl = (1-2B) By + BX(P,_, + P} ) (5.12)

is the expectation of Eq.(5.9), e is the electron charge, v is the optical frequency and 4 is the Planck’s
constant. The total noise power V% from the j* receiver, assuming the receiver has a bandwidth

BW, equals [60]:

Vi = l:(V,,) ((1 +—) + A 3 BW’C’RF) R,2=(4—11‘2Z-+ )Y +4kTRF] BW
(5.13)

2 Ew !
+ R Sheondtf
—~BW

where R and C are the preamplifier input resistance and capacitance, respectively, k is Boltzmann'’s
constant, and 7' is the temperature. S/...«(f) is the noise spectral density of the photodetector output
current which can be derived (See Appendix A.) using a similar strategy to that of [58]:

nMe

I
Sbcond(f) =

2
( T e o] + (212

) Sbcona(f)) (5.14)
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where Sf.nd(f) is the optical intensity noise spectral density and F is the avalanche photodiode excess
noise factor. Fis usually related to both the avalanche gain M and the ionization factor of the APD
[61]. In Eq.(5.14), the first term is the signal-induced detector shot-noise while the second term is
contributed by the signal-intensity noise. The subscript, bcond, in equations (5.11)-(5.14) has been
used to emphasize the impact of the parallel bit pattern on the total noise. Table 1 summarizes the
definition as well as the values for various parameters used in this chapter. In the next section we

shall calculate the optical intensity noise in the j* channel in the presence of the crosstalk from

adjacent channels.
Rr feedback resistance 10 kQ
R receiver input resistance 40 kQ
c receiver input capacitance 0.2 pF
Va amplifier noise voltage 2 nV/\/m
I amplifier input noise current 2 pA/JH_7
M avalanche gain 1
A wavelength 1550 nm
T temperature 300 K
n photodetector quantum efficiency 1.0
BW  |electrical bandwidth 500MHz
r extinction ratio 20.0

TABLE I. A SUMMARY OF THE DEFINITION AND VALUES OF THE PARAMETERS USED IN THE CAL-
CULATIONS.

§.3.3 Calculation of optimal threshold level

The probability of detecting an error in channel j in the presence of crosstalk from adjacent
channels j— 1 and j+ 1 is

1 1
=-;— Z Z (P[bj’= ll(bj—l’ bjt bj+1)=(i,0pk)]+P[bj'= 0|(b]_1, bj, bj+1) =(i,l,k)]) (5.15)
I=0k=0
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assuming equal probability of 1’s and 0’s in all the channels. In Eq.(5.15) b is the regenerated bit
value in the j* receiver. If the optimal threshold is x, Eq.(5.15) reduces to

1
1 ([ x— Vi Vig—x )
p,= L erfe| =& | 4 erfe —k_X (5.16)
16 tZo kgo< c‘\ V2 VNm ) < V2 VNuk )

where Vo and Vi, are the expected output voltage when logical ZERO and ONE, respectively, are
sent. The optimal threshold is the value that minimizes the bit-error rate. Therefore the optimal

threshold for signal detection in the presence of interfering channels is the solution to

i Z 1 _ - Vio): 1 _ (Vax—%)° 0 5.17
e a2 - e = .
=020\ Vv N VN N

which is obtained by setting P,/dx to zero.

In the following we will investigate the impact of phase-to-intensity noise conversion on the

system performance (i.e. Eq.(5.16)) of the j# channel.

5.4 SYSTEM PENALTY DUE TO ADJACENT CHANNEL CROSSTALK

In this section, the system penalty caused by adjacent channel crosstalk will be derived for the

following light-source scenarios:
* noncoinciding uncorrelated light sources,
* coinciding uncorrelated light sources, and

* coinciding correlated light sources.

$.4.1 Noncoinciding Uncorrelated Light Sources
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Figure 5-6. Power penalty vs. frequency spacing. The crosstalk levels vary from —35dB to —26dB. The
electrical bandwidth of the receiver is assumed to be S00 MHz.

Each channel in this case is operated with an independent laser source. In order to calculate
the BER in Eq.(5.16), we need to calculate the expectation of Eq.(5.9) and the optical noise spectral
density, Sfinss in Eq.(5.14). The expectation of the light intensity is given in Eq.(5.12) and the
power spectral density of the light intensity in the j* channel can be calculated to (see Appendix

B)
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2 2
Av GJ-1 Gi+1

20 @+ (=B W (= Ay )
Cjz- 1J+1
(A’V)2 +(=A8f_1y41)

Slﬁ::ond(f) =
(5.18)

7)

where Av is the laser linewidth and Afo, = fa — fi. Gj-1, Gy+1, and ¢_y .4 are given as

2
Gj-1 = 2B 128" JFF;_,
g 41 = 2B\J1-28* /PP | (5.19)
2
Go1g+1 = 2BVF 1Py,

The total noise power due to phase-to-intensity noise conversion is

BW - Af;, _ BW + Af;,_
Nocona = %[‘f]—l(tan-]__Avu l +ta.n_1—AvH 1 )
BW — Af, BW + Af;
1 Jf+1 +tan—l S+ 1
Av Av
<+ tan )
Av Av

+ &y q(tan” (5.20)

2 -
+ ¢y 4+1(tan

Using the derivations of Section 3, we calculated the power penalty at BER = 10~ as a func-
tion of the channel frequency spacing for a laser linewidth of 10MHz. A uniform channel spacing
is assumed here (i.e. |Af;-1|l = |Af;+1| and |Afi_1y.1] =2]1Af,;-1] ). The result is illustrated
in Figure 5-6 for crosstalk levels ranging from —35dB to —26dB. The power penalty is at its
maximum when the channel frequency spacing is zero. The intensity noise seen by the receiver (i.e.
Nicond) approaches zero when the channel frequency spacing becomes much larger than the receiver
bandwidth and the laser linewidth. This behavior is evident from Eq.(5.18) in which we can ob-
serve that the frequency spacing Af., has the effect of shifting the intensity noise spectral density
by an amount Af,,. Therefore, zero frequency spacing gives the maximum overlap between the

noise spectral density and the receiver passband. As the frequency spacing increases, the overlap
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between the down-converted intensity noise spectral density and the receiver passband
monotonically decreases and asymptotically approaches zero as the frequency spacing goes to in-
finity. In this case, the only effect from the crosstalk is a bit-pattern-dependent DC-eye-closing (due
to the first two terms in Eq.(5.9)) which gives rise to the smallest system degradation for a given
crosstalk level. The maximum allowable crosstalk level is calculated to be —12dB for a 1dB power

penalty criterion in this case.

5.4.2 Coinciding Uncorrelated Light Sources

If the light sources, for example, are locked to a weak external absorption line, the lasers will
have coinciding mean wavelengths but still be individually uncorrelated with regard to the phase
noise process. Another scenario is the situation in which the channels are sharing the same source
but the difference of propagation delay between adjacent channels exceeds the laser coherence time.
In either case, the laser phase noise will contribute to the intensity noise of the signal due to the
frequency beating among the channel signals. The total noise power in the receiver bandwidth,
BW, due to phase-to-intensity noise conversion can be derived from Eq.(5.20) by setting Af,,, equal

to zero:

1,2 2 2 -1 BW
Nocona = 7 (Gy—1% Gya1+Gmryy) tan” ' = (5:21)

It is clear from Eq.(5.21) that the maximum optical intensity noise level is reached when Av<BW
(i.e. all the down-converted phase-to-intensity noise falls within the receiver bandwidth). The
minimum noise level appears in cases where Av>BW (ie. only a small fraction of the down-
converted phase-to-intensity noise falls within the receiver bandwidth). As BW|/Av approaches

zero, the total intensity noise power also approaches zero.

Figure 5-7 shows the power penalty versus crosstalk level for various values of the laser
linewidth and Figure 5-8 shows the power penalty as a function of linewidth for various crosstalk
levels. As expected, the power penalty increases as either the crosstalk level increases or the laser
linewidth decreases. The maximum allowable crosstalk is about —17dB for a laser linewidth of 10
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Figure 5-7. Power penalty vs. crosstalk. The laser linewidth varies from 100 MHz to 10 GHz.

GHz. On the other hand, the allowable crosstalk is reduced to —31dB when the laser linewidth is

100MHz. Note that even though the linewidth or the channel frequency spacing goes to infinity,

the crosstalk still has an impact on the eye opening due to the first two terms in Eq.(5.9).

5.4.3 Coinciding Correlated Light Sources

If the light sources have identical wavelength and constant phase relationship (e.g. an array of

external modulators modulating the light from a shared laser source), the phase terms in Eq.(5.9)

will be deterministic and time-invariant except for the possible dependency on a random initial

phase.
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Figure 5-8. Power penalty vs. laser linewidth. The crosstalk levels vary from —40dB to —25dB. The elec-
trical bandwidth of the receiver is assumed to be 500 MHz. .

Figure 5-9 shows the power penalty as a function of the crosstalk level for various phase dif-
ference values between the adjacent waveguides and the center waveguide. In the worst case when
the phase of both adjacent waveguides are 180° out of phase with the center waveguide, only
—25dB crosstalk can be tolerated. In the best case (i.e. @, € [60°, 90°]), the maximum allowable
crosstalk level is —11dB. Figure 5-10 shows the impact on the power penalty for nonidentical
phase differences (i.e. ®;;_,# ©,;,,). As shown in this figure, the power penalty for —20dB of
crosstalk is not significantly dependent on the phase difference as long as @,,,, e [ — 90°, 90°].
Figure 5-11 shows that the normalized optimum threshold is significantly affected (=20% in the
worst case) as the amount of crosstalk exceeds —20dB. On the other hand, the optimal threshold
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Figure 5-9. Power penaity vs. crosstalk for various phase difference. ®,p,, is defined as @, — ©,.

is also affected by the phase difference between adjacent channels, as shown in Figure 5-12. The
normalized optimal threshold reaches a maximum when the source used by adjacent waveguides
are 90° out of phase (i.e. ®n, = 90°) and reaches a minimum when the source used by adjacent

waveguides are 180° out of phase (i.e. @,, = 180°).

5.4.4 Discussion

The system degradation for various source conditions is summarized in Figure 5-13. As
shown in this figure, the power penalty for the wavelength-coinciding weakly coherent light sources
exceed that of the wavelength-coinciding strongly coherent source, e.g. for a laser linewidth of 500

127



@j,j+1 =
- 18dt-186
m- o
ICRY 9)
> )
90(-90)
5
<
Z
oy
o
o
L
=
o
O o5

Figure 5-10. Power penalty vs. phase difference. The crosstalk level is assumed to be —20dB.

MHz and a crosstalk level higher than —25dB. One may wonder why wavelength-noncoinciding
or wavelength-coinciding weakly coherent sources (the cases discussed in Section 4.1 and 4.2) im-
pose stronger demands on the crosstalk level than wavelength-coinciding strongly coherent source
(the case discussed in Section 4.3) under some circumstances. Intuitively, wavelength-coinciding
strongly coherent light sources should give rise to the largest and constant closing of the eye (e.g.
for 180° phase difference). Due to the random nature of the phase-to-intensity noise conversion
in the case of using weakly coherent light sources, the same amount of eye closing may only. be
observed temporarily since the phase difference, ®n,, changes randomly in time between 0 and

2r. Therefore, the average power penalty for a system using weakly coherent light sources could
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Figure 5-11. Threshold vs. crosstalk for various phase difference. The crosstalk level is assumed to be

—20dB.

only be better than that obtained from the worst case of using wavelength-coinciding strongly co-
herent light sources. The explanation is simply that we have assumed the probability distribution
function of the phase-to-intensity noise is Gaussian in computing the bit-error rate (Eq.(5.16)).
The bit-error rate calculations based on thls assumption usually overestimates the power penalty
as compared to that from using the actual probability distribution function [16] since there obvi-
ously is an upper and lower bound on the eye closure imposed by the crosstalk. Therefore, in
general the maximum allowable crosstalk level for the cases discussed in Section 3.1 and 3.2 will

always be higher than the case where Av>BW or Af.,>BW and lower than the case where

Afun=0 and A@,,, = 180°, as indicated by the hatched area on Figure 5-13.
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In Section 4.3, we have shown that the optimal decision threshold is modified by the crosstalk
from adjacent channels. However, the decision threshold in a practical optical receiver is usually
derived from an automatic gain control mechanism and is set at the average of the incoming light
signals. Therefore, a substantial power penalty is induced if the optimal decision threshold is dif-
ferent from the average value of the incoming light signals. Furthermore, an additional power
penalty is introduced when the decision threshold is offset from the average value of the light signals
due to the device mismatch in a receiver. Both of these factors affect the maximum allowable
crosstalk, as shown in Figure 5-14. In Figure 5-14, a criterion of 1-dB power penalty at BER

= 10~ has been used to obtain the maximum allowable crosstalk as a function of the decision
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threshold. This figure shows that the maximum allowable crosstalk is very sensitive to the decision
threshold. Assuming that the sampling level will not be optimized and that it will be set to 50%
with + 5% accuracy, it is seen from the figure that the crosstalk level should not exceed —~32 dB
(obtained at the 55% sampling level). Assuming the threshold uncertainty is even worse, say
+ 10%, the maximum allowable crosstalk level reduces to —54 dB! Therefore, we further conclude
that the uncertainty on the decision threshold should be smaller that + 5% in order to obtain re-
alistic requirements to the crosstalk level. The asymmetric nature of the curve in Figure 5-14 is

due to the larger shot noise level in the logical ONE.
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5.5 SUMMARY

In this chapter, we have derived a crosstalk model to determine the crosstalk-induced system
penalty caused by coupling between adjacent channels in a dense single-mbde waveguide array en-
vironment. Three different light-source scenarios are considered:

(1) Wavelength-noncoinciding uncorrelated,

(2) Wavelength-coinciding uncorrelated and

(3) Wavelength-coinciding correlated light sources.

In case (3) where the channels share the same laser source, the system penalty only depends on the

phase difference between adjacent waveguides. Only —25dB of crosstalk can be tolerated in the
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worst case when both of the adjacent waveguides are 180° out of phase with the center waveguide.
In the other extreme where the channel frequencies are widely spaced (i.e. the channel frequency
spacing is much larger than the receiver bandwidth), a crosstalk of —12dB can be tolerated. If the
light sources are emitting at the same wavelength but are uncorrelated, the laser phase noise con-
tributes to the intensity noise due to the beating among the channel signals. The contributed in-
tensity noise is largest for laser linewidths smaller than the receiver bandwidth. In the best case
where the linewidth is significantly larger than the receiver bandwidth, a maximum crosstalk of
about —12dB is acceptable. In the worst case where all the down-converted phase-to-intensity
noise falls within the receiver bandwidth, we can not accurately predict the maximum allowable
crosstalk level with the assumption that the phase-to-intensity noise follows a Gaussian distrib-

ution. However, the maximum allowable crosstalk level will be lower-bounded by —25dB.

In optical chip interconnects it is unlikely that the decision threshold will be optimized. For a
sampling level at 50% of the average signal swing we found that the requirement to the maximum

allowable crosstalk level reduces to —32 dB assuming a + 5% uncertainty on the sampling level.

Using —30 dB as the maximum allowable crosstalk, we can determine the mxmmum waveguide
spacing to be larger than 8 um from Figure 5-3, assuming the waveguide width is 3 ym and length
is 50 um. The density of the single mode waveguide therefore approaches 900/cm, which is signif-
icantly larger than thin-film microstrip lines.

Finally, our derivation does not take into account the effect of laser wavelength chirping. The

system penalty would be smaller than predicted by the present model if this effect is included.

APPENDIX A. DERIVATION OF EQUATION (5.17)

Following the derivation in [58], we divide the time axis into small intervals At with the k%
interval being [(k — 1/2)At,(k + 1/2)Af]. Let the randqm variable N, denote the number of arrivals

in the k* interval, the current can then be expressed as

o) =lim « ;kaNkh(t ~ kAJ) (5.22)
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Since the intervals are nonoverlapping, the {N,} are independent Poisson random variables with

rate parameter A(kAt)At, and {G,} are also independent random variables with mean M and vari-

ance M2F. Similar to the derivation in [16], the conditional mean and autocorrelation of I(f) can

now be determined under the limit At — 0:

ELOIPO) = 22 [ prayhge — oye

MZF 2 oo
ETI(t) (1) | P()] = —"hv_e.[ P(z)h(t; — Dh(t — 7)dz

-w
nMe2
)

f ~ P(x)h(t; — 7)dr = P(o)h(ty — 7)d~

-0 —00

+ (

and we thus have

ETI{0] = ELELI(H| P()]]
_ n}t{e f = mph(t — 7)dx
nMe
hv

M
= mpH(0)

=

mp‘ro h(t — 7)d~

-—00

where H(w) is the receiver transfer function.

ETI(t)I(5)] = ETI(4)I{t) | P()]

= -i—,'w—e—.'. mph(t; — 7)h(t; — 7)d~
M 2 00 pooO
+ ( "hve ) I J- Ry(u, v)h(t, — wh(t, — v)dudv
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where mp and R,(u,v) are the mean and autocorrelation of the light intensity. The autocovariance

of I{t) therefore equals:
L{ty, ) = EUI(t)I(t)] — ETL{(4)]ETL(%)]
= -”—h:e— mp| Kty = )hlty = e 527

M 2 so0 poo
+ (‘"hve ) J._wL,oLp(“, V)h(ty — wh(t, — v)dudy

The spectrum thus equals the Fourier transform of Eq.(5.27):

2 2 2
S = ("Mh_fem,. + (”TM") S,,(f))IH(/)I2 (5.28)

APPENDIX B: DERIVATION OF EQUATION (5.20)

In this appendix, we will derive the autocovariance and the power spectral density of the light
intensity for the most general case of noncoinciding uncorrelated light sources presented in Section
5.3.1. The special cases presented in Section 5.3.2 can be derived from the expressions in this ap-
pendix.

The autocovariance, Ly(7), is defined as

Lp(t) = El(Ppcond(t + 7) — E[Ppeond(t + 7)) (P, bcond(?) — ETPpcond(])]
= ) €& EL cos{(@p — @)t + 1)+ Opp(t +7) = Dyt + 7) + B — ©,)

(m,n) .
cos((wpy — wp)t + Op () — Op(1) + O, — )] (5.29)
+ D0 emnpEL cos((@ — )t + 1) + Dt + %) = Dyt + 1) + Oy — ©,)
(mn) (p.g)

cos((wp — @)t + Dp(f) — Dy(1) + ©, — B )]

where mpe {jj—1}; nge{jj+1); and m#p, n#4q. Since the phase noise processes from
sources m and n are independent, the first term in (5.29) can be expanded to
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o nETL COS(@ = @)t + ) + Dyt + 7) — Dp(t + 1) + @, — ©,)
cos((wy, — wp)t + @ (1) — Op(1) + ®p —©),)]
= Gy pET{ COS(@pn(t + 7) + Dyt + 7) + ©,,) cOS(0y(t + 7) + Op(t + 7) + O,)
+ sin(@p(t + 7) + Op(t + 7) + ©,,) sin(w,(t + 1) + Ot + 7) + O,)}
{ cos(wpt + D, (1) + ©,,) cos(wpt + D, (1) + ©,)
+ sin(w,,t + @p(t) + @) sin(w,t + D, () + ©,)}]
= o n(EL cOS(@p(t + 7) + Bt + 7) + @) COS(@pt + Dp(t) + ©Op)] (5.30)
ET cos(@(t + 1) + Byt + 7) + ©,) cos(wpt + (1) + O]
+ E[ sin(@,,(t + 7) + Dt + 7) + O,,) cOS(@pt + O (1) + ©,,)]
ET sin(wp(t + ) + @p(t + 7) + @) cos(wpt + D,(1) + ©,)]
+ E[ cos(@p(t + 7) + Bp(t + 1) + @) sin(w,,t + Dp(8) + @,,)]
ET cos(wu(t + 7) + D,(t + 1) + @) sin(w,t + Op(0) + O,)]
+ ET sin(@,,(t + 1) + Dyt + 7) + O) sin(w,,t + Op(8) + ©,)]
EL sin(wp(t + 7) + @ (t + 1) + ©,) sin(w,t + Op(t) + ©,)])

In the first term of Eq.(5.30),

ET cos(@p(t + 7) + @,p(t + 1) + Op,) cOS(@pt + O i) + ©,)]
- % (EL cOS(@p(t + 7) + @t + Ot + 1) + O (1) + 20,,)] (5.31)
+ E[ cos(@,,(t + 1) = 0t + Op(t + 1) — D,,())])

Since ®,, is uniformly distributed over [0,2z] and independent of ®(r), it can be shown that
ET cos(wa(t + 1) + @nt + Ou(t + 7) + Du(f) + 20,)] equals zero. Since O(t) = ) ;di(r)d-r, it has

been shown in [16] that ®(z) = ®(t + 1) — O(¢) is a Gaussian random variable with mean zero and

variance 2zAv|z|. The expectation of cos(®(z))is
ET cos(®(x))] = % E[O) 4 ¢~ /06N _ gmavitl (5.32)

while the expectation of sin(®()) is
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E[ sin(®(x))] = %E[e’“’"’—e‘f‘”"’] =0 (5.33)

Equation (5.31) thus equals 1/2 cos(wat)e=""!*!, and it follows that the first term in (5.30) equals
1/4 cos(wn) cos(wat)e” 2mavlel, Similar to (5.31), we can show that the fourth term in (5.30) equals
1/4 cos(wnt) cos(wnt)e-2"1"l  while the second and the third terms are both equal to
1/4 sin(w,7) sin(w.r)e- 2", The first term in (5.29) thus equals 1/2c2, cos(Awnmq7)e-2"*It! where

AWpp = Wn — 0.

If m,np,q are substituted by jj — 1,jj + 1, respectively, the second term in (5.29) can be ex-

panded into

Gy — 16+ 1EL cos((w; — @y _1)(t + 1) + Dt + 7) -0,_,(t+7)+60,-0,_))
cos((w; ~ @y N+ Q) = Q; (1) — @) — ©®;.1)]
= ¢;5-16y +1E[{ cos(eoy(t + 7) + Qft+1)+©) cos(w; _(t+ 1)+ Q;_ (t+7)+ ®_,)
+ sin(oft + 7) + Ot + 7) + ®)) sin(w; _ (1 +7) + Q_(t+7)+6;_,)}
{ cos(wjt + DLn) + ®) cos(@; 4 11+ D, () + 6, )
+ sin(aw;t + (1) + ©)) sin(w 4. 4t + Q;1(0+ 0, )}]
= Gy—16) + 1{EL cos(wyt + 7) + O\t + 7) + ©)) cos(w;t + Oy(1) + ®)]
E[ cos(w; _1(t+7) + @) _(t+7) + ©; _ 1)JEL cos(e 4. () + @)1 1() + ©; +(15ﬁ4)
+ E[sin(wft + 1) + Ot + ) + @) cos(eyt + D) + ®)]
ET sin(w; _ (¢ + )+Q_(t+17)+6;_,)]E cos(w; 4 11+ Q; () + 0, 4)]
+ E cos(wjt+ 1) + Ot + 7) + O)) sin(wyt + A1) + ®)]
ET cos(w; _ (1 + ‘r)+¢j_1(l+r)+®j_1)]E[ sin(wj+,t+¢j+l(t)+®j+ V]
+ E[sin(wft+7) + Ot + 1) + ©)) sin(w;t + D)) + )]
E sin(w; _((t+ 1)+ @;_ (¢t +7) + ®,_ )IEL sin(w; _ ¢ + Q_(0+0,_,)]}

which is zero. Similarly, we can also show that other substitutions in the second term of (5.29)

will yield the same result.

The autocovariance L,(z) thus equals
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1
Ly(x) = > (91:,_ 1 cos(Aw;; _17) + csz-i- 1 €08(Awy; 4 17)

2 2mAv| 7| (-39
+ 9_1J+ICOS(ij_1J+lT))e- ravils

From (5.35) we can determine the double-sided power spectral density:
2 2

SE = A Gy-1 Gd+1

con. -
A -afn )t @) (- )
) (5.36)
G-1j+1

)
(A’ + (F= Bfj_ 14 1)°

where Afpn = Awp,a/2n.

APPENDIX C. DERIVATION OF EQUATION (5.24)

It is straightforward to show from definition that the mean of eq. (5.12) is zero. Since ® and

(/) are independent, the mean of the crosstalk process can be reduced to

ETP,

bj|bj-lbj+|

(n- E[Pbllbj_,bj,,_l(')]]
= Gy 1{ELcos(®L1) — ®; _ ,()]E] cos(®; - ©, _,)]
— E[sin(@[0) — @, _ 1()]IEL sin(®; — ©;_ )]}
+ ¢4 1{ET cos(@y1) - @, ;. 1(N]ET cos(®; — ®; 1) ‘ (5.37)
— E[sin(®yr) — @, {())IE] sin(@; - ©; . )]}
+ o1+ 1{ELcos(®; _ () ~ ®; . 1 ()]E] cos(®, _ ; — ®;,,)]
- ET Sin((bj— 10 — @, 4 1 ())]ET Sin(e)j— 1— ®j+ D1}

Furthermore, since ®,, and ®, are independent, we have

E[ cos(®,, — ®,)] = E[ cos ©,,)E[ cos ®,] + E[ sin ®,,]E] sin ®,] (5.38)
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ET sin(®,, — ®,)] = E[ sin ®,,]E] cos ®,] — E[ cos ®,,]E] sin ®,] (5.39)

®, and ©®, are uniformly distributed in [0, 27], E cos ®,], E[ cos ®,], E[ sin ®,], and E[ sin ®,]
are thus all equal to zero. We can thus conclude that both (5.38) and (5.39) equal zero. It follows
that (5.37) also equals zero.

The autocovariance L,(7) is

Lyx) = E[{ijlb,_lb,.,.,(t"' 7)— E[ijlb,_lb,+1(t + ?)]}{ijlbj—lbj-b-l(t) - E[ijwj_lbj“(‘)]}]

= ) & EL coS(@p(t + 1) ~ Byt +7) + @py = @)

(m,n)
cos(Dp () — Dp(0) + O, — ©,)] (5.40)
+ YD CmppgEL cOS@p(t + 7) = By(t + 1) + @,y — @)
(mn) (p.9)

cos(@,(1) — Du(1) + @, — ©,)]
The first term in (5.40) can be simplified to

€2 nEL COS(@p(t + 7) — Dyt + 7) + @, — ®,) cOS(Dp(t) — Dy(1) + O, — O]
= c3, nET{ cos(@p(t + 7) + ©,,) cos(Dyy(1 + 7) + @) + sin(D,,,(¢ + 7) + O) sin(D, (¢ + 7) + ©,))
{ cos(®p, (1) + @) cos(P (1) + ®,) + sin(@py(2) + @) sin(Pp(?) + ©,)}]
= gy p{ EL cOS(@,(t + 7) + ©p) cOS@ (1) + ©,,) 1EL cOs(@,(2 + 7) + ®,) cos(@,(1) + ©,)] 341
+ E[ sin(@,,(t + 7) + ©,,) coS(® (1) + ©,,) JEL sin(®,(¢ + 1) + ©,) cos(®,(t) + ©,)]
+ E cos(Dpn(t + 7) + ©) sin(D,,(1) + ©,,)1E cos(P,,(t + 7) + O,) sin(D (1) + @,)]
+ E[sin(®p(t + 7) + Op,) sin(®,,(1) + O )EL sin(@,(t + 7) + ©,) sin(D,(1) + ©,)]}

In the first term of (5.37),

E[ cos(Dp,(t + 7) + Opy) cos(P,(1) + ©,)]

5 {EL cO8(@pt + 7) = Ope(t) + 20,)] + EL cos(Dp(t + 1) — Pyl (5.42)
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Since ®,, is uniformly distributed over [0,27] and independent of ®(f), it can be shown that
E[ cos(@n(t + 7) — Ou(?) + 20,)] equals zero. Since &(f) = [ o‘fb(-r)d-r, it has been shown in [58]
that @(z) = ®(t + 7) — O(¢) is a Gaussian random variable with mean zero and variance 2zAv|7].

The expectation of cos(®(7))is

ET cos(D(7))] = % E[e’o(') + e—jd)('t)]

(5.43)
_ e-wAvI‘rI
while the expectation of sin(®(r)) is
; = 1 prjo@ _ —jox
ELsin(®()] = - E[¢* - e~ /%) (5.44)

=0

Equation (5.42) thus equals 1/2e~I*l, and it follows that the first term in Eq.(5.41) equals
1/4e-2w17l_ Using similar technique as used for (5.42), we can show that both of the second and
the third term in (5.41) are zero, and the fourth term is 1/4e-2=*I*l, (5.41), or the first term in
(5.40), thus equals 1/2c2 ,e~2*¥I*l, If m,n,p,q are substituted by jj — 1,ij + 1, respectively, the sec-

ond term in (5.40) can be expanded into
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G515y +1ELcos(@i(t+7) - ®,_,(t+ 1) + O — ®;_))
cos(@i() — @, 1. () — O, — ®;.1)]
= ¢ 16+ 1EL{ cos(@(t + 7) + ©®) cos(®;_,(t+1)+0;_,)
+ sin(@4t + 7) + ©) sin(®; _ (¢t + 7) + ©; _ 1)}
{ cos(@(1) + ©)) cos(®; () +©; )
+ sin(@41) + ©) sin(®; , (1) + ©; . )}]
= 516 + 1{EL[ cos(Pt + 7) + @) cos(D,(1) + @))]
E cos(®; _y(t+7) + ®,_ DIEL cos(®; 4 () + 6, 4)]
+ E[sin(@f(t + 1) + ©)) cos(Q,(1) + @))]
ET sin(d)j_ 1t +7) + ©;_)]E[ cos(®; . () + ©; 4 1)]
+ ET cos(Dy(t + 7) + @) sin(®L1) + ©))]
ET cos(®; _y(t + 1) + ©)_ )]ELsin(®) , 1() + ©) )]
+ E[sin(Qft + 7) + ©)) sin(@y(1) + ©))]
ET sin(®; _ (¢ + 7) + ©;_ ))]E[ sin(®; _ (1) + ©; _ )]}

(5.45)

which is zero. Similarly, we can also show other substitutions in the second term of (5.40) will yield

the same result. Therefore, the autocovariance L,(7) is

1 -
Lyn) = ?("J;:/-l+93+1+92—1./+1)e Zrdviel (5.46)
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CHAPTER 6 DENSE WDM/WDMA SYSTEMS

6.1 Introduction

In Chapter 5, we have evaluated the maximum density of a dense waveguide array for optical
interconnects at the MCM, board, and backplane levels. For this chapter, instead of exploiting
density in space, we exploit density in wavelength. The wiring density of an optical backplane
system can be relaxed by multiplexing more than one wavelength into the same fiber/waveguide.
The wavelength-division multiplexed (WDM) systems or the wavelength-division multiple access
(WDMA) systems using on-off modulation or frequency shift keying and direct detection have re-
cently been shown to be a practical system solution for utilizing the vast bandwidth offered by the
optical fibers/waveguide [77].}¥ A typical N-channel WDM/WDMA backplane consists of a fixed
wavelength single-mode semiconductor laser diode such as the distributed feedback (DFB) laser as
the transmitter, an optical amplifier, and an optical filter such as the tunable Fabry-Perot (FP) filter
at the receiver end, as shown in Figure 6-1. Optical amplifiers such as Er*+ doped fiber amplifier
[78] whose large bandwidth (~30 nm) and high gain (~30 dB) further suggest that such a backplane

with large fanout can be implemented.

Direct on-off modulation of the single-mode laser diode introduces significant frequency ex-
cursion or chirp during the transients of the on and off levels [79]. The frequency chirping is the
result of the nonlinear interaction between photons and carriers. The sudden increase in current
density disturbs the system from equilibrium, generating a train of relaxation oscillations on the
carrier density and the optical refractive index of the laser medium. The laser emission wavelength
will shift correspondingly. Strong damping prevents these oscillations from continuing for more
than a few periods. Frequency chirp typically ranges from 0.2-0.8 nm, based upon experimental

observation [79].

15 A significant portion of this chapter is adapted from C.-S. Li, F. Tong, K. Liu, and D. G. Messerschmitt,
“Channel Capacity Optimization of Chirp Limited Dense WDM/WDMA Systemns Using OOK Modulation
and Optical Filters,” JEEE Journal of Lightwave Technology. (c) IEEE. Reprinted with permission.
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When passing through an optical filter, the chirped signal may suffer degradation when the
filter bandwidth is comparable to or smaller than the chirp width. The imperfect optical filter re-
sponse also allows crosstalk from adjacent channels. The combined chirp and crosstalk effects thus
limit the ultimate channel cgpacity of a direct modulation dense WDM/WDMA system. It is
therefore important to determine the maximum number of channels of such a system, and the op-
timal operating conditions for the lasers and the opﬁca] filters. In this chapter, we choose a set of
typical laser parameters and, assuming this laser, we concentrate on systems which operate at speed

faster than 1 Gbps and use a Fabry-Perot filter as the optical filter.

STAR RECEIVER
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LASER AMPLIFIER FILTER  PHOTODETECTOR

Figure 6-1. Architecture of a typical N-channel WDM/WDMA backplane. In this structure, single-mode
lasers are used as transmitters and fixed-tuned or tunable Fabry-Perot filters are used as
wavelength selective elements.
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Both analytical approaches [79, 80] and simulation approaches [81-83] have been pursued to
evaluate the laser chirp effect, but these focused only on the penalty induced by fiber dispersion for
long-haul communication systems. Chirp-induced penalty through FP filters has not yet been an-
alyzed. Crosstalk in FP filters has been analyzed in [84], but the chirp effect was largely ignored
in this calculation.

There are several results in this chapter:

* A simulation model for a dense WDM/WDMA system has been developed.

¢ Over 100 stations can be accommodated with each station operating at 2 Gbps.

* At bit rates larger than 1 Gbps, a power penalty of greater than 1 dB is induced when the filter
bandwidth is comparable to or less than the chirp width.

* For a multiple channel system, there exists an optimal optical filter bandwidth which mini-

mizes the combined crosstalk and chirp penalty.

* There are optimal operating conditions for the laser and the filter such that the induced penalty
is minimized.

The organization of this chapter is as follows: Section 2 describes and justifies the the eye-
degradation criterion for obtaining the system penalty. Section 3 describes the system simulation
model. Simulation results are presented in Section 4 and system optimization results are presented
in Section 5. Simulation results of a WDM system using FSK scheme is discussed in Section 6.

Conclusions are given in Section 7.

6.2 Derivation of System Penalty

Two types of interference are introduced by the system under consideration: intra-channel in-
terference and inter-channel interference. The intra-channel interference (or inter-symbol interfer-
ence) occurs when the chirp bandwidth is comparable to or larger than the optical filter bandwidth,
thus causing the loss of a fraction of optical power in the transmitted bit stream. The inter-channel

interference is caused by the chirp, which substantially increases the bandwidth of the signals of the
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adjacent channels, as well as the response of the optical filter, which allows crosstalk from adjacent
channels.

In general, it is difficult to determine the power penalty for a given system. There exist a va-
riety of error bounds and approximation techniques to estimate the effect of intersymbol interfer-
ence, such as the truncated-pulse-approximation [82, 85, 86], worst-case bound [87], Chernoff
bound [88],.w_orst possible distribution bound [89], series-expansion bound [85], or moment-space
bound [90]. However, these approaches usually rely on a prior knowledge of the distribution of
bit patterns, and most of them assume that each bit has equal probability of being a ONE or
ZERO. In computer communications, especially in computer bus communications when coding
or scrambling is not generally assumed, these assumptions do not hold. One approach that does
not require these assumptions uses the eye closure criterion [91], which we shall adopt throughout
this study.

The eye pattern is generated by superimposing the simulated outputs from all of the possible
M-bit sequences [81], In order to observe the pattern dependency of the frequency chirp, M has
to be larger than the channel memory to account for all possible intersymbol interference. For the
operating conditions simulated in this chapter, the channel memory has been determined to be less
than three bits. Considering the intersymbol interference generated from the previous two bits and
the following bit, we superimpose all possible patterns from a 8-bit sequence and examine the eye
opening of the fourth bit.

A typical eye pattern for a nonreturn-to-zero (NRZ) coded waveform is shown in
Figure 6-2. Both of the vertical and horizontal eye degradation are evaluated in this chapter. The
vertical eye degradation is defined as

ED, + ED,

EDV = S] — So

(6.1)

where S, and S, are the steady state signal levels for logical ONE and ZERO, respectively, and
ED, and ED; are the respective signal level deviation compared with the steady state levels. The
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fully opened horizontal eye equals the bit interval, 7. The horizontal eye degradation can thus be

expressed as

T — EOy

where EOy, is the horizontal eye opening.

(6.2)

The power penalty of the NRZ waveform can be derived from the vertical eye degradation:
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Figure 6-2. A typical eye pattern showing the horizontal and vertical eye opening.. S} and Sj are the signal
level for ONE and ZERO, respectively; ED, and EDy are the degradation of the eye opening
from ideal signal levels; and EOj is the horizontal eye opening and T is the bit period.
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Ppenairy(dB) = 10log,oEDy (6.3

This power penalty is a measure of the additional power in dB required to achieve the ideal eye
opening.'* The horizontal eye degradation gives rise to the waveform jitter. Waveform jitter affects
the receiver timing recovery, increases the variance of receiver sampling instants, and introduces
timing error to the receiver. Its effects can also be translated into system penalty. However, the
exact calculation of the system penalty due to timing jitter [92] depends on the type of the timing

recovery circuitry used in the receiver and is not pursued here.

6.3 Simulation Models

The system simulated in this chapter is shown in Figure 6-3, and consists of, in order, a laser
driver, a single-mode DFB laser, a single-mode fiber of length up to 200 c¢m, a Fabry-Perot optical
filter, and a lightwave receiver. The values of the parameters used in the simulation are summarized
in Table 1. The model of each component is provided as below:

(1) Laser Driver

The NRZ current pulse shape, I,(f), generated from the laser driver depends on the previous
and the current bit. This is given by

2.2t
Ipias + Ip(1 — g™ %) if current bit = 1, previous bit = 0
221
Tpjas + Lpe™ "% if current bit = 0, previous bit = 1
(1) = (6.4)
Tyias if current bit = 0, previous bit = 0
Tyias + Iy if current bit = 1, previous bit = 1

where [, is the bias current, /,, is the modulation current, and 7, is the 10% to 90% rise time and

fall time of the modulation current. This rise time 7, is related to the time constant of the laser

16 In order to relate this expression to the bit-error-rate, the eye opening has to be properly weighted ac-
cording to the distribution of the bit patterns. For bit patterns with equal distribution, the average eye
opening can be used to calculate the bit-error-rate.

148

w



SINGLE MODE FIBER

RECEIVER
y O
LASER DFB FP PHOTODETECTOR

DRIVER  LASER FILTER

Figure 6-3. System configuration for a single channel.. If crosstalk is considered, N single mode laser
emitting at N different wavelengths are used in the simulation.

parasitics given by =, = 2.2RC, where R and C are the corresponding laser parasitic resistance and
capacitance.

(2) Single-Mode DFB Laser

* The dynamics of a single-mode semiconductor diode laser can be modelled by the laser rate
equations [93], which describe the interactions between the photon density p(f), carrier density

n(t), and the phase of the electric field ¢(¢):

r
PO = rewmn - mp - B2 4 0 ©9
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)y L0
T = T~ GO0 ~ rop) ~ L 68
, |

0 = £ (tyam0-m)-L) 7

In these equations, I is the mode confinement factor,  is the carrier density at transparency, <, is
the photon lifetime, B is the fraction of spontaneous emission coupled into the lasing mode, z, is
the carrier recombination lifetime, ¢ is the electron charge, V, is the active layer volume, v, is the
group velocity, g is the gain coefficient, « is the linewidth enhancement factor. The parameter

G(1) is the saturable gain coefficient defined by

Vg

0= T a0

(6.8)

where ¢ is the gain compression factor. This semiclassical treatment does not distinguish between
the particle and wave nature of light. Thus the photon density and the electric field of the optical
wave are used interchangeably [82]. By numerically integrating Eq.(6.5-6.7) using injected current
from Eq.(6.4), we obtain the optical power emitted per facet P(f) and the instantaneous chirp fre-

quency Av(?):

PO Vanohv

Py = 2L (6.9)
P
and
d
av) = == ";f') (6.10)
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where 1, is the differential quantum efficiency of the laser performance. It can be shown that by
substituting Eq.(6.5) and (6.7) into Eq.(6.10), the frequency chirp Av(f) can be simplified to
[94, 95]

1 dp() € BI"n(1)
Av(Y) = i{ﬁ_dz— + [ﬁ - W]} (6.11)

The first term in this expression is the transient chirp, while the second term is the adiabatic chirp
[81]. Due to its derivative nature, the transient chirp occurs when the laser is turned on or off.
Adiabatic chirp occurs as a result of spontaneous emission and gain suppression and causes fre-
quency offset between the steady state on and off levels during modulation. Note that « and ¢ have
a strong effect on the frequency chirp. Devices with lower value of «, such as multiple-quantum-
well lasers, exhibit smaller chirp [96].

(3) Single-Mode Fiber

The electric field at the output end of the fiber in the frequency domain is given by

Sperlf) = HppeNSS(f) (6.12)
where

A2 Def
Hpol) =< (6.13)
[97] and
S = .[:_mm 0=l gy (6.14)

151



The coefficient D is the fiber dispersion parameter, ¢ is the fiber length, 4 is the optical wavelength,
and c is the velocity of light.

(4) Fabry-Perot Filter

Likewise, the electric field at the output side of the FP filter in the frequency domain is given

by

Srpl) = Hrp()Spperf) (6.15)

where Hep is the frequency domain transfer function [98], given by

Hrplf) = T r— (6.16)

1 — RS*™ F3R

where T and R are the power transmission coefficient and the power reflection coefficient of the
filter, respectively. The parameter f; is the center frequency of the filter. The parameter FSR is the
Jree spectral range at which the transmission peaks are repeated and can be defined as
FSR = c|2uL, where L is the FP cavity length and u is the refractive index of the FP cavity. The
3 dB transmission bandwidth FWHM (full width at half maximum) of the FP filter is related to
FSR and F:

FwHM = B3R ' (6.17)

F

where the finesse F of the FP filter is defined as

F =

= /R
1-R

(6.18)
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FWHM

Figure 6-4. Frequency response of a Fabry-Perot filter.

These parameters are represented in Figure 6-4. Note that models describing the single-mode fiber
and the FP filter are both linear with respect to the electric field. The results are thus independent
of the placement order of the fiber and the FP filter.

(5) Lightwave Receiver

The lightwave receiver is modeled by a photodetector followed by a linear pulse-shaping filter.

The photo-current from the photodetector is related to the incident optical power Pg5(f) by

2
i(t) = Z—cppp(z) + Ay (6.19)
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where # is the quantum efficiency of the photodetector and A, is the dark current. Pgp(?) can be
calculated from Sgx(f):

Prp(t) = spp(D)sep(t) (6.20)

where sgp(t) is the inverse Fourier transform of Srx(f). The photocurrent i(f) is convolved with a

receiver filter with Gaussian-shaped frequency response

f 2
Hy(f) = e ™35! (6:21)

where fz = 0.75/T, and T is the bit period. This particular filter bandwidth is chosen in an attempt
to minimize the receiver noise while maximizing the eye opening.

(6) Crosstalk Model

Previous system models only consider the degradation of a single channel in the presence of
laser chirp and a FP filter. Here, we consider the signal degradation in the presence of crosstalk
channels. Crosstalk from adjacent channels has been of primary concern for a dense WDM or
WDMA system. We consider a WDM or WDMA system consisting of N channels equally spaced
Af apart. In order to estimate the worst-case interference pattern, all of the N — 1 stations are as-
sumed to be transmitting the same interfering patterns synchronously. The total interfering spec-
trum, S..{f) becomes

N-1
Sulf) = ), Sif— i)™ (6.22)
i=1 .

where S(f — iAf) is the spectrum of the i* channel and ¢, is the phase difference between the inter-
fering channels and the signal channel. The total transmission including the signal Ss(f) through
the FP filter is
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o

Stomm = Hep(N[S:(H + Sind]

The same eye-closure criterion can be applied to obtain the performance of a multiple channel

system as was used in the single channel case.

Notation Definition Value

r mode confinement factor 04

n electron density at transparency 10'%¢m-3

T, photon lifetime 3ps

Tn electron lifetime 1 ns

B spontaneous emission factor Ix10-5

q electron charge 1.6 x 10-v C
Ve Active volume 1.5 x 10-¥em?
a« linewidth enhancement factor 5

Vv group velocity 8.5 x 10%m|s
a gain coefficient 2.5 x 10-$¢m?
7o total quantum efficiency 0.4

P gain suppression factor 10-Yem?

7 photodetector quantum efficiency 0.8

A dark current 6.25 x 1019/ sec
D fiber dispersion constant — 17pstkm|nm

TABLE 1. DEFINITION AND VALUE OF THE PARAMETERS USED IN THIS CHAPTER.

6.4 Simulation

Of all the parameters describing the system, the parameters that can be varied experimentally

have been limited to a few, namely,

* the laser bias current, [u;,

* the modulation current, /.,
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OPTICAL POWER (mW)
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TIME (ns)

Figure 6-5. Simulated output of instantaneous optical power of a DFB laser using bit pattern
0011110000. The operating parameters are: bit rate B=3Gbps, normalized bias current
Is)I4=1.16, rise time of the drive current ¢,=1/27T, and extinction ratio r=0.16.

* the rise time of the driving current, ,,

» the bit rate, B, or the bit period, 1/T,

* the position of the center frequency, £,

* the 3dB bandwidth of the FP filter, FWHM.

In order to match the optical amplifier bandwidth, the FSR is fixed at 3.7 THz, corresponding to
30 nm at 1.55 um. In changing the filter bandwidth, the finesse is also changed correspondingly to
preserve the total FSR. The center frequency of the FP filter has been fixed at half way between
the steady state ONE bit and ZERO bit. The relatively short length in our model (£ < 200 cm)
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causes insignificant dispersion. To maintain the same optical power reaching the FP filter, the total

driving current to the laser during the ONE bit is maintained at

Ip=Lyge + I, = 1.851,, (6.24)

Note that the bias current here is used for the driving current of a ZERO bit and is larger than the

lasing threshold, which has been simulated to be 33.5 mA. The bias current normalized to the

threshold current I, ranges from 1.0 to 1.2. The ratio
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Figure 6-6. Simulated output of instantaneous chirp frequency of a DFB laser using bit pattern
0011110000.
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Figure 6-7. Simulated output of instantaneous optical power of a DFB laser using bit pattern
0000010000. The operating conditions are same as in Figure 6-5.

yo 0 (6.25)

is defined to be the extinction ratio of the signal and ranges from 0.02 to 0.16 in our simulations.

The rise time of the laser driving current can be related to the bit period by

t=xT= x<1 (6.26)

.
B,
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A fourth-order Runge-Kutta method is used to integrate the laser rate equations. Figure 6-5,
Figure 6-6, Figure 6-7, Figure 6-8, Figure 6-9 and Figure 6-10 show the instantaneous optical
power and emission frequency of the laser for bit pattern 0011110000, 0000010000, and 6001010000
at 3 Gbps. These figures demonstrate that the relaxation oscillation and frequency excursion are
pattern dependent. As shown in Figure 6-5 and Figure 6-6, the laser is modulated by a pattern
0011110000. The relaxation oscillation frequency is found to be 5 GHz for the ONE bit and 2 GHz
for the ZERO bit. We designate frequency chirp offset of 0 GHz corresponding to laser emission
frequency at threshold. In Figure 6-6, the corresponding transient chirp spans from —5 GHz to
12 GHz during the the first cycle of oscillation. The adiabatic chirp is found to be less than 2 GHz.

]

0 -

FREQUENCY DEVIATION (GHz)

-10 1 1 1 1 ! 1

-0.9 0 0.8 1 1.8 2 2.5 3 3.5
TIME (ns)

Figure 6-8. Simulated output of instantaneous chirp frequency of a DFB laser using bit pattern
0000010000.
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Figure 6-9. Simulated output of instantaneous optical power of a DFB laser using bit pattern
0001010000. The operating conditions are same as Figure 6-5.

These values are close to those obtained from experiments [85]. Figure 6-7 and Figure 6-8 show
the case in which the laser is modulated by a bit sequence 0000010000. The number of relaxation
oscillations are limited to 2 cycles by the duration of the ONE bit, which is 330 ps. The height of
the optical pulses and the frequency excursion are similar to those generated by the sequence
0011110000. However, as the bit pattern changes to 0001010000, as shown in Figure 6-9 and
Figure 6-10, there are increases in peak optical power and maximum frequency excursion in the
second ONE bit of the pattern. The maximum frequency excursion during the first relaxation os-

cillation of the second ONE bit is 20% more than the first relaxation oscillation in the first ONE
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bit. The corresponding peak power also increases by 11%. This increase in chirp is due to
undershooting in the carrier density during the preceding ZERO.

Figure 6-11 and Figure 6-12 show the eye patterns from a single channel system operated at
3 Gbps. Careful observation of these eye patterns reveals that different bit patterns are responsible
for the closing of the upper trace and the lower trace of the eye. As shown in the figures, pattem
0010100000 is responsible for closing the upper trace of the eye while pattern 0010010000 is re-
sponsible for closing the lower trace of the eye. The effect of introducing an FP filter is illustrated

in Figure 6-11. By comparing Figure 6-11 and Figure 6-12, one can observe immediately that the
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Figure 6-10. Simulated output of instantaneous chirp frequency of a DFB laser using bit pattern
0001010000.
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Figure 6-11. Simulated eye pattern in the absence of a FP filter. The system parameters are
B = 3.33Gbps, IyilIen=1.16, and 1, = 0.5T.

eye pattern degrades significantly after an FP filter of 20 GHz bandwidth with center frequency at
0 GHz is introduced, as not all of the optical power falls on the receiver.

(1) Single Channel System

Using the criterion given in Eq. (6.3), we show in Figure 6-13 the power penalty as a function
of bit rate for various FP filter bandwidths. In these simulations, the normalized bias current and
the extinction ratio are set at 1.12 and 0.16 respectively for all bit rates. The rise time of the laser
driving current equals one half the bit period. Simulation data in the absence of the FP filter are
also presented for comparison. Without the FP filter, the power penalty is minimized at 5 Gbps,
corresponding to the relaxation oscillation frequency of the ONE bit. The large response at laser
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relaxation oscillation frequency increases the eye-opening, thus causes a dip in the power penalty
characteristics. For the bit rate larger than the relaxation oscillation frequency, the penalty increases

sharply from 1 dB to 4 dB over 1 Gbps range of increment.

For an FP filter bandwidth larger than that of the chirp, there is little degradation in the eye
opening. As the filter bandwidth approaches the chirp bandwidth, there is a substantial increase in
power penalty. At FWHM equal to 4 GHz, which is much smaller than the chirp bandwidth, the
additional power penalty reaches as much as 7 dB at 4 Gbps. One can observe that for the filter

bandwidth considered, the increase in power penalty always occurs at a bit rate higher than 1 Gbps,

N w >
1 I 1

RECEIVER CURRENT (mA)

--
I

0.4 0.8 0.8 0.7 0.8 a.9 1 1.1 1.2 1.3

TIME (ns)

Figure 6-12. Simulated eye pattern in the presence of a FP filter with bandwidth =20 GHz. The system
parameters are the same as in Figure 6-11.
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Figure 6-13. Power penalty versus bit rate for various filter bandwidth.

and remains fairly constant at bit rate less than 1 Gbps. The results indicate that a dense WDMA

system using FP filters may operate up to 1 Gbps before chirp becomes a dominant limitation.

Examination of these curves in Figure 6-13 also reveals that the power penalty is smaller for
filters with a small bandwidth than for those wnh a large bandwidth at bit rates less than 1 Gbps.
This effect is further demonstrated in Figure 6-14 and Figure 6-15, in which degradation of the
ONE bit and the ZERO bit are analyzed separately. As shown in these two figures, the degradation
of the ONE bit increases monotonically with the decrease of the filter bandwidth while the degra-
dation of the ZERO bit decreases monotonically with the decrease of the filter bandwidth. The
improvement of the level ZERO is more than the degradation of the level ONE, and thus accounts
for the overall decrease of power penalty at lower bit rate. Furthermore, we can observe that there
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is a dip of eye degradation for the ONE bit at 5 Gbps while there is a peak of eye degradation for
the ZERO bit at 2 Gbps. The former effect arises from the relaxation oscillation frequency of the

ONE bit and the latter from the relaxation oscillation frequency of the ZERO bit.

For a filter bandwidth of 10 GHz, as shown in Figure 6-16, the degradation of ZERO de-
creases while the degradation of ONE increases with the increase of bit rate. These two effects
cancel out each other at low bit rate, and the overall power penalty thus remains essentially con-

stant. At a higher bit rate, the degradation of ONE begins to dominate, and the overall power
penalty degrades sharply.
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Figure 6-14. Eye degradation from the ideal ONE signal level as a function of bit rate.
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The horizontal eye-opening is also measured and the waveform jitter is extracted as a function
of bit rate at various FP filter bandwidths, as shown in Figure 6-17. There is a substantial increase
of horizontal eye closure, as defined by Eq.(6.2), at a bit rate larger than 3 Gbps. A narrower filter
bandwidth gives rise to sharper increase in horizontal eye-closure. This degradation can be as dra-

matic as 70% at 3 Gbps for filter bandwidth equals 4 GHz.

Figure 6-18 plots the power penalty as a function of filter bandwidth at a fixed bit rate of 2
Gbps for various biasing levels. The normalized bias current is set at 1.12, 1.06 and 1.00 and the
rise time is set at one half of the bit rate. As shown in this figure, the power penalty maintains a
fairly constant value for filter bandwidth larger than 30 GHz. The increase in power penalty occurs

at filter bandwidth close to one half of the maximum chirp width. In reducing the biasing current,
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Figure 6-15. Eye degradation from the ideal ZERO signal level as a function of bit rate.
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Figure 6-16. Eye-closure as a function of bit rate.. FWHM =10 GHz. The peaks at 3GHz and at 5GH:z
are the relaxation oscillation frequencies at the applied currents for the ZERO and ONE bit,
respectively. The total eye degradation is also displayed.

the extinction ratio decreases and a lower power penalty results. Horizontal eye closure of the same
set of data displays a similar trend in Figure 6-18. A considerable increase in eye closure occurs for
filter bandwidth larger than 20 GHz. Note that these curves (for normalized bias current equals
1.0, 1.06, and 1.12) are the reverse of thos;e of the power penalty. This can be attributed to the fact
that smaller biasing current introduces stronger initial relaxation oscillations and degrades the hor-
izontal eye-closure.

(2) Multi-channel System

The presence of interfering channels degrades the eye opening and increases the system penalty

and waveform jitter, so we must include not only the intra-channel effects of the preceding sub-
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section, but also the inter-channel effects. Figure 6-20 shows the power penalty as a function of
the time skew between the interfering channels and the signal channel for a system with 128 chan-
nels and 256 channels using a fixed-bandwidth FP filter of 12 GHz. The penalty is periodic and is
maximized within each bit period when the interfering channels synchronize with the signal chan-
nel. Synchronization between the interfering channels and the signal channel will thus be used to
obtain the worst case system performance for the rest of this section. Figure 6-21 shows the power
penalty as a function of number of stations operating at 1, 2, and 3 Gbps using a fixed filter band-
width. As discussed in the previous section, the stations are distributed across the entire free spec-
tral range of the FP filter with equal channel spacing. The constant penalty for a small number

of stations is mainly contributed by the intra-channel chirp effects, as just analyzed (Figure 6-19
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Figure 6-17. Horizontal eye closure versus bit rate at various filter bandwidth.
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Figure 6-18. Power penalty as a function of FWHM. Jyis/7s= 1.12, 1.06, and 1.00.

and Figure 6-18); the crosstalk is insignificant in this case. The performances curves of the 1 and
2 Gbps cases are similar, though the 2 Gbps suffers a larger penalty resulting from the chirping of
the signal channel alone. The 3 Gbps case displays a even larger intra-channel chirp penalty, a
3.5dB increase as compared with the 1 Gbps case. As the number of stations increases, the cross-
talk penalty from adjacent channels begin to dominate. All three curves show a substantial increase
in total system penalty as N exceeds 100, indicating that a system with capacity of no more than

100-130 stations can be achieved before the chirp effect reaches unacceptable levels.

Figure 6-22, Figure 6-23, Figure 6-24 and Figure 6-25 illustrate the filter-bandwidth depend-
ency of the system penalty. Figure 6-22 displays the power penalty versus the number of stations
for filter bandwidth of 10, 20, and 30 GHz. All stations are transmitting at 2 Gbps. For a small
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number of stations, smaller filter bandwidths have more intra-channel signal distortion. This trend
is completely reversed for large number of stations because the crosstalk from adjacent channels
becomes the dominant source of signal interference and smaller bandwidths allow less crosstalk.
These results are further compared in Figure 6-23, with those reported in [84] in which only the
steady-state crosstalk effect is considered, and frequency chirping from any station is ignored. The
power penalty as calculated without chirp and with chirp are consistent for small number of
stations. The constant offset for small number of stations is due to the nonzero extinction ratio
and finite signal rise time for laser modulation and chirp penalty induced by the FP filter. The
system penalty from chirp rises sharply for large number of stations as compared to the nonchirp

results. This can be attributed to the nonzero chirp width occupied by the interfering channels.
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Figure 6-19. Horizontal eye-closure as a function of FWHM.
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POWER PENALTY vs. PHASE DIFFERENCE
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Figure 6-20. Power penalty as a function of the skew between the interfering channels and the signal
channel for N=128 and 256. Skew has been normalized with respect to T, and is periodic
outside of ( — 0.5,0.5).

As the interfering channels are brought spectrally closer to the signal channel, their finite spectral
widths generate larger crosstalk as compared with those obtained from the theory, which assumes

zero spectral width for each individual channel.

Because a larger filter bandwidth allows more crosstalk while a narrower bandwidth induces a
larger chirp penalty, there exists an optimal filter bandwidth for a given number of stations, at which
a minimum system penalty is achieved. Figure 6-24 displays such an optimum for 32, 64, and 128

stations operating at 2 Gbps. As shown in this figure, the optimal filter bandwidth becomes nar-
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rower as the number of stations increases. For a system with 128 stations with each station trans-

mitting at 2 Gbps, the optimal bandwidth occurs at 10 GHz.

The horizontal eye closure experienced by the system in the presence of interfering channels
is displayed in Figure 6-25. The eye closure increases monotonically as the number of stations in
a system increases. The horizontal eye closes completely as the number of stations reaches 256 for

a filter bandwidth larger than 20 GHz.

The laser parameters, such as the gain suppression and the linewidth enhancement factor, affect
the system performance. The power penalty is shown in Figure 6-26 as a function of the linewidth
enhancement factor for various values of gain suppression. As the linewidth enhancement factor

increases, a larger power penalty is incurred as a result of larger transient chirp. On the other hand,
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Figure 6-21. Power penalty versus number of stations at 1, 2, and 3 Gbps.

172



10

Power Penalty (dB)

BIT RATE=2Gbps
Ibias/Ith=1.12

2 r=0.16
RISE TIME=0.35T
' 1 [} 1 1 1
0 100 200 300 <00 500 800

Number of Stations

Figure 6-22. Power penalty versus number of stations at filter bandwidth of 10, 20, 30 GHz.

larger gain suppression increases the adiabatic chirp while decreasing the transient chirp, resulting

in a decrease of the power penalty.

Frequency chirping and crosstalk, rather than waveform jitter, are the dominant factors in de-
termining the channel capacity. These results, 100-130 channels af 2 Gbps, are the largest channel
capacity one could achieve as limited by the frequency chirping and crosstalk. Considerable im-
provement in the transmission rate will be made in device development such as quantum well lasers

with low chirp [96], or waveform shaping on the driving current of the laser diode [97].

6.5 System Optimization
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The optimization of each individual channel in a dense WDMA system is essential for
achieving maximum system capacity. In this section, we evaluate the various optimal operating
conditions of the laser and the FP filter and the sensitivity of the system performance to these
conditions for a single channel in a WDMA environment. It is assumed that each channel runs at

2 Gbps and that the finesse of the FP filter is 312. The parameters that are allowed to vary are
* FP filter center frequency, £,
* laser bias current, .,

¢ laser rise time, ¢,.
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Figure 6-23. Comparison of results between with chirp and without chirp for power penaity versus number
of stations. Filter bandwidth is set at 20 and 30 GHz.
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Figure 6-24. Power penalty versus filter bandwidth at various filter bandwidth.

Figures Figure 6-27, Figure 6-28, Figure 6-29 and Figure 6-30 display the sensitivity of the
system penalty to the position of the center frequency of the FP filter. The center frequency is of
significance since the laser emission frequency of the steady state ONE bit differs from the steady
state ZERO bit by 2 GHz due to the adiabatic chirp. Only the optical power of the ONE bit
contributes to the signal detection. If transient chirp is neglected, the FP filter should be centered
at the steady-state frequency of the ONE bit so that most of the power of a ONE bit can pass un-
attenuated while most of the power of a ZERO bit is blocked. Thus, a combination of on-off-
keying and frequency-shift-keying demodulated by the FP filter can be achieved. This leads to a
net reduction in system penalty when the FP filter is introduced. The results would be similar for

conditions where transient chirp is either reduced by the laser bias level, or where the duration of
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Figure 6-25. Horizontal eye-closure is plotted against the number of stations at filter bandwidth of 10, 20,
and 30 GHz.

the chirp is small compared to the bit period. However, under conditions where the transient chirp
is large, the optical power of a ONE bit is spread across the entire chirp spectral width while the
power of a ZERO bit is still concentrated around the steady state frequency of the ZERO bit. In
this case there is little power at the steady state frequency of the ONE bit even during the ONE

bit, and the optimal center frequency is shifted toward the steady-state frequency of the ZERO bit.

Figure 6-27 shows the power penalty as a function of the center frequency for FP filter
bandwidth equal to 10 GHz, 20 GHz, and 50 GHz. As shown in this figure, the optimal center
frequency occurs at the steady-state frequency of the ZERO bit rather than the slightly higher

steady state frequency of the ONE bit. Narrower bandwidths suffer larger system penalty. For a
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POWER PENALTY vs. LINEWIDTH ENHANCEMENT FACTOR
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Figure 6-26. Power penalty is plotted against linewidth enhancement factor. Gain suppression =
3x10-Y,4x10-! and 5 x 10-17,

filter bandwidth equal to 10 GHz, the system quickly degrades as the center frequency shifts towards
the negative side. There is a relatively small increment in power penalty on the positive frequency
side compared to the negative side, since most of the signal power is distributed over the positive
frequency range covered by the chirp. When the filter bandwidth is comparable to or larger than
the chirp width, as is the case when FWHM is equal to 20 GHz, the FSK demodulation effect is
less significant and the asymmetric power penalty is no longer appreciable. For even larger filter
bandwidths, as in the case when FWHM equals 50 GHz, the power penalty is relatively insensitive

to the position of the center frequency.
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Figure 6-27. Power penalty as a function of the center frequency of the FP filter.

The position of the center frequéncy of a FP filter is also affected by the laser bias current.
An increase in bias current decreases the amount of chirp, and shifts the optimal center frequency
of the FP filter towards the steady state frequency of the ONE bit. For a given bit rate and FP filter
bandwidth, Figure 6-28 displays the power penalty as a function of filter center frequency for nor-
malized bias currents of 1.0, 1.06, and 1.12. Curves corresponding to normalized current equals
1.06 and 1.12 have their optimal frequencies at around the steady state frequency of the ONE bit.
The corresponding power penalty is also reduced by 0.5 dB compared with normalized bias current
of 1.0.

Increase of the laser bias current reduces the chirp but also increases the extinction ratio. An

optimal condition in power penalty therefore exists. By maintaining the center frequency at 1 GHz
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Figure 6-28. Power penalty as a function of filter center frequency. Jsis/ T = 1.00, 1.06, and 1.12.

and the bandwidth of the FP filter at 10 GHz, we investigate the power penalty as a function of
bias current. As shown in Figure 6-29, the system penalty exhibits an optimum at normalized bias
current equal 1.05. By removing the FP filter, the eye degrades only due to the increase of ex-
tinction ratio, and the system exhibits a monotonic increase in penalty with the increase of bias
current. The penalty due to chirp alone t;an thus be obtained by subtracting the extinction penalty
from the total penalty. The monotonic decrease in penalty with the increase of bias current is

consistent with the results from previous studies on chirp-induced dispersion penalty [82].

The optimal center frequency of the FP filter is also sensitive to the rise time and the fall time
of the laser driving current. Figure 6-30 show the power penalty as a function of center frequency
for rise time equal to 1/S, 2/5, 3/5 and 4/5 of the bit period. The laser is biased at threshold in order
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Figure 6-29. Power penalty as a function of laser bias current. The laser threshold current has been nor-
malized with respect to its threshold current, i.e., o/ Ios-

to generate the largest chirp width. The general behavior of the power penalty is similar to that
obtained in Figure 6-27 and Figure 6-28, displaying an asymmetric behavior. A shorter rise time
causes larger chirp and the system suffers a larger penalty. The optimal center frequency shifts to-
wards the negative side for a sharper rise time, and the power penalty is also less sensitive to the
position of the center frequency. This is because a sharper rise time results in an increase of chirp
width, especially as the power of the ONE bit spreads across the entire chirp width.

It has been shown in [99] and Eq.(6.26) that the amount of laser chirp can be reduced by in-
creasing the rise time. However, increasing the rise time also reduces the vertical eye opening, since

the signal level for a ONE bit requires longer time to reach its maximum value. The combination
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Figure 6-30. Power penalty as a function of filter center frequency.

of these effects produces an optimal rise-time for the power penalty. Figure 6-31 shows the power
penalty as a function of rise time. The optimal rise time for the conditions chosen is found to be
150 ps, which spans one third of a bit period. Less than 0.5 dB change in power penalty is observed
over the rise time range from 0 to 300 ps. When the FP filter is removed, system degradation is
entirely due to slower rise time, and thus exhibits a monotonic increase in power penalty. The
penalty due to the chirp effect alone can thus be extracted by subtracting the rise time penalty from

the total penalty.

6.6 Dense WDM/WDMA-FSK Systems
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Figure 6-31. Power penalty as a function of rise time.

In addition to be modulated by OOK, lasers in a WDM/WDMA system can also be modu-
lated by frequency-shift-keying (FSK). FSK usually induces significantly less chirp and thus in-
troduces less performance degradation. However, the filter FWHM requirement of using FSK is
more stringent than that of using OOK, because of the need to select one tone out of the two tones
transmitted for each channel. A convenient wa).r to select one out of N FSK channels and de-
modulate it simultaneously is to pass the received optical signal through a fixed-tuned or tunable
Fabry-Perot optical filter, selecting one out of 2V tones while rejecting all the others [100-103].
For a given channel spacing, the selected signal in this scheme may suffer degradation when the
optical filter bandwidth is close to or smaller than the modulation width of an FSK channel. On
the other hand, larger filter bandwidth allows more leakage from the adjacent tone of the same
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Figure 6-32. Single-channel power penalty as a function of filter bandwidth. Tone spacing f; of 0.9, 1.9,
2.9, and 3.9 GHz. The laser is biased with J,,, at 60 mA (current level for the ONE bit) with
lasing threshold at 34 mA, while Jy,,; — I, is the current for the ZERO bit. The parameters
T is the bit interval and B, is the receiver bandwidth.

channel as well as from neighboring channels. The combined effects thus yield an optimal filter
bandwidth. Furthermore, reducing the tone spacing within the same channel or channel spacing
between neighboring channels increases crosstalk. To achieve a certain system performance, there

thus exists 2 minimum channel spacing and tone spacing.

Computer simulations for a FSK system using a two-section DFB laser at low data rates
[102] and a single-section single-mode laser at high data rates [104] have been reported, but only
a single channel is considered. In this section, we report simulated system performance of an
N —channel dense WDM/WDMA-FSK system using single-section single-mode lasers with each
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Figure 6-33. Multi-channel power penalty vs. channel spacing for filter bandwidth of 2 and 3 GHz.

channel transmitting at 2 Gbps. A single-section single-mode laser model, rather than multi-section

laser model, is used because of its superior FM response in the gigabit regime [103, 104]. The

simulation models for the single-mode laser, the optical fiber, the Fabry-Perot filter, and the receiver

as well as their parameters are similar to those used in the previous sections. For an N —channel

system with the optical filter centered at the center frequency of the ONE-tone of the signal channel,

simulated power spectra reveal that the worst-case crosstalk occurs when all channels, including the

signal channel, are transmitting ZEROs. A superposition of all possible variations of an 8-bit se-

quence is used to generate the eye pattern. The system penalty and waveform jitter can then be

calculated from the corresponding vertical and horizontal eye opening.
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Figure 6-34. Power penalty vs. linewidth enhancement factor for various nonlinear-gain-suppresion ratio.

penalty as a function of filter bandwidth for various tone spacings. The power penalty is found to
be insensitive to the laser bias current from 1.5 to 3 times its threshold current. An optimal filter
bandwidth exists as a result of compromising between the penalty caused by the leakage from the
adjacent tones at large filter bandwidth and the penalty induced by signal distortion at narrow filter
bandwidth, which is consistent with the results from a theoretical model reported in [101]. For an
N —channel FSK system, the calculated power penalty is plotted against the channel spacing in
Figure 6-33 for filter bandwidth of 2 and 3 GHz. Both cases exhibit strong increases in power
penalty as the channel spacing decreases below 7 GHz. This result is further verified by the simu-

The number of channels is fixed at S12.

For a single-channel FSK system operating at 2Gbps, Figure 6-32 shows the calculated power
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lated power spectra, in which there is an increase in the spectral density level between adjacent
channels when the channel spacing is reduced below 7 GHz. Assuming an available optical band-
width of 30 nm, as enforced by the available fiber amplifier bandwidth at 1.55 um, the maximum
number of FSK channels could then reach =500. The laser parameters that influence laser FM
response, such as the linewidth enhancement factor and the nonlinear gain suppression ratio, also
affects system performance, as shown in Figure 6-34. As shown in this figure, either an increase
in the linewidth enhancement factor or gain suppression ratio reduces power penalty due to the
large laser FM response.

6.7 Conclusions

A simulation model has been developed to assess the overall performance of a WDM/WDMA
system for dense optical interconnect applications. For the laser assumed, several results have been
concluded from this work: (1) In the absence of crosstalk from adjacent channels, the chirp penalty
is important for bit rates larger than 1 Gbps. The waveform jitter introduced by the FP filter dqes
not affect the system for bit ratés lower than 3Gbps. Narrower FP filter bandwidth improves the
system performance for lower bit rates. (2) If crosstalk from adjacent channels is considered, over
100 stations with each station operating at 2 Gbps can be accommodated by a system with total
optical bandwidth 3.7 THz (30nm). (3) There exists an optimal FP filter bandwidth of 10 GHz,
at which the combined chirp and crosstalk effects are minimized for a system with 128 stations. (4)
The system penalty can be minimized by selecting an optimal combination of the bias current and
the rise time of the laser and the center frequency of the FP filter. (5) In the FSK case, the mini-
mum channel spacing is found to be ~7GHz for 1 dB additional system penalty. Optimal tone
spacing and optical filter bandwidth can also been determined from simulations.
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CHAPTER 7 DENSE TRANSMITTER ARRAYS

7.1 Introduction

In a dense optical interconnect, electrical interactions among elements in a transmitter or re-
ceiver array due to high density requirement might limit the system performance, and will be the

subject of this and the next chapter.

A transmitter array usually consists of a driver array and a laser diode array (or LED array).
These two components might be monolithically or hybrid integrated on the same substrate.

Among possible interactions in a dense transmitter array are
* Electrical crosstalk between laser diodes due to the sharing of a common substrate,

* Electrical crosstalk due to parasitic capacitance and mutual inductance between adjacent

channels,
* Switching noise due the sharing of a common power supply and ground.

These interactions increase with the increase of channel density, modulation speed, and modulation

current of the transmitter.

Crosstalk among laser array elements has been a subject of continuous interest. Fabrication
and characterization of one dimensional individually addressable laser or LED array has been re-
ported in [105-108]. Recently, two-dimensional vertical cavity surface emitting laser (VCSEL) di-
ode arrays or surface emitting LED arrays have received a lot of attention and have emerged as a
very promising light source for two-dimensional optical interconnects. The performance of these
LED’s and laser diodes is reported in [109-113] but the crosstalk data has yet to be established.
Most of the laser or LED driver circuits were published in the late 70’s and early 80’s [114-120].
Recent laser driver circuit designs usually include monitoring circuits which calculate the peak and
average of the laser output power in order to maintain a constant extinction ratio. Based on these
designs, a driver array can be built by replicating the same design N times. Both monolithic inte-
gration [121] and hybrid integration [122, 123] of the driver array with the laser array have been
exploited. Crosstalk in these works is usually determined through experiments or simulations, but
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a systematic study of the crosstalk due to switching noise is yet to be addressed. However, this issue

is important for choosing a suitable driver architecture to minimize overall interference.

In this chapter, both analysis and simulation are used to determine the system penalty due to
switching noise. Important results reported in this chapter are:

* A circuit model is developed for the transmitter array,
* A simulation methodology that determines the worst case interference is developed,

* Switching noise is the dominant source for crosstalk. A differentially configured driver array
has large switching noise (=50% for a size of 16) due to the unbalanced load presented to the
driver.

* A large power supply decoupling capacitor (>100nF) is necessary to suppress the switching
noise.

- The organization of this chapter is as follows: Section 2 derives the equivalent circuit of a
single-ended and differential driver array hybrid integrated with a laser array. The analytical results
on the single-ended driver array are presented in Section 3 while Section 4 presents simulation re-
sults of a differential driver array hybrid integrated with a laser diode array. This chapter is sum-
marized in Section 5.

7.2 Transmitter Array Modeling

A transmitter array is shown in Figure 7-1. It consists of a driver array and a laser diode array
hybrid integrated on the same substrate. The equivalent circuit of this transmitter array also include
parasitic coupling between bonding wires as well as power supply and ground inductance. The
substrate of the laser array is die bonded to the Package, which usually includes a thermoelectric
cooler to stabilize the temperature of the laser diodes.

7.2.1 Laser Modeling

The laser diodes are assumed to have channeled substrate buried heterostructure (CSBH)
[108]. The active areas are grown by liquid phase epitaxy (LPE), metal-organic chemical vépor
deposition (MOCVD), or metal beam epitaxy (MBE) on the etched channels. Each laser is mod-

eled by its series resistance R,, an ideal diode, and a capacitor C, which is in parallel with the resistor
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Figure 7-1. Block diagram of a transmitter array.

and the diode, as shown in Figure 7-2 [124]. Good electrical isolation between laser elements can
be obtained by using a deep trench from the surface to the semi-insulating layer [108]. The laser
diode array is assumed to share a common resistive substrate. We neglect the substrate coupling
between adjacent laser diodes by assuming the substrate resistance between adjacent laser diodes is

much larger than the resistance between active layers.

7.2.2 Single-Ended Driver

The single-ended transmitter consisting of a single-ended driver and a laser diode is shown in
Figure 7-3. The driver circuit includes a bias control transistor Q1 and a modulation transistor

Q2.
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7.2.3 Differential Driver

The equivalent circuit of a differential differential driver is shown in Figure 7-4. In the driver
circuit shown in this figure, transistors Q1 and Q2 provide the input buffering, Q3 and Q4 are
emitter coupled and provide the current drive to the laser through the collector of Q4. Transistors
Q5 and Q6 compose a current mirror which provide the modulation current control, while Q8 and

Q9 compose another current mirror which provide the bias current control.

The bipolar transistors used in the simulations in this chapter have been assumed to have an

Jfrlarger than 20 GHz, which is quite typical for an advanced self-aligned silicon bipolar process.

2

Figure 7-2. Circuit Model of a laser diode.
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Figure 7-3. Circuit diagram of a single-ended laser driver.

7.3 Switching Noise Analysis of Single-Ended Driver

The driver circuit shown in Figure 7-3 is very vulnerable to power supply and ground dis-

turbances as demonstrated from the following analysis.

The current demand from the pow;tr supply Vec and the current injection into the power
supply Ver changes from Jye t0 Ly + Inos OVer a period of time ¢, when the data input switches
from logical ZERO to logical ONE. For a current transient of di/dt, Vcc decreases by Ldi/dt while
Ve increases by Ldi/dt where L is the inductance of the bonding wire of the power supply. As-
suming the voltage reference to the bias control V,,, remains constant, the total bias current is re-

duced since
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Viias — Ve — Vg

Lyas =

Ryjas

and the modulation current is also reduced since

Vaaa — Ve — Vg

Imod =

Rinod

(1.1

(7.2)

Assuming channel 1 in the array has a constant input of logical ONE while all the other channels

switch from logical ZERO to logical ONE, the total current flowing through the laser diode of

vcc
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B
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Figure 7-4. Circuit diagram of a differential laser driver.
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channel 1 is reduced due to the decrease of both modulation and bias current. The fractional re-
duction of the current flowing through the laser diode equals

Al 1 1 1
AL _ L1 o1 7.3
Lnod 4 ( Ryas  Rmoq (7-3)

if there are a total of N + 1 drivers. In this expression, ¢ is the rise time of the signal and L is the
inductance of the bonding wire. Assuming N is 16, L is 0.5nH, ¢, is 200ps, R, and Rumeq are both
equal to 1009, the fractional switching noise is 80%!

In this expression, the switching noise is linearly proportional to the number of channels as
well as the bonding wire inductance, and inversely proportional to the rise time of the signal. There
is no power supply noise cancellation mechanism, so all the disturbances on the power supply will

be reflected on the output laser driver current.

7.4 Simulation of Differential Driver
7.4.1 Simulation Methodology

A worst-case simulation methodology has been used to obtain the maximum switching noise
under various packaging conditions. In this model, the worst-case scenario is obtained by trans-
mitting a pseudo-random sequence synchronously into receivers 1,2,...,N,N + 2,...,2N + 1, so that
a total of 2N out of 2N + 1 drivers switch simultaneously in the same direction while the input to
driver N remains silent. This scenario incurs the maximum current excursion from the power
supply as well as introduces a maximum adjacent channel coupling. The output optical power of
channel VN is then observed and the maximum power spike is compared with the full output swing

of an active channel.

Sending identical data patterns to all channels as well as switching synchronously are both es-

sential in obtaining the worst case scenario since

* The switching noise is generated from Ldi/dt where L is the bonding wire inductance of the

power supply,
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Figure 7-5. Switching noise waveform of the laser driver. N=2, T=1000 ps, and z,= 200 ps
* Adjacent channel crosstalk is generated from Cdv/dt and Mdi/dt where C and M are the cou-
pling capacitance and mutual inductance between adjacent bonding wires.
and an exact temporal alignment of the transition period of all the active channels yields the maxi-

mum interference (with all of the transitions going in the same direction). |

7.4.2 Simulation Results
The simulated waveform shown in Figure 7-5 assumes a driver array in which each driver has
the same circuit as shown in Figure 7-4 with N=2 and Lycc = Lyvez = 1.5 nH. The switching noise

increases with size of the array, as clearly indicated in Figure 7-6 for N=8 and Figure 7-7 for

N=16.
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Figure 7-6. Switching noise waveform of the laser driver. N=8, T=1000 ps, and ¢,= 200 ps.

Figure 7-8 shows the switching noise as a function of the number of channels for various
values of bonding wire inductance. As indicated in this figure, the switching noise increases linearly
with the number of channels. Figure 7-9 shows that the switching noise is also linearly propor-
tional to the bonding wire inductance. Figure 7-10 shows that power decoupling cannot suppress
the switching noise for Cucoupe < 100nF. It has also been determined that balancing the driver load

with a resistor that matches the resistance of the laser diode does not help too much.
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Figure 7-7. Switching noise waveform of the laser driver. N=16, T = 1000 ps, and .= 200ps.

7.5 Summary

In summary, we found that the switching noise is a significant interference source in a trans-
mitter array. A differential driver array can provide less waveform distortion and smaller switching
noise compared to those that can be achieved by the single-ended configuration. Furthermore, we
show that the switching noise in both single-ended and differential driver array is linearly propor-
tional to the size of the array and the lead inductance of the power supply. The switching noise
of a large driver array (N28) is very significant (>25%), indicating that a very large power decou-

pling capacitor (>100nF) is necessary.

196



SWITCHING NOISE vs. N

100

SWITCHING NOISE (%)

20 -

Figure 7-8. Switching noise as a function of the array size. Bit rate = 1 Gbps.
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SWITCHING NOISE vs. DECOUPLING CAPACITANCE

120
L=1.5nH
100
~~
s 1.0nH
6 80 |- " - O - \R
> - .
Z ‘------’-----—----Q
e 0.6nH
I m’""a“"..D'°"D .n..
O 60 T- . o
L_- o.an u..‘. AT TN eseo®® FPYY LA
; ...‘."‘°E)°..”.. oo
o e 4 anld? \.— am— G— _— —_—
40 |-
N=16
20 | | | |
0.001 0.01 0.1 1 L

DECOUPLING CAPACITANCE (nF)

Figure 7-10. Switching noise as a function of decoupling capacitance. N=16 and bit rate = 1 Gbps.
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CHAPTER 8 DENSE RECEIVER ARRAYS

8.1 Introduction

Electrical interference in a receiver array for dense optical interconnects is investigated in this
chapter. Maximizing the receiver sensitivity is usually the primary objective in conventional re-
ceiver design for long-haul optical communication systems using on-off keying and a direct de-
tection scheme with a propagation distance longer than a few hundred meters. For such systems,
minimizing the receiver thermal noise, or equivalently maximizing the receiver sensitivity, is suffi-
cient to optimize such performance parameters as the repeater spacing or the diameter qf a network.
On the other hand, thermal noise, as well as coupling noise generated by the interactions among
elements in a receiver array, can limit the system performance of a dense optical interconnect sys-

tem. Possible interactions among elements in a receiver array include:
* Electrical crosstalk among photodetectors due to the sharing of a common substrate,

* Electrical crosstalk due to parasitic capacitance and inductance between adjacent bonding
wires,
* Switching noise due to finite bonding wire inductance of the shared power supply and ground

distribution, and

* Power supply noise due to external disturbances on the power supply from other digital cir-
cuits.

All these interactions increase with the component density, the modulation speed, and the input

signal level of a receiver. Optical receiver design for such an environment thus requires minimizing

the combined thermal noise and coupling noise in order to optimize the overall system perform-

ance.

Both hybrid integration and monolithic integration technology can be used to package a
photodetector array with an amplifier array. Hybrid integration allows separate optimization of the
processing technology for the photodetectors and the amplifiers. This technology usually gives

better device performance, at the expense of greater adjacent channel crosstalk and signal distortion

201



introduced by the bonding wires. The photodetector array in a hybrid receiver array usually has a
p-i-n structure and is made of Si, GaAs or InGaAs/InP, depending on the wavelength of the light
signals [122, 125]. The amplifier array is made of Si bipolar [126] or GaAs MESFET. In a
monolithic integration environment, both the photodetector array and the receiver array are inte-
grated on the same semicoxiductor substrate. A planar process for the photodetectors is usually
preferable for easier monolithic integration with other electronic circuits.” Metal-semiconductor-
metal (MSM) with its planar structure has thus far emerged as the most popular structure for the

photodetector array [127-142].

Previously, there have been a number of receiver array designs using either hybrid integration
[122, 126] or monolithic integration [123, 143-147] technology. Up to 6 and 8 channels/chip have
been achieved thus far with monolithic [123] and hybrid technology [126], respectively. These
receiver array designs are optimized for telecommunication applications in which sensitivity and
baﬁdwidth are the primary concern. Whether these designs can be scaled to a higher density and

used in a noisy optical interconnect environment is yet to be addressed.

Electrical crosstalk between photodetectors in a p-i-n array has been previously examined in
[125, 148]. It was concluded in [148] that the common substrate of a p-i-n array introduces neg-
ligible DC crosstalk. A majority of the crosstalk came from the parasitic coupling between the
bonding wires connecting between photodetectors and receivers. This type of crosstalk, however,
is not present in a monolithic integration environment. For this reason, the monolithic integration
environment has been assumed in this chapter, and the dominant source for coupling noise is due

to switching noise.
A simulation approach is used in this chapter to determine the packaging and architecture re-
quirements to achieve a high-density optical receiver array in a monolithic integration environment.

The packaging requirements include maximum allowable bonding wire inductance of the power

17 A p-i-n structure usually has a vertical structure which requires growing of a thick epitaxial layer in order
to accommodate the intrinsic region of the p-i-n structure. The thickness of the intrinsic region is at least 2
um in GaAs and 10um in silicon for efficient absorption of the light signals at A=0.8um. This process is
usually incompatible with the processing steps used for electronic circuits that usually only require a thin
epitaxial layer (<2um).
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supply and minimum required decoupling capacitance.!® Possible receiver architectures evaluated
are single-ended and differential receiver structures. The results show that it is possible to drive a
large size (= 32) receiver array synchronously at 1 Gbps using a differentially configured receiver
structure with minimal interactions through the power supply. In contrast, a single-ended receiver
array introduces much larger switching noise (=25% of the total voltage swing, or —12 dB) and
thus makes a large array size difficult to achieve. We also show that a large bypass capacitance
(~100 nF) is required for suppressing the switching noise in a receiver array with single-ended
structure while a much smaller bypass capacitance (~1 nF) is necessary for a differentially config-

ured receiver array.

The organization of this chapter is as follows: Section 2 describes the receiver circuit model
used for the simulations. Section 3 defines the simulation methodology. Sections 4 and 5 present
switching noise simulation results for a single-ended and a differential receiver array, respectively.

This chapter is summarized in Section 6.
8.2 Receiver Array Model

In this section, we develop the equivalent circuits for both single-ended and differential receiver
array. These models include the bonding wire inductance of the power supply in order to predict

the switching noise introduced by the sharing of a common power supply.

The basic configuration for a receiver array is shown in Figure 8-1. All of the receivers in this
array have identical structure and device parameters. They share the same power supply and

ground through an on-chip power and ground distribution network.

The receiver model used for the single-ended configured receiver array is shown in Figure 8-2
[149]." Each receiver in this array consists of a shunt-series feedback preamplifier stage, a single-
ended to balanced conversion stage, and an output driver stage. The photodetector in this receiver

is DC-coupled to the input of the pre-amplifier. The circuit model used for the differential receiver

18 A bypass (decoupling) capacitor is usually provided between the external power and ground to damp the
ringing in the power supply voltage during a switching operation.

19 The receiver simulation model is provided by K. Toh of T. J. Watson Research Center.
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Figure 8-1. Basic configuration of a receiver array with common power supply and ground.

( .

is shown in Figure 8-3 [150]® The MSM-photodetector in this case is AC-coupled into the
front-end of the pre-amplifier* The biasing networks of the photodetectors are not shown in
Figure 8-2 and Figure 8-3. In both cases, each photodetector is modeled by an ideal current source

in parallel with a capacitor representing the capacitance of the photodetector.

For the simulations performed in this chapter, the power supply inductance varied from 0.05

nH to 2nH. The photodetector capacitance of the receiver varied from 100fF to 2pF. The bit rate

2 The receiver model is provided by D. Rogers of IBM T. J. Watson Research Center.

21 Since an MSM-photodetector usually requires a large bias voltage across its terminals (22 V), it is not
possible to tie the terminals of an MSM-photodetector directly into the inputs of a differential receiver which
is very sensitive to input offset voltage. Therefore, AC-coupling is necessary for an MSM photodetector to
be used in conjunction with a receiver with differential front end.
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varied from 100 Mbps to 1 Gbps, while the rise time and fall time of the signal varied from 6/100
to 8/10 of a bit interval. A silicon bipolar technology is assumed for the single-ended receiver while
the GaAs E/D MESFET (enhancement/depletion metal semiconductor field effect transistor)
technology is assumgd for the differential receiver. Each receiver was loaded with an RC filter to

kS

emulate the post-amplifier and the decision circuitry.
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Figure 8-2. Circuit configuration of a single-ended receiver. This circuit is from [149].
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Figure 8-3. Circuit configuration of a differential receiver. This circuit is from [150].

8.3 Simulation Methodology

Similar to the simulation strategy used for simulating the electrical interference in a dense
transmitter array, we simulate the situation in which N — 1 receivers of an N-receiver array switch
from ONE to ZERO or from ZERO to ONE simultaneously. The results obtained from this

methodology give an upper bound on the switching noise.

N in the simulations varied from 2 to 32. The output of the quiet channel and one of the active
channels were observed.

8.4 Single-Ended Receiver
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For a single-ended configured transimpedance receiver array with each receiver using the same
configuration shown in Figure 8-2, a significant switching noise exists at a bit rate greater than 100
Mbps if a bypass capacitor between the power-supply pad and the ground pad is not provided.
Figure 8-4 shows the simulated output waveform from the channel with quiescent input when the
other 15 channels switch synchronously. This waveform is overlayed with the simulated waveform

from the channel with an active input, showing a maximum of 10% and 20% of switching noise
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0.804 \ {0\ /. /
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Figure 8-4. Switching noise waveform. This waveform is the output from a single-ended configured receiver
with quiescent input and simultaneous switching of the other 15 receivers for an effective lead
inductance of 0.5 nH and 1.2 nH. The output of a switching receiver is also shown for com-
parison. Bit rate and rise time of the signal is 100 Mbps and 2 ns, respectively. The

photodetector capacitance, C4 and the package capacitance, C,, are both equal to 0.5 pF.
No bypass capacitance is provided in this case.
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SWITCHING NOISE vs. PHOTODETECTOR CAPACITANCE
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Figure 8-5. Switching noise versus photodetector capacitance. Lead inductance is assume to be 0.5 nH,
while feedback resistance is SKQ.

is reached when the corresponding effective bonding-wire inductance of the power supply is 0.2 nH

and 0.5 nH, respectively.

As the photodetector capacitance increases, the coupling between the power supply and the
input of the pre-amplifier increases and the amount of switching noise increases accordingly, as
shown in Figure 8-5. Figure 8-6 shows a small bypass capacitor (0.5 nF ~ 2 nF) helps to reduce
the switching noise, but a large bypass capacitor (> 2 nF) is necessary to eliminate the switching
noise completely. However, a large bypass capacitor is very difficult to incorporate into an inte-

grated circuit due to its excessive area requirement,2 indicating that more power supply and ground

2 On a GaAs chip, each picofarad of capacitance requires an area of 92xmx92um.
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Figure 8-6. Switching noise versus lead inductance for a single-ended configured receiver array with
N=16. Bit rate and rise time of the optical signal are 100 Mbps and 1 ns, respectively. Other
operating conditions are similar to those of Figure 8-4.

pads are required to reduce the effective power supply and ground lead inductance. Furthermore,
we can observe from Figure 8-6 that the value of the lead inductance where a maximum switching
noise occurs decreases with increasing bypass capacitance. By fixing the value of the lead
inductance (e.g. 1 nH), the switching noise increases at first as the bypass capacitance increases from
zero to 1 nF before the switching noise drops as the bypass capacitance increases above 2 nF. This
suggests a small bypass capacitance (<2 nF) for a single-ended receiver does not suppress the
switching noise. The shift of the lead inductance value where a maximum switching noise occurs
is due to the shift of the LC-resonant condition formed between the bypass capacitance and the lead

inductance.
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Figure 8-7. Switching noise generated by a single-ended configured receiver as a function of array size. Bit
rate is 100 Mbps, rise time is 1 ns, and no bypass capacitor is provided.

Figure 8-7, Figure 8-8, and Figure 8-9 show the relationship between the amount of switch-
ing noise as a function of the number of receivers for various values of bypass capacitance. The
switching noise has a nonlinear dependency on the number of receivers when no bypass capacitance
is provided. Assuming the lead inductance equals 1.5 nH, the amount of maximum switching noise
first increases linearly with N until N = 10, after which the switching noise remain essentially con-
stant at 25% between N = 10 and N = 13. The switching noise rises sharply from 25% to 150%
as N increases from 13 to 18. The amount of switching noise levels off to 175% at N equals 18
since the preamplifier saturates at this point. As the lead inductance decreases, the switching noise

levels off at a larger value of N. The slope of the increase in switching noise as a function of N
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Figure 8-8. Switching noise generated by a single-ended configured receiver as a function of array size.
All the simulation condition is similar to Figure 8-7 except a bypass capacitor of 1 nF is pro-
vided between power and ground.

decreases as the lead inductance decreases. In contrast, the slope of the increases in switching noise

becomes much less dependent on the lead inductance as the first level off point is passed.

The mechanism for this phenomenon can be understood as follows: There is limited power
supply noise cancellation capability in this receiver due to the common-mode rejection in the

single-ended to balance conversion stage. Note that the input voltage to Q6 in Figure 8-2 is derived

from both power and ground:
_ RyVec(t) + RgGND(o) 8
Vpe = Rs + Ry -2(1+m)Vas (8.1
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Figure 8-9. Switching noise generated by a single-ended configured receiver as a function of array size.
All the simulation condition is similar to Figure 8-7 except a bypass capacitor of 2 nF is pro-
vided between power and ground.

The values for Rg and Ry chosen in the circuit simulation are 150Q and 14509, respectively; the
voltage Vs thus reflect less ground voltage change than the power supply voltage change. Coupling
of ground and power supply disturbance into the circuit are through independent electrical paths.
The phase difference between the power supply and ground disturbance thus critically affects the
effectiveness of this common-mode rejection capability. This single-ended to balance conversion
stage becomes a positive feedback stage as the power disturbance becomes large, resulting in the
oscillation of the receiver. From Figure 8-7, we conclude that a maximum receiver array size of
20 is allowed for a lead inductance <1 nH, assuming the maximum allowable switching noise is

25%(—12 dB).
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As the bypass capacitance increases from zero, the dependence of switching noise on N be-
comes linear, as shown in Figure 8-8 and Figure 8-9. This is because the bypass capacitance in-
troduces coupling between the power and ground and thus provide a linkage between the
disturbance on the power supply and ground. The voltage of the reference input for single-ended-
to-balanced conversion stage (V) therefore has the capability of tracking the power supply and

ground disturbance more accurately.

8.5 Differential Receivers

Figure 8-10 shows the switching noise waveform generated from a receiver array of size 4 with
each receiver using a differential configuration shown in Figure 8-3. The switching noise is sup-
pressed by the common-mode rejection of the differential input-stage at the sacrifice of higher
thermal noise (<3 dB) because of the differential front-end. The amount of switching noise only
slightly increases as the rise time decreases, as shown in Figure 8-11. The switching noise as a
function of lead inductance for various bypass capacitance is shown in Figure 8-12. The maximum
switching noise for 2 nH lead inductance is less than 12%(—18.4 dB) at 1 Gbps for a receiver array
of size 16 even without a bypass capacitor. In contrast to the case of the single-ended receiver, even
a small amount of bypass capacitance is effective in eliminating the switching noise. For a bypass
capacitance equal to 1.0 nF, the maximum switching noise is less than 0.05% for almost any

practical range of lead inductance value.

8.6 Summary

In this chapter, simulation has been used to determined the maximum switching noise for both
single-ended and differential receiver configurations under various packaging conditions. The
switching noise can be the dominant noise source in a receiver array. It is possible to drive a large
number (~32) differentially configured receivers at 1 Gbps in a monolithic integration environment
using the criterion of —12 dB maximum allowable crosstalk with a single power supply. It is more
difficult to obtain similar performance from a single-ended configuration without the help of a large
bypass capacitor (=100nF).

We also show that there exists a trade-off between minimizing the thermal noise and mini-

mizing the switching noise in a receiver array design. A differentially configured receiver has 3 dB
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Figure 8-10. Switching noise generated by a differentially configured receiver array. The array size is 4, and
the lead inductance varied from 0.05 nH to 2 nH. Each receiver is operating at 1 Gbps with
rise time 100ps. No bypass capacitor is provided in this simulation.

more thermal noise due to its double sided front-end but performs much better in switching noise
rejection. A differentially configured receiver structure is thus more favorable for a large size re-

ceiver array design.
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Figure 8-11. Switching noise versus signal rise time for a differential receiver array with N = 16. Bit rate is

1 Gbps, no bypass capacitor is provided in this case.
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Figure 8-12. Switching noise versus lead inductance for a differentially configured preamp. Rise time of the
optical signal is 100 ps, size of the receiver array is 16, and bit rate is 1 Gbps.
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CHAPTER 9 DIFFERENTIAL OPTICAL INTERCONNECTS

9.1 Introduction

As shown in earlier chapters, optical interconnects at the backplane and the board levels can
provide much larger bandwidth, higher density, superior immunity to ground-loop noise and re-
flection noise than metal interconnects. However, electro-optical components such as the laser
driver and optical receiver used by an optical interconnect system usually have to operate in a noisy
environment. In this environment, switching noise generated by the nearby digital circuits or ad-
jacent optical interconnects might be coupled into the electrical path of an optical interconnect,
either through power distribution or through parasitic capacitive and inductive coupling among
neighboring interconnects.

In Chapters 7 and 8, we have shown that a fully differential structure can minimize the inter-
ference between adjacent channels and maximize the immunity to external power and/or ground
disturbances in a transmitter or receiver array. By generalizing this concept, the interconﬁect system
can have a fully differential structure in which both data and its complement are simultaneously

transmitted. Some potential advantages of such an interconnect structure include:

* The optimal threshold at the output of the receiver does not depend upon the absolute value

of the signal levels.
* Complicated AGC circuits at the receiver side might be simplified or even eliminated.

» This structure allows photodetectors to be DC-coupled into a receiver with a differential

front-end and therefore does not require scrambling or encoding of the transmitted data stream.

* Due to its balanced operation throughout the interconnect, this architecture is less vulnerable
to common-mode noise generated from the power supply, ground, switching, and parasitic

coupling than those interconnect structures considered in earlier chapters.

All these advantages can be achieved without having to add substantial complexity to the existing

electrical circuits.
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The fully differential optical interconnect concept was first applied in free space optical inter-
connect using S-SEED’s (symmetric self-electro-optic devices) [151] due to the poor contrast ratio
of the SEED device [152-155]. But the generalization of this concept to optical interconnects using
other electro-optic devices and a comprehensive system analysis of this architecture has yet to be

developed.

In this chapter, several candidate structures for differential optical interconnects are investi-
gated. The most straightforward implementation of a differential optical interconnect uses two laser
diodes, two spatially-separate interconnects (waveguides or fibers) and two photodetectors. In more

sophisticated implementations, differential channels can be combined in the

* frequency domain (FSK),

* wavelength domain (WDM),

* time domain (Manchester encoded), and

* polarization domain,
resulting in interconnect architectures which have the same number of waveguides (or fibers) as in
the single-ended interconnect structures.

Based on these structures, the signal-to-noise ratio (SNR) and the system penalty due to
channel mismatch are analyzed and the results are compared to those of a single-ended interconnect

with similar driver and receiver structures. From this analysis, we show that
* The SNR of differential optical interconnects is similar to that of single-ended structures.

¢ System penalty due to mismatch is negligible if there exists a slight channel mismatch
(<10%). However, a large power penalty (>2dB) is introduced as the mismatch between dif-
ferential channels becomes significant (>40%).

Since channel mismatch can limit the system performance, several channel mismatch cancellation

techniques are described later in this chapter.

The organization of this chapter is as follows: Section 2 compares the relative merits of dif-
ferent optical interconnect structures that can be used in a dense optical interconnect environment.

Section 3 examines feasible implementation techniques of differential optical interconnects. Section
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4 analyzes and compares the noise performance of single-ended and differential optical interconnect
systems. System performance degradation due to channel mismatch is studied in Section 5. Vari-
ous mismatch cancellation techniques are described in Section 6. This chapter is summarized in

Section 7.

9.2 Optical Interconnect Architectures

In this section, we examine possible interconnect structures that can be used for an optical

interconnect. The merits and drawbacks of each structure are then evaluated qualitatively.
9.2.1 Single-Ended Interconnect

There are four possible structures for a single-ended interconnect, as summarized in Figure 9-1
Possible driver structures for a single-ended interconnect can be either single-ended or differential,
as discussed in Chapter 7. When a differential current switch is used to drive a laser, the unused
branch cf the current switch is usually tied to the power supply.

Similarly, both single-ended and differential front-end structures can be used for the receiver,
as discussed in Chapter 8. When a differential front-end is used, the photodetector' is usually
AC-coupled with the receiver because the photodetector and the front-end of the receiver have
different biasing requirements.? A loss of low-frequency spectral component from the data stream
is unavoidable for an AC-coupled front-end because a large AC-coupling capacitor is difficult to
integrate in an LSI or VLSI system. This dictates that the data has to be encoded or scrambled in
order to eliminate the DC and low frequency spectral components.

9.2.1.1 Disadvantages

First we consider the combination of a differential driver with a single LD/LED device, as
shown in Figure 9-1(b) and (d). Differential configuration are usually used to reduce the switching

noise in a laser driver. These configurations are not desirable because:

» Switching noise is large in structure (b) due to the use of a single-ended configured receiver

array.

3 In theory, it is possible to differentially coupled a detector to a differential preamplifier without a capacitor,
but it most likely will suffer from large offset voltage or a degradation in sensitivity.
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Figure 9-1. Possible structures for a single-ended optical interconnect. (a) Single-ended driver, single-ended
receiver. (b) Differential driver, single-ended receiver. (c) Single-ended driver, differential re-
ceiver. (d) Differential driver, differential receiver.

* Line coding is required in structure (d) because the photodetector is AC-coupled to the pre-
amplifier.

* Matching the load of the driver arms with appropriate passive and/or active devices for these
configurations is difficult due to the low resistance (~5Q) and high capacitance (~5 pF) of an
LD/LED device. If the LD/LED’s are not monolithically integrated with the drivers, the lead
inductance of the bonding wire between the LD/LED’s and the drivers introduces additional
imbalance and waveform distortion for high-speed operations.

* Slight imbalance at the load of a differential laser driver could induce a nonnegligible amount

of switching noise, as shown in Chapter 7.
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It is also possible to have the laser driver drive two laser diodes with one of the laser diode uncon-

nected. The purpose of having this laser diode is to serve as a dummy load for the laser driver to

reduce the switching noise of the driver array.

Now let us consider the combination of a single PIN/APD with a differential receiver, as

shown in Figure 9-1(c) and (d). These combinations are not satisfactory because:

DC-coupling is difficult to achieve. This is due to the following conflicting requirements when
DC-coupling a photodiode to the front-end of a differential receiver: On one hand, it is nec-
essary to maintain a sufficient bias for a photodetector to maximize its quantum efficiency.
On the other hand, it is necessary to minimize the input offset voltage to the front-end of the

differential receiver.

An AC-coupling design requires a large chip area.* In principle, two AC coupling capacitors
can be used to couple the terminals of a photodetector to the front-end of the receiver.
However, this configuration usually requires an excessive area in order to achieve a low cut-off
frequency, which is determined by the impedance of the detector bias network and the coupling
capacitance. Alternatively, it is possible to AC-couple one terminal of the photodetector and
DC-couple the other one. But this configuration requires a level restoration circuitry to cancel

the possible DC level shifting at the other terminal due to different light input levels.

AGC or limiting receiver design is required [56]. Incoherent detection of light does not allow
transmitting antipodal signals since only the optical power of the signal is detected. The de-
tection of this type of signal is thus sensitive to the absolute value of the threshold. However,
the optical power usually arrives at the receiver with a wide dynamic range because of the
possible large variation in propagation loss, coupling loss, and the need to provide fan-out.
Additional tolerance has to be provided to allow device variations and device aging. Therefore
either an automatic gain control mechanism or a limiting amplifier stage is necessary to main-

tain a constant logic swing. However, using AGC circuitry requires a DC-balanced data stream

% The required area of an AC-coupling capacitor depends on the cutoff frequency of the data spectrum.
Lower cutoff frequency requires larger AC-coupling capacitor. Line coding of the data stream usually can
help to increase the cutoff frequency and reduce the area required by the AC-coupling capacitor.
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while using a limiting amplifier results in an unequal noise power for logical ONE’s and
ZERO's.

Both the requirements for AC-coupling (for easier receiver design) and AGC (to enhance the
dynamic range) necessitate line coding techniques such as Manchester [156] or 8B/10B code
[157] to maintain a DC-balanced data stream. However, encoding/decoding implies a reduction
in the eﬁ‘ectivc bandwidth available to the data and an increase in latency. Furthermore, bit timing
has to be recovered for each interconnect and the timing recovery circuitry at the receiver might
occupy a large chip area and thus limit the interconnect density. Therefore, the usefulness of this

type of optical interconnect is only restricted to delay-insensitive applications.

The interconnect structure in Figure 9-1(a) is not suitable for a dense optical interconnect
because of the large switching noise incurred as described in Chapter 7 and 8.

9.2,1.2 Advantages

The single-ended configuration requires the least number of optical and opto-electronical
components at the expense of additional complexity in the electronic components. If the inter-
connect is not in a critical path of a digital system and can afford encoding/decoding delay, single-
ended interconnect has the potential of offering the highest interconnect density for asynchronous
channels, only limited by the switching noise incurred at the photodetectors.

9.2.2 Differential Interconnect

There are two possible structures for a differentially configured optical interconnect, as sum-
marized in Figure 9-2. The driver for this type of interconnect has to be differentially configured,
while the receiver can be either single-ended or differentially configured. The photodetectors can
be either AC- or DC-coupled to the receiver.

9.2.2.1 Disadvantages

The number of optical and opto-electronical components such as the waveguides,
photodetectors, laser diodes, and, depending on the modulator structure, some types of modulators
are doubled in this configuration. This has an adverse impact on interconnect density and system
reliability. Furthermore, mismatch of the parameters along a differential link such as the threshold
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current and differential quantum efficiency of the laser diodes, the attenuation of the interconnects,

and the quantum efficiency of the photodetectors can introduce additional system penalty.

9.2.2.2 Advantages

In contrast to the single-ended interconnect configurations, a fully differential optical inter-

connect architecture enjoys the following advantages:

¢ Self-thresholding. As discussed previously, incoherent detection of light does not allow trans-
mitting of antipodal signals since only the power of the light signal is detected. In addition, a
constant logic swing has to be maintained at the output of a receiver so that the digital logic

can have a constant decision threshold, which is usually achieved by using an automatic gain
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Figure 9-2. Possible structures for a differentially configured optical interconnect. (a) Single-ended receiver.
(b) Differential receiver.
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control circuitry. Since both the noninverted and inverted signals are always present in a dif-
ferential optical interconnect, the determination of a logical ONE vs. a logical ZERO can be
achieved by simply subtracting the signals coming out of the inverting channel from the signals
coming out of the noninverting channel, and using differential zero as the threshold to distin-
guish between ONE’s and ZERO’s. This is important because the light output from the
LD/LED, the propagation loss, the number of fan-out as well as the light coupling can vary
from one'interconnect to another and give rise to a wide dynamic range of the light signals at
the receiver. In addition, the absolute value of the light output may degrade over time as well
as due to variations in temperature. Therefore, it is very difficult to maintain satisfactory sys-
tem performance of an interconnect system that derives the optimal decision threshold from
the incoming signals without using complicated bias compensation at the driver and an AGC

mechanism at the receiver.”

Less vulnerable to common-mode noise. Differential amplification is always less vulnerable
to common-mode noise. Therefore, the proposed differential optical interconnect is less sen-
sitive to the power supply and ground noise of the transmitter, in which the noise is incorpo-
rated as common-mode signals. In addition, the transmitter and the receiver structures are
more balanced than those in a single-ended interconnect and is therefore less vulnerable to
distortion, waveform jitter, and switching noise.

Allows easy DC-coupling to the front-end of a differential receiver. Both DC- and

AC-coupling are straightforward for this configuration.

Allows DC-unbalanced data streams, and thus eliminates the requirements for
encoding/decoding. This could be extremely important whenever the interconnect has to be

used in a critical path that does not allow encoding/decoding delay.

= The comparison between differential optical interconnects and single-ended optical interconnects is similar
to that between FSK and OOK in classical communications. It has been well-known in communication
theory [156] that given the same symbol distance and hence noise immunity, the symbol constellation of
phase-shift keying (PSK) requires 3dB less in signal power than that required by frequency-shift keying (FSK)
or on-off keying (OOK) due to the antipodal symbol constellation of PSK. In terms of the required energy
per bit to achieve the same bit-error-rate, the performance of FSK is exactly the same as OOK. In practice,
however, a constant decision threshold can be maintained in an FSK environment while the optimum
threshold depends on the absolute amplitude of the light intensity in an OOK environment.
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9.3 Implementation of Differential Optical Interconnects

The differential optical interconnect structure discussed in the last section assumes a straight-
forward implementation in which two laser diodes, two waveguides, and two photodetectors for
each channel are used. In this section, other techniques that can be used to implement a differential
optical interconnect system are discussed and evaluated. These techniques have the potential of

reducing the number of laser diodes or/and the number of waveguides.

9.3.1 External Modulators

Instead of using two lasers for each channel, it is possible to use just one laser and one external
modulator (or two external modulators if the quantum well modulator is used) to generate the
differential optical signals. The number of light sources can be further reduced by having several
channels sharing the same optical power supply. The number of waveguides or photodetectors are
not affected in this approach.

External modulators such as a Mach-Zehnder type interferometer, directional coupler, or total
internal reflection (TIR) modulator [158-160] on LiNbO;, GaAs, or InP substrates can be used for
generating differential light output from a single light source. Most of these devices are based on
the electro-optic effect, in which the refractive index of the material (LiNbO; or GaAs) and therefore
the effective propagation path length changes when a voltage is applied. The refractive index change
can also be induced by carrier injection or depletion in semiconductor materials (Si, Gads or
InP). For a Mach-Zehnder type interferometer as shown in Figure 9-3, the input wave splits into
equal components after the input 3dB coupler. If no phase shift is introduced by the electrode, the
input power is completely coupled into the other waveguide after the output 3dB coupler. On the
other hand, the power will be completely coupled back to the input waveguide if a 7 phase shift is
introduced to the optical signals by the electrode. A directional coupler, as shown in Figure 9-4,
operates by a similar principle. Two identical strip waveguides are brought into proximity over a
length of L. In Chapter 5, we showed that optical power couples between two single-mode
waveguides in an oscillatory fashion. Therefore, it is possible to design a coupler such that the
power coming from the input waveguide will be coupled into the other waveguide completely
without having to apply voltage to the electrode. On the other hand, the power will stay in the
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Figure 9-3. Structure of a Mach-Zehnder modulator.

same waveguide if a voltage is applied. For a modulator using total internal reflection as shown in
Figure 9-5, the electro-optically induced index change [158] or carrier-induced index change [161]
will cause the light incident in the top left waveguide to be reflected to the‘top right. The light will
remain in the incident waveguide and come out at the bottom right waveguide if no voltage is ap-
plied. Modulators using the electro-optic or carrier-depletion effect to induce refractive index
change have the potential to achieve multi-gigabit data rate, while modulators using carrier injection

are somewhat slower because of the longer carrier lifetime.

Alternatively, the differential optical signals can be generated by using quantum well

modulators [152-155] as shown in Figure 9-6. Light signals are absorbed by a quantum well
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modulator when the wavelength of the light signals is within the absorption edge of such a device.
The absorption edge of the modulator is shifted when a voltage is applied to this device. The
modulation of the light signals can therefore be achieved by choosing the signal wavelength close
to the absorption edge of the modulator and applying the voltage that corresponds to the modu-
lation data across the device to achieve the modulation. In order to generate differential signals, two
such devices are connected in series and driven by the modulation voltage simultaneously. The
other terminals of these two modulators are connected to V4 and V. For a given modulation

voltage (which could be either V,, or V), it will turn on the absorption of one of the modulator

waoveguide
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Figure 9-4. Structure of a directional coupler modulator.
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Figure 9-5. Structure of a modulator using total internal reflection.

and turn off the absorption of the other one. The input light will thus be reflected if the absorption
is off and will be absorbed if the absorption is on, resulting in differential light signals.

9.3.2 Time Division Multiplexing Technique

It is possible to transmit both noninverted and inverted data over the same channel by using
time division multiplexing to reduce the total number of interconnects. Each bit interval in a time
division multiplexed system is divided into two minibits so that the noninverted bit is transmitted
in the first minibit while the inverted bit is transmitted in the second minibit. Therefore a bit se-
quence 10 is transmitted for each logical ONE while a bit sequence 01 is transmitted for each logical

ZERO. This is the same as Manchester encoding.
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Figure 9-6. Structure of a multiple quantum well modulator.

An optical interconnect system using a time division multiplexing technique to transmit com-
plementary data is shown in Figure 9-7. This time division multiplexing operation can occur in
the optical domain or in the electrical domain. When time division multiplexing is achieved in the
optical domain, as shown in Figure 9-7(a), a directional coupler driven by the channel clock is used
to control the multiplexing and demultiplexing operation. In this system, the demultiplexed output
signals have the return-to-zero (RZ) format. On the other hand, the data can be multiplexed and
demultiplexed in the electronic domain, as shown in (b) of Figure 9-7. But multiplexing and de-
multiplexing in the electronic domain requires the driver and receiver to operate twice as fast as

multiplexing and demultiplexing in the optical domain.
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Figure 9-7. Structure of a differential optical interconnect using TDM. (a) Differential channels are multi-
plexed in the optical domain. (b) Differential channels are multiplexed in the electrical domain.

9.3.3 Frequency Division Multiplexing Technique

The laser’s emission frequency (wavelength) is modified at different levels of current injection
due to adiabatic chirp as discussed in Chapter 6. An optical interconnect system using FSK mod-
ulation, as shown in Figure 9-8, can be implemented by biasing the laser well above lasing thresh-
old and modulating the laser with a small current. At the receiver side, the light is split into two
filters via a splitter (or a grating demultiplexer) with one filter positioning at the center frequency
of ONE while the other one positioning at the center frequency of ZERO. The output light signals
from the filter is sent to a differential receiver. This structure uses the same total number of
waveguides and lasers as that of a single-ended optical interconnect at the expense of requiring a

more complicated receiver structure (requiring two filters and single-mode lasers).
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9.3.4 Wavelength Division Multiplexing

The number of interconnecting fibers or waveguides can also be reduced by using
wavelength-division multiplexing (WDM). Differential signals are sent at different wavelengths
through the same waveguide or fiber, as shown in Figure 9-9. For single-wavelength LD/LEDs
and PIN/APD:s, fiber or waveguide combiners and splitters can be used to multiplex and demulti-
plex- optical signals. A moderate wavelength selectivity is required since only two wavelengths need
to coexist within the same interconnect. There has been a successful demonstration [162] of a
monolithically integrated detector chip which includes a Bragg grating wavelength demultiplexer
and PIN photodetectors. It is also possible to fabricate dual-wavelength devices so that two

wavelengths can be coupled in and out of the fiber and waveguide without having to use waveguide
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Figure 9-8. Structure of a differential optical interconnect using FSK.
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Figure 9-9. Structure of a differential optical interconnect using WDM.

combiners/splitters. There already exist dual-wavelength LEDs, LD’s [163-166], as well as dual-
wavelength PINs [167, 168] that can serve this purpose.

If the wavelengths used by the differential signals are too close, it might be difficult to fabricate
fused PIN’s that can distinguish two wavelengths. A small overlap in the responsivity vs. wave-
length of a fused dual-wavelength PIN is not necessarily harmful since common-mode response can

be suppressed by the differential receiver.
9.3.5 Polarization Division Multiplexing Technique
The differential optical signals can also be multiplexed in the same waveguide/fiber by using

different polarizations (TE and TM). A system using this technique is shown in Figure 9-10. A
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polarization modulator [158] is used at the source to modulate the incoming single-polarization
light (TE or TM) so that the polarization state of the light is toggled (TE-TM/TM—TE) when
the modulating voltage is in the ON state. At the receiving end of the interconnect, there is a
polarization splitter so that TE signals come out from the bottom waveguide while TM signals
come out from the top waveguide. The outputs from the polarization splitter are then applied to
a differential receiver. This architecture requires a polarization maintaining waveguide or fiber and

usually needs large modulation voltage.

DATA IN

DATA OUT
™\ o

TE(T™)

Polarization Polarization
Modulator Splitter

Figure 9-10. Structure of a differential optical interconnect using polarization division multiplexing.
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9.4 Receiver Sensitivity Analysis

In this section, we analyze the SNR of a differential optical interconnect with the architecture
shown in Figure 9-2. These results are then compared with those of a single-ended interconnect
with both driver and receiver differentially configured (Figure 9-1(d)). In the following analysis,

we assumed the optical power of ONE’s and ZERO'’s are, respectively,

Py=="—P,
1'2” ©.1)
Po=137 Fav

where r is the extinction ratio of the optical signal and is defined as P,/P,, while P,, is the average
optical power of the signal.

9.4.1 Single-ended optical interconnect

We assume a transimpedance amplifier [169] is used throughout this section. A schematic
diagram which shows a single-ended configuration with an AC-coupled differential receiver is
shown in Figure 9-11. Its half circuit is shown in Figure 9-12. Similar to the analysis in [169],
we can determine the receiver output signal and noise voltage V., and Vy, respectively. Assuming
a DC-balanced state has been reached, the coupling capacitor shifts the differential current swing
from (2 nMepy , 2 nMeb, ) to ("—M"-(Po-P.),—’-'—::—e(Pl - Po)), where M is the avalanche

hv hv hv
photodiode gain (equal to unity for PIN diode), » is the quantum efficiency of the photodetector,

h is the Planck’s constant, v is the optical frequency of the light signals, and e is the electron
charge.? We first define

C= Cd+q
L_1 . .1 (9.2)
R~R "R

3 The factor 2 in the expression is due to the same amount of photocurrent flowing into one of the input
terminals of a differential preamplifier flows out of the other input terminal, resulting in the total differential
to be twice as large as the photocurrent generated at the photodetector.
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Figure 9-11. Full circuit of a differential receiver using in a single-ended optical interconnect.

where C; and C, are the detector and receiver input capacitance, respectively, while R, and R; are
the corresponding biasing and receiver input resistance. We further define 1/Z = 1/R + joC, or

equivalently Z = R/(1 + jwRC). Using the half circuit shown in Figure 9-12, we can find that

Yin |, Vin " Vour _
=+ _Rf =Ml (9.3)

where v, is the input voltage to the amplifier denoted by — A, where A is the amplifier voltage gain.

Since v,,, = — Av.,, we can thus conclude
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MI
Vour = == T 1 . (9.9)

Rt AR taz

For A>1, the above equation reduces to v,..= — MIRr. In other words, the output voltage is

ne r—1
Viey = £2M == PayRy ®-9)
4KT/Rf
S
L
Rf
4KT/Rb Ve
|
® O -A )
1 i

M CP Tes ‘>§ R 2 =i ) lo Vout

Figure 9-12. Half circuit of a differential receiver using in a single-ended optical interconnect.
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where the sign in this equation depends on the data transmitted. Positive and negative signs cor-

respond to logical ONE and ZERO, respectively.

There are a total of five noise sources: (1) Shot noise (2eM2FI) where F is the excess noise
factor of the avalanche diode, (2) Thermal noise contributed by the biasing resistor (4kT/R;), (3)
Therma.l noise contributed by the feedback resistor (4kT/Ry), (4) Amplifier voltage noise (V3), (5)
Amplifier current noise (13).

To evaluate the contribution by the shot noise, amplifier current noise, and the feedback re-
sistor noise, we can follow the same procedures as those in evaluating the output signal voltage.
The output voltage noise spectral density due to these three sources is thus
(2eM3FI + 4kT|R, + I3)R%. In order to find the noise contributed by the amplifier voltage noise,

we equate the current at the input node of the feedback resistor,

V4 - Vour — Va

= % (9.6)

assuming a virtual short circuit condition at the input to the amplifier.?” Therefore,
R
Your,v = 1+ A Wa
Re .7
=[(1 +—~) +j2=/ReCIV

and the spectral density equals

2 Rp 5203 a0
Voury=[(1+ ) +4n'fRECTIVG . (9.8)

27 A virtual short circuit condition usually exists when the input impedance of an amplifier is infinite. Under
this situation, input current to the amplifier is almost zero and the voltage difference between two input ter-
minals is therefore identical to zero.
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In order to find the contribution of the thermal noise of the feedback resistance to the output noise,

we equate the current flowing into the input node to the amplifier:

Ip . (9.9)

(9.10)

Assuming 4> 1, the output noise spectral density due to feedback resistor thus equals

2 4kT , 2
v =—R
k= R °F 9.11)
= 4kTRy

By summing each individual noise component, the total noise spectral density is

R 2
ViD= +35) +an’PRECAIVE + akTRp + @eM?FI + KT 1 2Rl 9.12)
b |

and the total noise power can be obtained by integrating the above equation over the interval

S [0, B], assuming frequency independent contributions from I3 and V3:

Rp 2 2
V= { [+ =)+ BREC*IVS + 4kTRy + (2eM*FI + i’fkbl + 1},)R§} B 9.13)
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where B is the noise equivalent bandwidth of the receiver. Except for shot noise, the noise sources
of the two half circuits are independently generated and can be added incoherently. The shot noise
sources to both half circuits are identical and correlated so the total shot noise power is four times

rather than twice the shot noise power in a half circuit. The total noise power of this configuration

thus equals

Vi = 2| V3 ((1+—) +4 32C2RF)+RF(4eM2F11 4)’;7 +12)+4kTR; |B,
- - (9.14)
%1 2| 12, Rr 22 2 4kT
{No) = A((l+—) s B C RY) + R¥4eM F10+T+1,,)+4kTRF B
where
11 = rlhﬁze Pl )
(9.15)
nMe
Io= hv Po .

Note that the noise power is different for logical signal ONE and ZERO due to different shot noise
contribution for logical ONE's and ZERO’s. The above analysis ignores the noise contribution
from the postamplifier stages. This analysis has ignored noise contributions from the postamplifier
gain stages. However, if the transimpedance of the preamplifier is sufficiently large, the equivalent
output noise sources due to subsequent gain stages would be negligible and the results obtained here

can still serve as a first-order approximation of this receiver configuration.
9.4.2 Differential Optical Interconnect

A schematic diagram of a differential interconnect using a DC-coupled differential receiver is
shown in Figure 9-13. Its half circuit is shown in Figure 9-14. Using a similar strategy described
in the previous subsection, we can determine the receiver output signal and noise voltage. The
equivalent input signal current equals the difference between the current carried by each channel.
The output voltage of the signal thus equals
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Figure 9-13. Full circuit of a differential receiver used in a differential optical interconnect.

P, — P,
V, = M”_e(_lhv_o)RF ,
welPr e Py (9.16)
_ 0— 5
Vo = M———1=Rg,
or equivalently,
ne r—1
V{I,O} = :tZMFhPm,RF , 9.17)
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4KT/Rf

Va

M) =— R ) la Vout

Figure 9-14. Half circuit of a differential receiver used in a differential optical interconnect.

where the plus and minus sign corresponds to receiving a logical ONE and ZERO, respectively.

The total noise power of this configuration is

—_— R 2 9 . —
Viviywe) = z[ via+ R—‘;) + —4;’— B C*R}) + R¥2eM*FI + I3) + 4kTRF:|B (9.18)
i

where [ = neP,/hv. Note that the noise component contributed by the biasing resistor R, is no

longer present and the total noise power for logical ONE’s and ZERO's are the same and inter-

241



mediate between those of the ZERO’s and ONE'’s for the single-ended interconnect case analyzed

in the previous subsection.?®

From above derivations, we conclude that a fully differential optical interconnect system re-
ceives the same signal power as compared to a single-ended interconnect system, assuming 4> 1.
However, the shot noise for the receiver in a single-ended interconnect system is two times as
compared to that in a fully differential interconnect system when transmitting a logical ONE. For
thermal noise dominated operations, a fully differential optical interconnect therefore performs

slightly better than a single-ended optical interconnect with similar driver and receiver structure.

9.5 System Degradation Due to Channel Mismatch

In practice, the differential gain of LD/LED’s, the attenuation through the fibers/waveguides,
the responsivity of the photodetector can be different between differential channels. Furthermore,
process related offset voltages in the circuitry of the laser driver, preamplifier, and postamplifier in-
troduce additional imbalance between differential channels. In the worst case, the imbalance be-
tween differential channels can drive the preamplifier or postamplifier into clamping and the
channel will fail. Even if the outright failure does not occur, the waveform at the output of the
receiver might be severely distorted as clamping is approached and thus degrade the system per-
formance. However, it is likely that the offset voltage problem can be reduced significantly in the
future as technologies such as silicon bipolar or GaAs on silicon become more mature. In this

section, the effect of parameter mismatch on the system performance is analyzed.®

9.5.1 Threshold Offset

2 The total shot noise is constant in this configuration. At any given time, one photodetector is receiving a
ONE and the other photodetector is receiving a ZERO, the total shot noise 2el, + 2ely is therefore constant.

» In addition to the DC mismatches discussed here, there are several AC mismatch sources which could
occur in a differential optical interconnect and degrade the channel performance. These mismatch sources
include mechanical vibration, thermal gradient of the laser, and the laser coherence time. The first one is
not likely to be a serious problem for a differential optical interconnect since this type of noise can be can-
celled at the receiver due to its large common-mode component. Small thermal gradient exists between ad-
jacent lasers when the transmitted data is not DC-balanced. However, the thermal gradient of a laser array
is much reduced when it is operated in a differential mode because of the spatially balanced nature of a dif-
ferential optical interconnect array. Modal noise due to the mismatch of laser coherence in a differential
optical interconnect will be twice as much as in a single-ended interconnect when lasers with large coherence
time are used with multi-mode waveguides. However, this problem can be overcome by using self-pulsating
lasers or by premodulating the lasers at a frequency comparable to their relaxation oscillation frequency.
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The input signals to the positive and the negative terminals of the receiver, respectively, are

in,+ = Rydinggy, 1,
im’_ = R—A—rldﬁ _I_

(9.19)
where R is the responsivity of the PIN/APD, 4 is the attenuation either due to propagation or due
to fan-out, and #4y is the differential quantum efficiency® of an LD/LED. I, and L_ are the output

currents of the laser driver. Defining

R Rt R
= 2 (9.20)
AR = R_ - R_
4 A+ A_
- 2 9.21)
Ad = A, — A_
_ Naygr,+ T Nayy, -
nayr = 2 (9.22)

Anayr = Nayy, 4 = Nayy,— -

Therefore,

3 Unfortunately, the symbols used here conflict with the symbols used earlier in this chapter. But we keep
these symbols in order to be consistent with the conventions used in the literature. The meaning of this
symbols will be clarified if they are not clear from the context.
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A
. A4 Ndiff
iy, = (R + %)(A + =5 Wy + —),

Angyr N
2ngy Tt
Angyy

— )1

= Rdngg(1 + SR + 44y +
(0.23)
in— = R = A8y - By, -

Angyy
2nayy

= Rdng1 - SRy - 84yq - Ay,

Assuming the mismatches are small, the above equation can be approximated by

AA Angyy
24 2nayy
Ad
24

in,+ = RAngg(l + +

)1
9.24)
_ Anay ) (

AR
2R
; AR
lm’_ = RA"di_ﬂ(l - 2R - 2’]440‘

Defining a parameter total channel mismatch

_ AR A4 Angyy
AM = =+ 5+ g 9.25)

as well as the differential mode and the common-mode of the LD/LED driver current

2 : (9.26)

The differential-mode of the input current to the receiver amplifier then equals

idw = i‘nl + - im. -

= RAnggAl + RAnyzAMI (9.27)
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and the common-mode of the input current to the receiver amplifier is

, i+ -
Ycommon = )

| (9.28)
= RA?)dI_”l + —Z-RA’MI[/MAI .

Assuming there is no mismatch within the receiver, the differential output is therefore equal

to

‘Vom’dw' = Rdm(RAﬂdeI + RAﬂdlﬂAMl)

= RypRAnggAl + RynRAngzAMI (9-29)

where R, is the transimpedance of the receiver.
Since [ is a constant, the total voltage swing of the received signal is

AVour,ayy = RamRAn gyl (9-30)
and a DC offset from the threshold at zero by an amount
THogser = RymRAngyAMI . (9.31)
or
ATIZZ{:; = aM 47 (9.32)

If the laser has a zero threshold, then A/ = 2[ and the fractional threshold change is equal to one
half of the total channel mismatch. As the threshold (/;) of the laser increases, the fractional
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threshold change increases for the same amount of total channel mismatch. The fractional thresh-
old change equals the total channel mismatch when 7, = 31,

From this analysis, we can argue that a low-threshold laser is desirable in a fully differential
optical interconnect to minimize the threshold offset due to channel mismatch. Furthermore, at
least one half of the total channel mismatch will be reflected in the threshold offset even if lasers

with zero threshold current are used.

Since it is not possible to adjust the threshold of the circuit individually, this offset either has
to be compensated by circuit techniques or be absorbed by the noise tolerance of the logic.
9.5.2 System Penalty

Assuming the probability of transmitting ONE’s and ZERO'’s are equally likely, the error

probability of a differential optical interconnect system is

Vi -

«/_Gm

-

)
J_ 2ang

P, =t erfo(—— (9.33)

Lerto( oty 4 Logy LYo

where V, is the threshold voltage and V), V;, oy, and ox, have been derived in the previous sec-

tion. The optimal threshold Vi, is the solution to 8P,/dVy = 0.

When the actual threshold is not the optimal threshold, more optical power is required to
maintain the same bit-error-rate and thus incurs power penalty. With the threshold error defined
as (Vo — Viop)/AVouayr, the power penalty as a function of threshold error is plotted in
Figure 9-15. From this figure, we cah see that a 20% threshold error incurs 2.2dB power penalty.
If the laser is operated with infinite extinction ratio (i.e. Al = 2/), a total channel mismatch of 40%
can be tolerated, assuming a 2.2dB power penalty criterion. Note that this analysis assumes the
interconnect is operated in its linear region, thus these results are no longer applicable if any of the

components are driven into saturation or clamping and become nonlinear.
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POWER PENALTY vs. THRESHOLD ERROR
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Figure 9-15. Power penalty as a function of threshold error. Extinction ratio r is 8 and electrical bandwidth
of the receiver B is SO0MHz.

9.6 Mismatch Cancellation Techniques

As we have shown in the previous section, the mismatch between differential channels causes
an offset of the optimum decision threshold and degrades the system performance. Some mismatch
cancellation is therefore necessary when a system requires high sensitivity and cannot tolerate any
sensitivity loss due to channel mismatch. In this section, several channel mismatch cancellation
techniques are proposed and evaluated. Some of these mismatch cancellation techniques are similar

to an AGC system and require either a DC-balanced data stream or a special transmission protocol.
9.6.1 Periodic Null Insertion

The actual threshold at the output of a differential receiver can be obtained by periodically
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* Turning on both of the laser diodes of a differential channel,
» Sampling the output voltage of the receiver,
» Storing the result in a capacitor.

A special synchronization circuitry between the transmitter and the receiver is required in this case
in order to coordinate the threshold sampling process. The threshold sampling frequency of this
scheme is determined by the time constant of the capacitor, which is usually on the order of KHz.
The bandwidth loss due to threshold sampling is therefore insignificant for gigabit data rate. This
technique has been used for offset cancellation in some operational amplifiers based on switched
capacitor principles.

9.6.2 Average Computation

Alternatively, the average of the differential output signals can be continuously sampled and
stored. However, this technique will be effective only if the data stream is DC balanced. This cir-
cuitry will be functionally equivalent to an AGC circuit used in most of the single-ended optical
interconnect.

9.6.3 Decision Feedback Average Computation

The drawback of the previous technique is the requirement of a DC-balanced data stream in
order to calculate the average of the threshold. This problem can be overcome by a decision feed-
back mechanism, as shown in Figure 9-16 [170]. In this decision feedback mechanism, the output
differential voltage are routed to two separate capacitors depending on the output logic values. The

voltage difference are then computed by a differential amplifier to generate the optimal threshold.

9.7 Summary

In this chapter, we presented and analyzed a differential optical interconnect architecture. This
interconnect technique provides a symmetric channel for transmitting optical signals. It relaxes the
system and circuit constraints posed by the traditional interconnect architecture, namely, the de-
pendency of the absolute magnitude of decision threshold and the vulnerability to the power supply

and the ground noise.
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Figure 9-16. Structure of decision feedback optimal threshold computation.

There are various ways of implementing a differential optical interconnect without increasing
the interconnect density. We have investigated combining differential channels in the time division,
in the frequency division, in the wavelength division and in the polarization division. All of these
techniques are realizable using today’s technology. It also has interesting implications for possible

future device structures suitable for this application.

We have shown in this chapter that the signal-to-noise performance of a differential optical

interconnect is almost the same as a single-ended optical interconnect using differentially configured
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laser drivers and receivers. Differential optical interconnect is slightly better due to the omission

of the biasing resistors which reduces the thermal noise of the front-end.*

Though this architecture is less vulnerable to many types of noise, it is sensitive to channel
mismatch. The mismatch between channels causes the cross-coupling among the common-mode
and differential-mode signals' of the previous stage and thus changes the optimum decision thresh-
old. We showed that a total channel mismatch of 40% will cause a 20% of threshold offset, and
a 2.2 dB power penalty. This is usually tolerable in most of the applications. When high sensitivity
is required in some applications, it becomes necessary to use circuit techniques to reduce the system

penalty created by this channel mismatch.

3 In practice, thermal noise performance is not an essential criterion for deciding between single-ended or
differential optical interconnect structure since these short distance interconnects are usually not operated in
their sensitivity region.
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CHAPTER 10 FULLY DIFFERENTIAL TRANSMITTER ARRAY

10.1 Introduction

A fully differential transmitter is one of the key components in a differential optical intercon-
nect system. A fully differential transmitter consists of an electronic driver together with lasers
and/or external modulators. It takes either single-ended or differential electrical signals and converts
them into complementary light signals. In Chapter 9, a number of fully differential transmitter
structures were examined. Among these configurations, driving two lasers with an electronic driver
is most straightforward and will be further considered in this chapter. The principles for the laser
driver design described in this chapter are, nevertheless, also applicable to the driver design for an
external modulator.

There exists a fundamental difference between a laser and an external modulator® in terms of
their external characteristics. A laser, usually modeled as a capacitor in parallel with a series resistor
and an ideal diode, is a current device and presents very low input impedance (<5Q) to the driver.
On the other hand, a modulator, either modeled as a lumped capacitor (for low bandwidth appli-
cations) or as a traveling wave device (for high-bandwidth applications), is a voltage device and
presents a very high input impedance (=1MQ) to a driver. However, termination is usually re-
quired if the modulator is driven through a transmission line to prevent reflections. This could re-
sult in a large driver current (100 mA for a modulation vdltage of 5V across a 50Q termination
resistor). Therefore, a driver capable of handling large driving current is necessary for driving either
a laser diode or a traveling-wave type modulator.

Previously, there have been intensive studies on the laser driver design for single-ended fiber
optical systems [114-116, 118-120]. In these designs, the driver usually consists of a waveshaping
circuitry for reducing the laser chirp, a differential current switch, a biasing circuit, and a monitor
circuit for detecting the peak and average of the feedback signals from a built-in photodiode in the

transmitter to adjust the biasing current and the modulation current. The circuit structure of the

32 The external modulators discusses here can be either a Mach-Zehnder modulator or a directional coupler,
either on a GaAs or a LiNbO; substrate.

251



driver for a differential optical interconnect is similar to that for a single-ended optical interconnect,
except a separate biasing circuit is necessary to bias the additional laser diode in a differential
transmitter.

Due to the large modulation current required by some types of lasers (/s > 20 mA) or
traveling-wave type modulator, significant switching noise is introduced in an array environment
due to the sharing of 2 common power supply and ground. In this chapter, we show that a fully
differential transmitter design has very little switching noise (<5% or —26 dB) in a dense array en-
vironment due to its balanced circuit configuration. Other features of this differential transmitter
design include:

* Fully functional (verified by simulations) up to 2.5 Gbps,

* The maximum modulation current and bias current are both 40 mA .3

*  On-chip SOQ termination,

* Drive sink type laser array in which the laser array shares a common p-type substrate.

We also present a circuit design for driving source-type laser array in which the laser array shares

a common n-type substrate.

The organization of this chapter is as follows: Section 2 describes the circuit design issues for
the differential driver while the physical layout of a single differential driver is presented in Section
3. Simulation results are discussed in Section 4. This chapter is summarized in Section 5.

10.2 Circuit Design
The important parameters in designing a laser driver include
* The extinction ratio r which is defined as the ratio between P,, and P,
* The bias current J,,

¢ The modulation current.

3 If the driver is used to drive a traveling wave modulator, this driving capability can be translated into a
modulation voltage of 2V and a bias voltage of 2V.
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Biasing the laser below threshold results in a substantial turn-on delay (~100ps) and turn-on jitter
(~30ps) as well as strong relaxation oscillations. On the other hand, biasing the laser above
threshold reduces the extinction ratio and the receiver sensitivity. Therefore, it is usually desirable

to bias the laser slightly above its threshold to optimize the system performance.
The important parameters in designing a modulator driver are
¢ The modulation voltage, and/or
» The bias voltage which is necessary for some type of modulator.

The modulation voltage for a modulator using either electro-optic effect or carrier-induced index
change is usually determined by the device. In the Mach-Zehnder modulator case, the modulation
voltage is determined by the the voltage difference between the electrodes required to induce a =
phase shift of the optical signals. If the modulation of the device is based on carrier-induced index

change effect, a bias voltage is necessary to deplete the carriers.

The device characteristics of a laser diode, such as the differential quantum efficiency, 74y, and
the threshold current, I, changes from one laser to another and varies with the tempex;ature. Ina
single laser driver design, separate control circuits for the modulation current and the threshold
current are usually provided in order to maintain a constant extinction ratio. The control circuit
is often combined with a monitor circuit which consists of a photodetector, a peak detection circuit
and an average detection circuit for calculating the differential quantum efficiency as well as the
threshold current. Very sophisticated circuits have been designed so that the driver can adapt to a
wide variety of working environment and a wide range of parameters [120]. However, it is not
possible to have separate monitoring and adaptation circuits for each channel in an array environ-
ment due to the packaging density requirements. Fortunately, the characteristics of individual ele-
ments in a laser array are usually close [108] so that there is no need for individual adjustment.
Furthermore, the receiver has been built to accept a wide range of signals so that the stabilization

of the light signal output at the transmitter is not critical.
A fully differential circuit for driving a sink type laser array is shown in Figure 10-1. This

design contains separate external control circuits for adjusting the biasing current and the modu-
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Figure 10-1. Circuit diagram of a fully differential driver. This circuit is for sink type laser array in which
the p-type substrate is served as the common ground.

lation current. The adjustment mechanism is common to every driver in an array. In this circuit,

the bias current is

Vih— Ve
las = 4R (10.1)

for both differential channels. Similarly, the modulation current is

Vinod — Ve

Iy (10.2)

Inog=4
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The factor four in Eq.(10.1) and Eq.(10.2) is due to the sizing of the current mirror.

The major difference of this laser driver from the one that is used for single-ended application
is the additional biasing circuitry necessary to provide biasing current for the second laser. These

two biasing circuits share the same current mirror and cannot be individually adjusted.

An input buffer is provided in order to interface with the S0Q transmission lines. The outputs
from the emitter followers drive an open-collector configured differential current switch. The col-

lectors of the differential current switch can then be wire-bonded to the laser diode array.

The driver circuit for a source type laser array is shown in Figure 10-2. The basic design
philosophy is similar to that shown in Figure 10-1 except the biasing current mirror has been de-
signed to provide the total current for the laser diode rather than the threshold current. When one
branch of the current switch is turned on, it will sink current away from the total current supplied
by the PNP transistors and reduce the amount of current supplied to the laser diode. The per-
formance of a PNP transistor is usually poorer in a bipolar process in comparison with an NPN
transistor because these processes can only have lateral PNP transistors. This is not a problem for

this particular design since the PNP transistors are not involved in high speed switching.

Alternatively, the PNP transistors can be replaced by PMOS'’s available in a BICMOS process.
The PMOS can usually provide much higher driving capability and thus reduce the total area re-

quirement of the driver.
10.3 Physical Circuit Layout

The physical layout of the driver circuit shown in Figure 10-1 is shown in Figure 10-3. The
size of the chip including the bonding pad for the laser diodes is 1100 zmx800 um. Both the
nominal biasing current and the nominal modulation current are 30 mA when V,, and Vo4 are tied
t0 V. This driver has been designed to sustain up to 40 mA of modulation and biasing current.
The total power consumption (including the power consumed at the laser diodes) is ~600 mW.
The excessive power consumed by this transmitter design is because of the high biasing and mod-
ulation current usually required for high-speed modulation. The power consumption by the
transmitter can be significantly reduced if a low-threshold multiple-quantum-well (MQW) laser
with sub-miliamp threshold current is used.
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The physical layout of a driver array based on the circuit from Figure 10-2 for driving source

type laser diode arrays is shown in Figure 10-4. The features of this driver array are very similar

to the one for driving sink type laser diode arrays.

10.4 Simulation Results

(1) Single Transmitter

The simulated eye pattern of laser output from a single laser driver described in Section 2 is

shown in Figure 10-6 and Figure 10-7 for 1 Gbps and 2 Gbps operation, respectively. A small
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Figure 10-2. Circuit diagram of a fully differential transmitter array. This circuit is for source type laser array

in which the n-type substrate is served as the common ground.

256



ringing exist in both cases due to the bonding wire inductance. At 2 Gbps, a significant waveform

jitter (~80ps) can be observed.

(2) Transmitter Array
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Figure 10-3. Physical layout of a fully differential driver. This corresponds to the circuit shown in
Figure 10-1.
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The hybrid integrated transmitter array system assumed for the simulation is shown in
Figure 10-5 in which a bipolar driver array is wire-bonded to a laser diode array. The bonding
wires between the driver array and laser diode array introduce crosstalk and waveform distortion for

the signals and have been accounted for in the simulations. A worst-case methodology which as-
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Figure 10-4. Physical layout of a fully differential driver array. Each cell in this array corresponds to the
circuit shown in Figure 10-2.
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Figure 10-S. Block diagram of a differential transmitter array environment.
sumes all except one channel switch simultaneously in the same direction is used here to obtain the
maximum switching noise.

The simulated switching noise waveform for an array of size 16 consisting of identical design
is shown in Figure 10-8 and Figure 10-9 for 1 Gbps and 2 Gbps operation, respectively. The
maximum switching noise for both cases are <5%(or —26 dB). The eye pattern of the active
channels, however, suffers a significant eye degradation at 2Gbps.

Switching noise vs. array size is shown in Figure 10-10. The maximum switching noise is less
than 5% even for an array size of 16. This is significantly less than those reported in Chapter 7 in
which a similar driver circuit is used to drive a single-ended configuration. The crosstalk is plotted
as a function of mutual inductance in Figure 10-11 for both single-ended and differential driver
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array. The ratio between mutual inductance and the bonding wire inductance in this figure varies
from 0.01 to 0.20. Apparently, the dominant effect of crosstalk comes from switching noise (as il-
lustrated between N = 3 and N = 9) rather than mutual inductance, which rises less than 1% as the
mutual inductance varies from 0.01 to 0.2. Switching noise vs. the size of the array for both
single-ended and differentially configured driver array using BICMOS technology to drive a com-
mon n-substrate laser diode array is compared in Figure 10-12. The crosstalk is significantly less
in the differential case as compared to the single-ended case. This result is consistent with the case
in which a common p-substrate laser diode array is driven by a bipolar driver array even though the

basic circuit technologies for these two laser driver array are different.
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Figure 10-6. Simulated eye pattern of a laser driver at 1Gbps. The rise time of the input signal is 200ps.

260



10.5 Summary

In this chapter, we describe the design and simulation results of a laser driver which can be
operated up to 2.5 Gbps with a maximum switching noise less than 5% (or —26 dB). This design
also verifies that a fully differential configuration can reduce the maximum switching noise at the

transmitter side compared with a single-ended optical interconnect with a similar driver structure.
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Figure 10-7. Simulated eye pattern of a laser driver at 2Gbps. The rise time of the input signal is 200ps
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Figure 10-8. Simulation of switching noise for a driver array at 1 Gbps. N=16, ¢,=200ps, L=1.5 nH for
the signal bonding wire, and 0.5 nH for the power supply and ground bonding wire.
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Figure 10-9. Simulation of switching noise for a driver array at 2 Gbps. N=16, 1,=200 ps, L=1.5 nH for
the signal bonding wire, and 0.5 nH for the power supply and ground bonding wire.
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SWITCHING NOISE vs. N

L=0.5nH

SWITCHING NOISE (%)

Figure 10-10. Switching noise vs. N for a differential driver array. A common p —substrate laser diode array
is assumed.
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CROSSTALK vs. MUTUAL INDUCTANCE
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Figure 10-11. Crosstalk vs. mutual inductance for various driver array configurations. Mutual inductance
is measured with respect to the bonding wire inductance, i.e., M/L. L is assume to be 0.5nH
while power decoupling capacitance is assumed to be 10rF in all cases.
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SWITCHING NOISE vs. N
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Figure 10-12. Comparison of switching noise vs. N between single-ended and differential driver array. A
common n —substrate laser diode array is assumed.
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CHAPTER 11 FULLY DIFFERENTIAL INTEGRATED OPTICAL
RECEIVER ARRAY

11.1 Introduction
A fully differential optical interconnect system using a differentially configured laser driver and
receiver, as proposed in Chapter 9, has the potential to offer the following advantages:
* Packaging constraints such as power supply decoupling are relaxed,
* Power supply and ground noise generated by surrounding electronic circuits is suppressed,

¢ Ideally, the threshold at the output of the receiver does not depend on the signal level, pro-
viding that channel mismatch is not serious, and thus avoids having to use a sophisticated

automatic gain control mechanism to maintain a constant threshold.

In Chapter 10, we described how to implement a fully differential driver using bipolar or BiICMOS
technology. In this chapter, an OEIC (optoelectronic integrated circuit) approach® has been used

to design, simulate and fabricate a receiver array.®
According to the simulations, the features of this receiver array design include:

* The photodetector array and the amplifier array are monolithically integrated on the same

GaAs substrate with 400 um channel spacing,

* Each Metal-Semiconductor-Metal photodetector (MSM-PD) has a diameter of 80 um. Its

responsivity is between 0.25 and 0.35 A/W at 0.85 um and its capacitance is less than 200 fF,
* The receiver has a nominal bandwidth 800 MHz with 4KQ transimpedance,
* The receiver sensitivity is —23 dBm at a bit error rate of 10-15,

* The power consumption of each preamp and postamp is 78 mW and 170 mW, respectively,

¥ OEIC technology allows both of the photodetectors and receivers to be monolithically integrated on the
same GaAs substrate.

35 The receiver design for this array is based on an earlier design for a single-ended optical interconnect sys-
tem by Y. Kwark of IBM T. J. Watson Research Center.
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* The switching noise is almost negligible even with 0 dBm input light signals (<0.2%, or
< —40 dB)

* The waveform jitter and signal distortion are negligible.

The organization of this chapter is as follows: Section 2 discusses the preamp and the overall
receiver circuit design. Section 3 describes the sensitivity calculation and the preamp optimization.
The chip photographs of a single receiver cell and the receiver array are shown in Section 4, while

the simulation results are presented in Section 5. This chapter is summarized in Section 6.

11.2 Circuit Design
11.2.1 Preamplifier Array

The block diagram of an integrated transimpedance preamplifier is shown in Figure 11-1. The
MSM-PD’s are DC-coupled to the front-end of the preamplifier. Biasing of each MSM-PD is
determined by the voltage difference between the power supply of the MSM-PD and the input node
of the preamp. In this design, a separate power supply is provided for the MSM-PD array so that
the adjustment of the bias voltage for the MSM-PD is independent of the receiver power supply.
Usually, a larger bias is preferable for an MSM-PD in order to achieve a higher quantum efficiency.
Furthermore, a separate power supply for the MSM-PD’s prevents the switching noise of the am-
plifier stage from coupling into the receiver stage.

The preamplifier, as shown in Figure 11-2, consists of a cascode input stage followed by a
source follower output stage. The input and output are connected through the feedback resistor
which determines the transimpedance of this receiver. The bandwidth of this preamplifier circuit
is limited by either the input or an internal RC time constant. The input time constant is deter-
mined by the feedback resistance and the total input capacitance, consisting of the detector and
amplifier input capacitance, while the internal RC time constant is determined by the load resist-
ance R, and the gate capacitance of the source followers Ms and M;. Since the input capacitance
(including the photodetector capacitance) is usually several times larger than the gate capacitance,
and the feedback resistance is also several times larger than the load resistance, the bandwidth in this
case is solely determined by the input stage, the location of the secondary pole is, however, deter-

mined by stability requirements. The input resistance is dominated by the resistive Miller effect:
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ESD

Figure 11-1. Gircuit block diagram of a fully differential preamplifier.

(11.1)

where R, is the feedback resistance and ay is the voltage gain from input to output. Assuming the
transconductance of a GaAs MESFET is g, while the voltage gain, ay, of this circuit equals g.R;,

the input resistance can then be computed,

Rr

R,
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The input capacitance is
G=Cs+ G, (11.3)

where C, and C; are the photodetector capacitance and gate capacitance, respectively. The —3-dB

bandwidth of the transimpedance amplifier thus approximately equals

1+ ngL

f-348=m (11.4)

RL
MS

Vbias

OUTN M1 OUTP

INN INP

Figure 11-2. Simplified circuit diagram of the transimpedance front-end.
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Figure 11-3. Circuit block diagram of a complete receiver.

Assuming C, is 200fF, C; of the input MESFET is 100 {F, g, of the input MESFET is S mS, R,
is 2KQ, R, is 4KQ, the —3-dB bandwidth thus equals 1.46 GHz. From this equation, we can also
observe that the bandwidth is inversely proportional to the feedback resistance and proportional to
the voltage gain. Therefore, there are several alternatives to improve the bandwidth of the preamp

stage, but each of them has its own limitation:

* Decrease the feedback resistance. This will usually decrease the phase margin of the circuit and
might affect the stability of the circuit. Furthermore, this also increases the thermal noise

contributed by R, and reduces the receiver sensitivity.
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* Increase the load resistance. This will increase the dominance of the RC-constant determined
by the load resistance and the gate capacitance of the source follower. Eventually, the band-
width and stability will be determined by this RC time constant rather than the RC time con-
stant of the input stage.

* Increase the size of the MESFET at the input stage to increase g,. But this will also lead to
the mm of the gate capacitance, resulting in an increase in the RC time constant of the
input stage.3
In order to provide a wider dynamic range for the receiver, the preamplifier is followed by a

clamp stage so that the output from the preamp stage does not saturate the postamp even at high
input signal level. The output of the clamp stage has been designed with an maximum differential
output of 200 mV driving into a 50Q load.”” The outputs of the clamp stage are protected with ESD
diodes.

11.2.2 Full Receiver Array

A full receiver array, which includes both preamp and postamp, can be built using the circuit
shown in Figure 11-3. In addition to the transimpedance preamplifier and the clamp stages de-
scribed in the previous subsection, there are two gain stages, a level restoration stage, and an output

buffer stage.

The circuit of a gain stage is similar to that of the transimpedance front-end except there is no
feedback resistor between the input and the output. The input voltage is first amplified by a
cascode stage followed by a source follower to serve as the buffer to the next stage. In this case,
the bandwidth is usually limited by the RC-time constant determined by the load resistance and the
gate capacitance of the source follower. Assuming a gate capacitance of 50 fF and load resistance
of 2 KQ, the —3-dB bandwidth is 1.59 GHz. The design principle for a gain stage is to make sure
it has a similar bandwidth as compared to the preamplifier. The bandwidth is reduced when two

identical gain stages are cascaded due to the faster roll-off rate of the combined frequency response.

% As it will become apparent in later discussions, the gain bandwidth product of a receiver is also set by the
maximum allowable power supply voltage and the technology, namely, the fr of a device.

37 This means the load is 50 Q single-ended each side and 100 £ differential.
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The level restoration circuitry has a lowpass filter to determine the DC component of the
output of the postamp so that the offset voltage incurred by the possible device mismatch within
the postamp can be compensated. This is necessary due to the presence of very large device mis-
match in currently available GaAs processes. The DC response of the receiver, however, is some-

what degraded due to the presence of an averaging capacitor in the lowpass filter.
The output buffer consists of several source follower cascaded in series to provide sufficient
driving capability into a 50Q load.
11.3 Receiver Sensitivity and Front-End Optimization
11.3.1 Receiver Sensitivity

It has been shown in Chapter 9 that the error probability of a fully differential transimpedance

preamplifier is

Vir0)

—-) 11.
~/2—0N,(1.0} (119

Pe=%e'fc(

because of the symmetric symbol constellation (ie. |V, =|V;]) and equal noise power (i.e.

ony = onp). In order to achieve a bit-error-rate less than 10, it is necessary to have

_ Yoo
T ON1,0)

>7.94 (11.6)

The minimum required average optical power to achieve a bit-error-rate of 10~ !5 thus equals

h
Paymin =940 1110) 7 e:?, (11.7)

In the ideal case when noise is dominated by the thermal noise (Johnson noise) contributed by the
feedback resistor Ry, we have
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Figure 11-4. Half circuit of the fully differential receiver.

G‘N,“,o) = q/8kTR/Be (11.8)

Assuming R, is 4KQ, B, is 800 MHz, and the responsivity ne/hv is 0.25SA/W, the sensitivity
achievable with this receiver configuration is —26 dBm. If other noise contributions are equal to

the thermal noise of the feedback resistor, the theoretical achievable sensitivity becomes —23 dBm.

11.3.2 Preamp Optimization

A crude estimate of the receiver sensitivity was presented in the previous subsection. In this
section, the full noise expression of the preamplifier is derived in order to perform front-end opti-
mization. The half circuit of the preamplifier shown in Figure 11-2 is drawn in Figure 11-4. In
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this half circuit, the MSM-PD is represented by an ideal current source in parallel with a capacitor
Cs;. The input impedance to the preamplifier is represented by Z;, the feedback impedance is re-
presented by Z;, and the load resistance of the cascode stage and the input impedance of the source
follower stage are lumped into Z;. The source follower is represented as a voltage amplifier with
amplification Ay.

As shown in Appendix A, the transconductance of a cascode stage G, can be approximated
by the transconductance g, of the first MESFET in the cascode configuration while the output

resistance can be ignored. Not shown in Figure 11-4 are

* input equivalent noise voltage i, and noise current v, of the cascode stage,

o—QW

rd2
W
Cgs1
o + - o/
_ gm2Vgs2
vgsl —— Vgs2
- +
o——-
gm1iVvgs1 Cg|2
(b) rd2
Cgs1
o ’7
+
vgsl —— %
o -
GmVgs

(c)

Figure 11-5. Equivalent circuit of a cascode configured stage.

275



()

+ i | -

Ig1 -:'S D 2 Z_—?gsz

Cgs1 Id1 Ig2 ‘Cgs2
(a)

@ &3

m2VvVgs2

Vgsl  gmivgs?

O T
Vgs2 \_J
It = Srd1 — gm2vgs2
- +
Cgs1 Cgs2
®

Figure 11-6. Noise equivalent circuit of a cascode configured stage.

* input equivalent noise voltage i, and noise current v, of the source follower stage,
* noise current of the feedback resistor i, and

* shot noise 2el.

We first compute the output signal. Summing the current flowing into the input node of the

cascode stage, we have

L (11.9)
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where the total input impedance Z, is

1 1 1
Z7 = Z, + Z (11.10)
and has taken into account of the input impedance of the preamplifier Z; and the impedance of the
detector Z,. In addition, the relationship between input and output voltage is V,u = AvgnVinZy.

We can thus solve for v, in terms of v.., and substitute into Eq.(11.9):

Sensitivity vs. FET CHANNEL WIDTH
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Figure 11-7. Sensitivity vs. channel width of the input MESFET. The receiver bandwidth is varied from 400
MHz to 1.6 GHz.
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Therefore,the output voltage is

1

Vout

(11.11)

Vous=—7 73

I
2.2, 27 T Z) T

I, (11.12)

Assuming Avg.Z, 31, this expression can be approximated by Vi, = — Zl,.
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Figure 11-8. Sensitivity vs. channel width of the input MESFET. The receiver bandwidth is fixed at 800
MHz while the capacitance of the MSM-PD varied from 200 fF to 800 {F.
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Using the equivalent input noise voltage and noise current of the cascode stage derived in

Appendix B, it is shown in Appendix C that the total noise voltage equals

/i
Vaun=(1+5 a*BRAC + C2,))B4TT o+ (10 B+ 2B RY(C] + 2 )akTT =
4n*BC> 167°B*RX(C,¢; + C*C?
+ (el + KL yp2g, 1 ( 555 4kTT 5 Cont + € Cess
Rf Emi 3gm5 ngS
222C2 4n*B*R¥(C,,) + C*C? (1L13)

+ 2 Ty + AL 83 4KTTf,)B?

8ms 8&ms

1 4 4T 1
ta- (1+ 3 7" B*RA(Cy + cd)’)BR—L +4TT 5 (B+fyln B)

m

where fy is the noise comer frequency of the flicker noise (or 1/f noise) while I" is a factor that
depends on the type of FET and may theoretically have numerical values between 1/3 and 2/3.
The value 2/3 has been used throughout the calculations in this chapter.

Assuming a GaAs process with Cy0 + Con = 1.6fF/um, gmo = 150uS/um, the fr of the intrinsic
MESFET® thus equals ~15GHz. The parameters Cyo, Cyu, and gao are the gate-source parasitic
capacitance, the gate-drain parasitic capacitance, and the transconductance, respectively. The
available voltage gain is then limited to fr/1.5B where B is the amplifier bandwidth.# From the
above noise expression, it can be shown that maximizing R, also maximizes the sensitivity of the
receiver, subjecting to the constraint imposed by Eq.(11.4). Using this noise expression, the sensi-
tivity is plotted as a function of the channel width of the MESFET used at the front-end in
Figure 11-7 for various bandwidth requirements. The gate capacitance and the transconductance
of the front-end are assumed to be C, = W(C,0 + C;) and g, = Wg,,,o, respectively, where W is the
width of the channel. The noise corner frequency is assumed to be 10MHz. It is clear from this
figure that an optimal channel width which maximizes the sensitivity exists. At 400 MHz band-

38 The noise corner frequency is defined as the frequency where the total noise power spectral density is 3dB
larger than the asymptotical noise power as the frequency approaches infinity.

3 The fr of the intrinsic MESFET equals ga/27(Cya + Cy0)-

4 We require the amplifier bandwidth to be at least 1.5 times larger than the bandwidth determined by the
input capacitance and the feedback resistance.
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width, the optimal front-end channel width is 48 um with a minimum achievable sensitivity of
—30 dBm. The optimal channel width increases to 49.3 um and 52.3 um while the minimum
achievable sensitivity degrades to —26 dBm and —22 dBm for a receiver bandwidth of 800 MHz
and 1600 MHz, respectively. Note that the minimum sensitivity varies insignificantly over a wide
range of channel width. On the other hand, the optimal channel width is very sensitive to the de-
tector capacitance, as shown in Figure 11-8. The optimal channel width for a receiver bandwidth
of 800 MHz increases from 49.3 um to 97.37 um when the capacitance of the detector is doubled
from 200 fF to 400 fF.

11.3.3 MSM-PD Optimization

Figure 11-9 shows a typical MSM structure with finger width W, finger spacing L, and total
photosensitive area 4. An electrical field is established between adjacent fingers when a bias is ap-
plied across the electrode, as shown in Figure 11-9. Each electron-hole pair generated by the in-
coming photon is separated by this E-field and absorbed by the electrodes. Therefore, one speed
limitation of such a device is determined by the transit time that an electron or a hole takes to travel
to the electrode. From this aspect, a smaller finger spacing is more favorable to reduce the transit
time. On the other hand, a smaller finger spacing increases the detector capacitance and thus the
RC time constant of the front-end of the preamp. It has been reported in [139] that the rise time
of the photo signal response is limited by the transit time while the fall time is limited by the RC
time constant determined by the capacitance of the detector and the resistance of the external cir-
cuit. Therefore an optimal finger spacing exists which minimizes the fall time while allows a rea-

sonable rise time.

It has been shown in [129, 140] that the total capacitance of this structure is

photosensitive area
finger period

C=G, (11.14)

where G is given by
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Figure 11-9. Typical Structure of a MSM photodetector.

K(k)

Co= ol + ) o (11.15)

In this expression, ¢ and e, are the dielectric constant of vacuum and the relative dielectric constant
of semiconductor, respectively, and K(k) is the complete elliptic integral of the first kind, defined

as

(11.16)

[T dé
KUC):J; J1-sin%g
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where

k =tan

2 » finger width
4 finger period

(11.17)

and k' =./1— k2. Using these expressions, Figure 11-10 shows the capacitance as a function of

the finger spacing for various values of finger width. The capacitance decreases monotonically with

the increase of the finger spacing for a given finger width. In contrast, Figure 11-11 shows the total

capacitance as a function of the finger width for various values of finger spacing. A maximum

capacitance exists for each given finger spacing. The existence of such a maximum is due to the
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Figure 11-10. Total MSM capacitance as a function of the finger spacing. Total MSM photosensitive area

has a radius of 80 um.
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Figure 11-11. Total MSM capacitance as a function of the finger width. Total MSM photosensitive area

has a radius 80 um.

behavior of the elliptical integral K(k), which monotonically increases with the increase of W.

However, the number of fingers decreases as the finger width increases and thus the total

capacitance is dominated by the reduction of the total number of fingers as the finger width is larger

than a few microns.** This analysis, however, does not account for the passivation of the detector

surface which is commonly adopted to reduce the surface states and to improve the detector fre-

quency response.

41 The responsivity decreases as the finger width increases while maintaining a constant finger spacing, since

the total effective photon reception area is decreased.
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Assuming the photosensitive area has a radius of 40 um, a finger spacing of 2 um, and a finger
width of 2 um, the total capacitance will be less than 100 fF.2

11.4 Chip Photographs of the Receiver Array
11.4.1 Receiver Cell

The chip photograph of a differential preamp cell is shown in Figure 11-12. From right to left,
the preamp cell consists of two photodetectors, a transimpedance amplifier, a clamp stage, and two
output bonding pads. The power and ground distribution has already take into the array geometry
into consideration. The channel width is limited by the bonding pads and is 400x while the channel
height is 1422 ym.

The chip photograph of a full receiver is shown in Figure 11-13. Starting from the bottom,
the first three stages of the full receiver are the same as the preamp. The fourth stage to the eighth
stage are the first gain stage, the level restoration stage, the low-pass filtering stage, the second gain
stage, and an output buffer stage, respectively. The channel width is still 400 um while the height
has increased to 3053 um.

In both cases, a fully differential analog output is provided.
11.4.2 Integrated Receiver Array

The chip photograph of a 12-preamp array with each preamp based on the design in
Figure 11-12 is shown in Figure 11-14. The preamp cell has been flipped for every other channel
in order to match the power and ground distribution. The power and ground pads for the preamp

are located at both ends while separate power pads are provided for the MSM photodetector. The
size of the chip is 1422 pmx5000 yzm and the total power consumption is 936 mW (simulation).

The chip photograph of a 6-receiver array with each receiver based on the design in
Figure 11-13 is shown in Figure 11-15. More power and ground pads are provided for the receiver.
The size of the chip is 3053 xmx2600 um and the total power consumption is 1.49W (simulation).

11.5 Simulation Results

42 A more exact simulation of this photodetector structure which include other parasitic capacitance run by
Y. Kwark of IBM Watson Research indicates the total capacitance is ~200 fF.
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The simulation eye pattern of the preamplifier and full amplifier using a 40-bit pseudo random
sequence is shown in Figure 11-16 for 0 dBm, Figure 11-17 for —12 dBm, and Figure 11-18 for
—24 dBm. The upper traces of these figures show the differential output from the second gain stage
of the postamplifier while the lower traces show the output of the whole receiver. No noticeable
edge jitter or waveform distortion can be observed from these eye patterns. The waveforms at
various extinction ratios are shown in Figure 11-19 for r=35, and Figure 11-20 for r=2. As the
extinction ratio decreases, the waveform becomes more distorted. But the waveform is still
intelligible even at r=2. The low frequency response of the receiver is shown in Figure 11-21 for
0 dBm input. The low frequency response is obtained by sending a long stream of logical ONE
(40 bits) and observe the output to investigate the degradation. From Figure 11-21, the low fre-
quency response does not have a noticeable droop during the simulation period. The switching
noise of the preamplifier array for the case where N = 8 and input light level at 0 dBm is shown in
Figure 11-23 for a extinction ratio of 8 and in Figure 11-24 for a extinction ratio of 2. The maxi-
mum switching noise is obtained by using the worst case model as described in Chapter 8. At 0

dBm light input and assuming perfect balance, the switching noise is less than 0.2% (or —40 dB).

Figure 11-12. Chip photograph of a single preamplifier cell. (Design rule checked by Y. Kwark and K.
Wrenner of IBM T. J. Watson Research Center.)
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Figure 11-13. Chip photograph of a full receiver cell. Both preamplifier and postamplifier are included.
(Design rule checked by Y. Kwark and K. Wrenner of IBM T. J. Watson Research Center.)
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Figure 11-14. Chip photograph of a 12-receiver array. Each receiver has the same circuit as shown in
Figure 11-1. (Design rule checked by Y. Kwark and K. Wrenner of IBM T. J. Watson Re-
search Center.)

11.6 Summary

In this chapter, we have described the design and simulation of a monolithically integrated
differential receiver using GaAs technology. An Metal-Semiconductor-Metal (MSM) structure is
used for the photodetector so that the fabrication process for the photodetector is compatible with
the GaAs E/D (EM@@t/Depleﬁon) MESFET technology. Because of the monﬁlithic inte-
gration of the photodetector and the receiver, the capacitance of each photodetector and the adja-
cent channel crosstalk have been greatly reduced. The remaining source of possible inter-channel
interference came from the switching noise due to the sharing of the same power supply and
ground. As a result of the use of a fully differential structure, we have shown from simulation that
the maximum switching noise of the receiver array when all of the receivers are switched simul-

taneously is less than 0.2% (or less than —40 dB) at 0 dBm light input under ideal conditions.

This receiver is designed for a nominal speed 800 MHz with a sensitivity down to < — 23 dBm.
The receiver is very insensitive to the extinction ratio of the light input, and can function well even
when the extinction ratio is reduced to 2. Furthermore, it has been determined from simulation
results that the power consumption is 78 mW for the preamplifier and 170 mW for the
postamplifier.

In our simulations, we also verify that the low frequency components of the incoming data

stream can pass the receiver without any distortion. We also demonstrate the waveform jitter and
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Figure 11-15. Chip photograph of a 6-receiver array. Each receiver has the same circuit as shown in
Figure 11-3. (Design rule checked by Y. Kwark and K. Wrenner of IBM T. J. Watson Re-
search Center.)

distortion has been reduced compared with the same receiver structure using a single-ended optical

interconnect.

Appendix A. Derivation of Equivalent Circuit For Cascode Configured MESFET

A cascode configured MESFET pair has been shown of Figure 11-5(a), and its equivalent is
shown in (b) of the same figure. In this appendix, we compute the equivalent transconductance

G. and output impedance R, of the whole cascode circuit.
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Figure 11-16. Simulated eye pattern of the receiver response. Extinction ratio=8, T=1000ps, f,=200ps,
input light level = 0 dBm. The upper trace uses the Y-axis on the right hand side while the
lower trace uses the Y-axis on the left hand side.

In order to compute G, we short the output of both Figure 11-5(b) and (c) and equate the

output currents. Summing the current at the source node of the second MESFET, we have

Ve2 . Ves2
8miVgs1 = 7 +J0ConaVeer + 8maVgsa + Y (11.18)

We can thus find the relationship between v,,; and v,

289



AlD csL! AUG 19 1991 22:16:03

I8N RC
RECEIVER TRANSIENT RESPONSE T=1000ps Input=-12dBm
2

1.50-
Wﬁm&+++ﬂ+*#mﬁ W]
S

=1.00- \ #
S
punt 4
20.504 e ,
v bt M -1
X X XXX X xarkoltol

0.004 e—

M .
. o u
R A0 D R R AON000D0000NCOIOAAMAMAAASAAAAAAAA ORAN

0 100 200 300 400 500 600 700
TINE (ps)

Figure 11-17. Simulated eye pattern of the receiver response. Extinction ratio=8, T= 1000ps, ¢,=200ps,
—12 dBm. The upper trace uses the Y-axis on the right hand side while

input light level =
the lower trace uses the Y-axis on the left hand side.

Im1Y
W= mie (11.19)
Tal + +_](0C 252 + Em2
The output current thus equals
=Em+5 )Vgn
@m2+ 7 )gml (11.20)
_1' + 1 +JmC 952 + Em2
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Figure 11-18. Simulated eye pattern of the receiver response. Extinction ratio=8, T=1000ps, ¢,=200ps,
—24 dBm. The upper trace uses the Y-axis on the right hand side while

input light level =
the lower trace uses the Y-axis on the left hand side.

GnVgn, Gn thus equals

Since i, =
G (8m2 + 5 )gml
S N
o JjoCog +8m2
3 Zm1 (11.21)
= T
T +J‘°Cg:2
1+ 1
Smat 7 -
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Figure 11-19. Simulated eye pattern of the receiver response. Extinction ratio= S, T=1000ps, t,=200ps,
input light level = 0 dBm. The upper trace uses the Y-axis on the right hand side while the

lower trace uses the Y-axis on the left hand side.

Since gm>1/ra, 1/ra<l, and @G, is relatively small over the frequency range we consider (f<1

GHz), G = g. in most practical cases.
The output impedance of this cascode configured pair is obtained by applying a voltage source

¥ at the output, shorting the input, and measuring the input current i, from the applied source.

By inspection,
(11.22)

. Vx+vg:2

L= a2 + ZmaVgs2
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Figure 11-20. Simulated eye pattern of the receiver response. Extinction ratio=2, T=1000ps, .= 200ps,
input light level = 0 dBm. The upper trace uses the Y-axis on the right hand side while the

lower trace uses the Y-axis on the left hand side.

and
¥, Ve +V,

852 . X 852
T +1vag,2 + &maVgs2 + —Ta =0

From the second equation, we can solved for v,,, in terms of v,:
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Figure 11-21. Low frequency response of the receiver. Extinction ratio =8, T = 1600ps, ¢,= 200ps, input light
level = 0 dBm.

This can be substituted into the first equation, yields

G _ 11 T *Em
s o . 1 1

ijgn + Tal +g,,,2 + To

1
1 T (11.25)
T
]ng,z + ﬁ
1+ ]
8m2 t+ T
The output impedance thus equals
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Figure 11-22. Low frequency response of the receiver. Extinction ratio = 8, T = 1000ps, ¢,= 200ps, input light
level = —24 dBm.

1
7 - Emt 7
a=Ta(l+——) (11.26)

jwC,en + ——
JOCg2 T Ty

Since gw»1/ra, and joC,,; could be ignored in the frequency range we are interested, the above

equation can be approximated by

Zg=rp(l + gmata1) (11.27)
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Figure 11-23. Simulated switching noise of a preamp array. Extinction ratio=8, T=1000ps, f,= 200ps,
N =8, input light level = 0 dBm. The center trace, which corresponds to the switching noise
of the quiet channel, uses the Y-axis on the left hand side, while the outer trace, which cor-
responds to the output of an active channel, uses the Y-axis on the right hand side.

Therefore, the output impedance of a cascoded MESFET pair has been amplified by gmra as

compared to a single common source MESFET amplifier.

Appendix B. Derivation of Equivalent Input Noise for Cascode Configured MESFET

In this appendix, we derive the equivalent input noise voltage and noise current for a cascode
configured MESFET pair shown in Figure 11-6. The input noise voltage and current can be found
by short circuit and open circuit the input of of Figure 11-6(a) and (b) and equate the output

current.
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Figure 11-24. Simulated switching noise of a preamp array. Extinction ratio=2, T=1000ps, ¢ = 200ps,
N =38, input light level = 0 dBm. The center trace, which corresponds to the switching noise
of the quiet channel, uses the Y-axis on the left hand side, while the outer trace, which cor-
responds to the output of an active channel, uses the Y-axis on the right hand side.

We first short circuit the input of both of Figure 11-6(a) and (b), and sum the current flowing

into the source node of the second MESFET:

SUNPI &2 _ .
—lgz‘f‘ldl‘f’ Ta C ,2+g,,,2 :2+ la‘z-:o (1128)

We can thus solve v,,; in terms of other parameters:
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ip+in—i
Vesz = 2 e 4 - (11.29)

JoCesr + +8m2 t+ T

L
ra
the output current of (a) is

. 1 .
o= (gm2 + E)Vgrz —in

ip+in—ig )
= —ipn
ijg,z+r—
1+ l‘"
gm2+7d7
_ (11.30)
o JeCmt
a1 &
gm2+ﬁ

. 1
j(DCgﬂ + ",?

1
8m+i;

1+

Using the expression of G, derived in Appendix A., the output current in Figure 11-6(b): is

)= Em1 v (11.31)
E +ij'g:2
1

SM+iE

1+

Equating these two expressions, we can therefore find the equivalent noise voltage v;

jCD Cgﬂ + _rdl

1 .. . .
V=g Uga = iy — in) (11.32)

1
gm+z;

The noise spectral density of v, is
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2,2 1
@ Cga+—-

a2

2 ) (11.33)

Vt=+('§2+i§1+ "
Emi1 &m2 +E)

If we ignore the gate leakage current and assume g, > %, the above expression can be simplified:

2.2
1 .. ) 1.
W=l + (S + 550 )ik] (11.34)
&m1 Em2 Em2Ta

Since gns/w G2 can be recognized as the current gain of the second MESFET, the equivalent noise
voltage is therefore dominated by is at low frequency as iz is divided by the current gain when it

is referred back before the input stage.

Now we open the input circuit, and sum the current flowing into the source node of the second

MESFET:
i )/ 1/
8l . . &2 | . &2 _ .
TEm Gac, Bttt +joCoaVeer + BmaVen + 7 PR 0 (11.35)

We can thus solve v, in terms of other parameters:

ig)
— iy — i
Sm1 ijg,, @) T Iy — Ig
Ves2 == T I (11.36)
chgn + ﬁ + &ma + E

the output current of (a) is
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, 1 ,
'o=(gmz+'rz)vgn-'dz

B intig—i

gmljwcgsl 2 T2 — g

- —ip
- ijg_fz-i-—r;l— _
1
+—_

Em2 T Tp (11.37)

. ]

By . JeGumtg-
Em T —+ip—in———in
JoTgst gm2+-r';

, 1
Jngn + —rdl
1+ 71
Em2 + 7

Using the expression of G, derived in Appendix A., the output current in (b) of Figure 11-6 is

. Smi1 i
iy= _l_+. - jcng,, (11.38)
sl Jo 852
1+ 1
&ma+ -

Equating these two expressions, we can therefore find the equivalent noise voltage v,

. 1
joC iy JoCop +5—
b= (g1 e+ Iy — iy — ———— 2 i) (11.39)
ml ijg_‘.l gm2+7L
d2

If we ignore the gate leakage current of the both MESFET's, the equivalent input noise current

spectral density thus equals
2.2 2

. @ C 1. w Cn R

=T G+ (2 i) (11.40)
&m Em2 EmaTd
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Therefore, the noise current iy is attenuated by the current gain of the MESFET once while iz is

attenuated by the current gain twice when they are referred to the input.

From the above derivation, we show that the noise coming from the second stage is relatively
small compared with the first stage. As a first order approximation, we will ignore the noise com-
ponent coming from the second stage in the rest of this appendix and the main discussion in Section
3.

In a GaAs MESFET, two major sources contributed to i;: (1) Thermal noise due to the
resistive nature of the channel 4k7TT gn, (2) Flicker noise (or 1/f noise) 4kTT g,fvlf where T is a
factor which depends on the type of the MESFET while fy is the noise corner frequency of the

flicker noise. The equivalent input noise voltage and current spectral density therefore equals

2 -+ N
V=4I - (1+ 1) (11.41)
an’ffC
= — " (@kTTg,(1 + fTN ) (11.42)
&m

Appendix C. Noise Calculation of the Preamplifier

Note that the input equivalent noise voltage and current of the cascode stage are i, and v,, re-
spectively, the input equivalent noise voltage and current of the source follower stage are iy and

vy, Tespectively, the noise current of the feedback resistor is i, and the shot noise is /.

In order to calculate the contribution of the output noise voltage due to v,, we short circuit all

the other voltage noise and open circuit all the current source. Since

YatVin  Vin _ Vour—Ve—Vp
2 + Z, = Z (11.43)
and Veur = AvgaVaZy, the output noise voltage due to v, thus equals
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1 1

Z; "z,

Youtve = I/
’ Jd 1 (_1_+L+L) ¢
Zf ngLAV Zd Z[ Zf (1144)
Z
~(+ 5

assuming g.Z.4v>1. We then calculate the contribution due to i Summing the current flowing

into the input node of the cascode stage, we have

— VM + vm-vout (11’45)

where

(11.46)

11,1
zZ; -z Tz
In addition, the relationship between input and output voltage is Vou = AvgVnZ.. We can thus

solve for v,, in terms of v,,, and substitute into the previous equation:

. Yout 1 1 Your
=t 1 1y 47)
e AngzL ( Z/ + zf) Zf (

Therefore,the output noise voltage contributed by i, is

Voutje =7 ﬂ i, (11.48)

1
A2z Zr Y Z) "7
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Assuming Avg.Z.>1, this expression can be approximated by Vour, = — Z4.. Similarly, the noise

voltage due to / and i are, respectively:

1

‘Vm“J= 1 ( 1 N
AvgnZy " 2/ Zf
~ - Z/l
and
1
A W B
AngZL Zl' Zf Zf
o~ - Zjl'/

(11.49)

(11.50)

The output noise voltage contributed by the noise current of the source follower can be found by

solving

Yout —Vin _ Vin

Therefore,

_ 1
- 1
ZI(—ZT+

Vin 1 Your

Z

On the other hand,

Vout = AYmVin + ipZy,

(11.51)

(11.52)

(11.53)
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The output noise voltage contributed by i, thus equals

AyZ;
AvgmZ,

1 1
Z{—=++—5
Az7tz)

Vouttsf = iy (11.54)

1-

Assuming Avg./(1 + Z/Z/)>1, the above expression can be approximated by

z
1 .
Vourssr =5 (1 +z_,f')'*-'f (11.55)

Similarly, we can find the noise voltage contributed by v, is

Vou,’wf= ) e VJ (1 156)

T, 1
Z( -+ L
AZ7 ¥z

Since Avga/(1 + Z/Z/)<]1 in this case, we can approximate the above expression with
Vouty = Ay This is usually not surprising because of the circuit has a source follower configura-

tion.

The total noise voltage thus equals
Z : . 1 Z
vout,N=(l+Z')vc—(’c+1+ 'f)zf”?m'(”z—;)'ff”sf (11.57)

Using Z;= Ry, Z,= 1/jwC, Z/ = 1/jwC, the total noise spectral density is

Vourr= (1 + @ RICIVZ + (2 + 2l + PR} + = (1 + PRICHZ + % (11.58)

mi
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Substituting the equivalent input noise voltage and current derived in Appendix B to the previous
equation, the total noise spectral density can therefore be computed:

/i
=1 +4u2f2Rf2C3)4k’IT‘ﬁ(l + }" )
an’fC,
. 1 /i

+( — L & AT, (1 + )’,")+2 1+ﬂ)Rf (11.59)

gml
41t2f2C2
+ = (1 + 4n’ P RACH(— 22 4kTTg ,,,5(1+f7”)+ AT )+4k7r—(1+’;ﬁ’)
gm] ng

where g., and g,s are the transconductance of M1 and MS, respectively, Ip, and Ips are the drain
current of M1 and MS, respectively, Ci= C;+ Gy, Gy and Cy.s are the gate capacitance of M1 and
MS, respectively. Assuming a bandwidth of B, the total noise voltage variance thus equals

KT,
Vaun = (1 +5 W B*RACE + Co)BAKTT — + (In B + 2 B*RY(C] + Cl)) —5— 22
2 2 4n3p2 2 2
+er+ 4T g2, 1 & 5% r 4 S B R Con+ €D Gos
R s 8,3,1 38ms 58ms
)2 (11.60)
.\ 2nCls TS 4n*B R} (Cpey + C*Chis T8
N 2 fN)B
8ms 8ms
32 —— U+ 3 2B RHCyy + C 8L kT R+ UTT g 1 —(B+fyln B)
m1
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CHAPTER 12 SUMMARY AND FUTURE WORK

121 Summary

We demonstrated in this thesis that using a dense optical interconnect system in a high per-
formance digital system can increase the packaging density and interconnect bandwidth as com-
pared to an existing metal interconnect system. However, using dense optical interconnect in a
noisy digital system can introduce crosstalk in both the optical and electrical domains. This thesis

has focused on analyzing and solving these problems.
The major results obtained in this thesis are:

* Electrical interference is the dominant noise source in a dense optical interconnect system and
limits the high-speed system performance. This interference includes adjacent-channel cross-
talk through the parasitic coupling capacitance and inductance contributed by the packaging,
as well as through the sharing of a common power supply. A simulation approach has been
used to determine the performance degradation due to these interference sources ‘for various
transmitter and receiver structures. A fully differential structure is essential for both laser driver
and receiver in order to minimize switching noise, and a large driver and receiver array (=16)
can be realized using this differential structure.

» Using a 1-dB power penalty criterion at a bit-error rate of 10-!5, the maximum allowable op-
tical crosstalk in a dense single-mode waveguide system cannot exceed —12 dB if the frequency
spacing between adjacent waveguide sources or the laser linewidth is much larger than the re-
ceiver bandwidth. When the waveguides share the same light source, the maximum allowable
crosstalk cannot exceed —30 dB. If —30 dB is the maximum allowable crosstalk, the mini-

mum center-to-center spacing between single-mode waveguides is ~ 11 um.

* Instead of increasing density in the spatial domain, it is possible to multiplex more than one
channel into the same fiber/waveguide by using wavelength division multiplexing (WDM). In
this case, the leakage of the optical filter and the chirp of the laser limit the minimum channel

spacing that can be achieved. Assuming typical laser and receiver parameters, we show that a
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WDM system using OOK and Fabry-Perot filter can achieve 37 GHz channel spacing with

each channel transmitting at 2 Gbps.

¢ Clock distribution is a critical issue for a high-performance digital systems. Large-fanout op-
tical clock distribution can be achieved with a multi-stage tree structure using semiconductor
or erbium-doped fiber optical amplifiers. A low skew (<20 ps) and large fanout (=10°) clock
distribution system can be achieved with this multi-stage structure. We have demonstrated a

two-stage low-skew distribution system experimentally with an erbium-doped fiber amplifier.

e Using a statistical timing model, we examined the timing requirements of two approaches for
designing a synchronous interconnect system: (1) A conservative approach in which the data
is not transmitted until the previously transmitted data is received. (2) An aggressive pipelined
approach in which the data is transmitted as fast as the interconnect allows. We show that the
interconnect delay and the random skew dominate the interconnect cycle time in the conserv-
ative approach, while the random timing skew dominates the interconnect cycle time in the
aggressive approach. For an interconnect system with 1000 ps propagation delay, the systém
cycle time increases by 20% and by a factor of three, respectively, for conservative and ag-
gressive approaches as the standard deviation of the random skew increases from 1 ps to 10
ps.

Based on this analysis, a fully differential optical interconnect structure is proposed, analyzed

and prototyped in this thesis. A fully differential optical interconnect has the following advantages:

* The latency of the receiver is minimized because this interconnect structure does not require

encoding/decoding and serialization/deserialization of the data stream.

* The receiver structure can be simplified because the decision threshold at the output of an
interconnect does not depend on the absolute value of the incoming signal. Furthermore, this

interconnect architecture is not sensitive to the DC content of the incoming data stream.

* It is less vulnerable to power and ground noise due to the use of a differential structure for both

drivers and receivers.
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However, this interconnect structure might suffer performance degradation when there is a mis-
match between differential channels. It has been determined that a 40% total channel mismatch

would result in a 2.2 dB power penalty.

A fully differential driver using an advanced silicon bipolar process and a monolithically inte-
grated receiver array using a GaAs process have also been designed and implemented to verify this
fully differential optical interconnect concept. Simulation results indicate that this driver and re-

ceiver array are fully functional at a data rate over 1 Gbps with minimal switching noise.

12.2 Future Work

There are a few potential extensions of the work reported in this thesis. These extentions can

be categorized into three areas:
* using multi-mode waveguides for dense optical interconnects,
« fault-tolerant interconnect architecture,
 impact of optical interconnects on computer architecture,

* integration of optical interconnects with photonic or electronic switching,

12.2.1 Multi-Mode Waveguide

The analysis of the crosstalk power penalty in Chapte: 5 was based on the assumption that
single-mode waveguides are used. However, multi-mode waveguides are still widely used for very
short distance interconnect due to their simplicity in packaging and their tolerance to alignment
error.®® Therefore, an investigation of the mode coupling between multi-mode waveguides would
be of practical interest. This analysis is very complicated because the actual coupling depends on
the launching condition from the light source into the waveguides. However, an upper bound of
power coupling between waveguides can be obtained by assuming all of the optical power is cou-

pled into the mode which has the largest evanescent field outside of the waveguide.

4 Accuracy of light coupling for a single-mode waveguide has to be within a micron while this accuracy can
be relaxed to about 50% to 80% of the diameter of a multi-mode waveguide, depending on the numerical
aperture of the waveguide.
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Using multi-mode fiber or waveguide also introduces the modal noise problem as described in
Chapter 1. Modal noise can be eliminated using a wide-linewidth or small-coherence-length light

source, such as:

* Light emitting diode. This is the least expensive light source. But its modulation speed is

limited and therefore not suitable for high-speed operation.

* Superluminicent diode. It usually has a similar structure as a laser diode with antireflection
coating on both facets to prevent it from lasing. It usually provides much higher power but

its cost is comparable to a laser diode.

* Self-pulsating laser. It has already been widely used in commercial electronics, such as CD
players, but the modulation speed is limited due to the presence of a self-pulsating frequency.

* Premodulation. In contrast to a self-pulsating laser, which relies on the modification of the
laser structure to introduce the self-pulsating phenomenon, the linewidth of the laser can be
broadened with premodulation [15]. The premodulation circuitry can be integrated with the

laser driver and a very compact packaging of a transmitter array can be achieved.

12.2.2 Fault-Tolerant Interconnect Architecture

Some of the current optoelectronic components such as laser diodes used for an optical inter-
connect system still have reliability problems. These problems are further aggravated in a dense
optical interconnect system because the failure of any single componént will bring down the whole
system. A fault-tolerant system should therefore be able to survive any single component failure
inside the interconnect system. Redundancy can be introduced by using error correcting codes on
the data stream across parallel data channels or by replicating crucial components of an intercon-

nect. It may also be possible to achieve this goal through innovative circuit design.
12.2.3 Impact of Optical interconnects on Computer Architecture

This thesis focused on the point-to-point optical interconnect system for applications at the
multi-chip module level, the printed circuit board level, and the backplane level. The basic as-

sumption is to have a direct replacement of each existing metal interconnect that becomes a per-

formance bottleneck with an optical interconnect, so that the computer architecture is not affected.
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However, the fact that optical interconnects can offer smaller latency and larger bandwidth also has

the potential of impacting the existing computer architecture design.

Most of the existing computer architecture designs introduce a prohibitive penalty for inter-
processor communication due to the low bandwidth serial link between processors. This situation
exists for a mesh-connected multiprocessor, N-cube, systolic array, and wavefront array
[2, .171, 172]. Parallel optical interconnects can significantly increase the bandwidth available be-
tween processors and would change the fundamental assumptions for designing future parallel al-
gorithms.

12.2.4 Integration of Optical Interconnect with Electronic or Photonic
Switching

As VLSI technology and the RISC computer architecture become mature for central process-
ing units (CPU’s), it is apparent that high-speed high-capacity switching is essential for achieving
higher performance in general-purpose multi-processor architecture. Switching functions can be
integrated with a dense optical interconnect system by either using an electronic switch or a
photonic switch. In the first case, the mature electronic circuit or packet switching technology
would be combined with the optical interconnect technology described in this thesis to provide a
very high bandwidth switching function. In the second case, space division or wavelength division
switching can be combined with the optical interconnect technology to provide even higher band-

width between input and output ports.
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