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Abstract

A Parallel Architecture for High-Data-Rate Digital Receivers
in Scaled CMOS Technology

by
Timothy Hak-Ting Hu

Doctorof Philosophy
in

Engineering-Electrical Engineering
and Computer Sciences

University of California at Berkeley

Professor Paul R. Gray, Chair

Reduction in cost ofterminal electronics is essential in order for fiber optic

technology to penetrate LAN and telephony subscriber loop applications exten

sively. Currently, high-data-rate fiber transceiver electronics are implemented prin

cipally with the multichip approach, with bipolar and gallium arsenide technology.

The objective of this researh is to develop a new parallel architecture to

use the lower cost and higher integration ofscaled CMOS technology to address

the cost problem in fiber transceivers. The problem is first attacked by integrating

the parallel-to-serial conversion, automatic gain control (AGC), decision, and

clock recovery functions in CMOS at rates about 500Mb/s. The inherently slower

speedofCMOS compared to bipolar and GaAs is compensated through the use

of a high degree of parallel signal processing in the signal path.

To verify the main idea about the new parallel architecture proposed in this

thesis, an experimental prototype with 8 parallel channels was designed and fab-



ricated in a 1.2nm CMOS technology. Abit rate of480Mb/s isachieved with a min

imum peak-to-peak input voltage of 18mVp_p. The area of the chip is 160 mil X
160 mil (4mm X4mm) and it consumes 900mW of power.

This thesis arrives at three main conclusions. First aminimum device fTto
data rate ratio of 4:1 can be achieved with the parallel architecture enabling

CMOS technology to be used for Gb/s digital optical fiber receivers. Second, clock

recovery can be done, through a decision directed scheme with two times over-

sampling, by inserting one or more timing channels in between the parallel data

channels. Finally, the area and power consumption ofthe parallel architecture are

comparable to implementations in bipolar and GaAs.

ChairtfffiTof Committee
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Chapter 1 Introduction

1.1 Background and Motivation

The first optical communication system was probably the "photophone", apattern

awarded to Alexander Graham Bell in 1880 [1 J. It was asystem for transmitting voice over a few

hundred meters by modulating reflected sunlight with avibrating mirror and the receiver was sim

ply a photocell. It was never acommercial success. The breakthrough didn't come until the inven

tion of laser in 1960. With continuous research and development of lasers, photodetectors and

materials for optical transmission, the bandwidth for communication is gradually increasing and

the attenuation over distance is decreasing. Optical fiber communication is already amajor techni
cal and commercial success.

The field of lightwave datacommunication has experienced explosive growth in the past

ten years, both in terms ofits commercial importance and in terms ofthe research effort devoted to

it in academic and industrial laboratories. High speed integrated circuits (IC) have played akey

role in this phenomenal growth because they are essential to interface with the high speed light

sources and photodetectors at bothends of a fiber span [2].

Amajor problem limiting thedeployment ofoptical fiber communication systemsin the

range of 500Mb/s and above is the cost of the optical components and the terminal electronics

attributed to the high cost technology, package andassemblyrequired. Electronic interfaces in

general involve complex, lownoise linear and nonlinear elements for amplification, threshold

detection, andtiming extraction. High speed electronic circuits have been among the bottlenecks

in the realization of practicalhigh-data-rate systems.



The application of VLSI technology to communication systems has played an important

role in reducing the cost of many types of communication systems in use today and will play an

increasingly important role in the future.The objective of this research is to develop a new architec

ture to relax the speed requirement imposed on the technology for implementation, so that the

lower cost and higher integration of scaled CMOS technology can be used to address the cost

problem in the implementation of high-data-rate terminal electronics.

1.2 Thesis Organization

An examination of the use of demultiplexed sampling and parallel processing in analog

signal data path for a CMOS high-data-rate receiver is presented in this thesis. The three basic

building blocks of optical fiber communication systems are the transmitter, the fiber, and the

receiver. Chapter 2 reviews the transmitter and fiber in detail, and give a brief description of the

receiver. The building blocks in the traditional architecture of a fiber optic receiver is described in

detail in chapter 3, together with their circuit implementations. The disadvantages and limitations

of traditional receiver architecture are pointed out. In Chapter 4, a new parallel receiver architec

ture is proposed to relax the speed requirement imposed on the technology for implementation.

The key building blocks involved in this new parallel receiver architecture is also discussed in the

same chapter. In Chapter 5, the design of a prototype implementing the parallel architecture is

described in detail with the circuit requirements and circuit solutions. Experimental results from a

prototype implemented in a 1.2-jim CMOS technology are presented in chapter 6. Chapter 7 sum

marizes the research results, and conclusion is drawn with a discussion of further improvement

and future work.



Chapter 2 Optical Fiber Communication System

2.1 Introduction

The development ofthe laser and the optical fiber has brought about a revolution in com

munication system design. In the 1960s, the laser evolved from alaboratory curiosity to become a

versatile and widely applied family of devices and systems. In the 1970s, the optical fiber was

developed from an idea with some promise to be aproven communication channel capable of car

rying high data rates with low attenuation over distances far exceeding those used in coaxial and

microwave systems. In the 1980s, optical fiber communication systems technologies are achiev

ing abroad and still expanding range of successful commercial applications and are expanding

the horizons of optical fiber systems capabilities.

An optical fiber communication system consists of three principle parts: the transmitter,

the fiber, and the receiver, as shown in Figure 2-1. When binary information is transmitted, one for

mat may be converted to another; e.g. Non-Return-to-Zero (NRZ) data may be converted to

Return-to-Zero (RZ) or M-tary patterns, or the line rate may beraised by transmitting extra bits for

framing andcoding. These modification facilitate demultiplexing, error detection, andclock recov

ery. For transmitting analog information, the input signal may be predistorted tocompensate for

non-linearities inthe light source, ordigitally encoded to subcarrier frequency modulated to cir

cumvent non-linearities. Agoodsummary ofcoding and analog modulation techniquescan be

found in[3] [4]. This chapterwill concentrate ondirect intensity modulation of the light source for

transmission, as it is employed in most practical high-data-rate systems.

The following sections will give a brief description for each of the three main parts, and
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Figure 2-1 Block Diagram of a Basic Optical Fiber Communication System

the limitations that each part imposes on the total system performance. Receiver Implementation

is the main focus in this thesis and will be described in detail in Chapter 3.

2.2 Transmitter

A digital transmitter converts the electrical signals into corresponding light-intensity enve

lopes. Such direct modulation is intended to affect only the average optical power. Any phase or

frequency information incidently imparted to the optical carrier itself is not used at the receiver.

This information is however used in another class of systems which employ coherent

transmission [5].

The maincomponents ina transmitter are a coder (with multiplexing function), a device

driver, and a light source.

2.2.1 Light Source

While optical fiber transmission uses light energy tocarry the information, at the present



state of the art, the signals are generated and manipulated electrically. This implies an electrical-

to-optical conversion at the input to the fiber medium is needed. Two semiconductor devices,

light-emitting diodes (LEDs) and semiconductor lasers, are suitable for use in terms of device

dimensions, speed, efficiency, electrical characteristics and reliability.

2.2.1.1 Light Emitting Diode (LED)

Optical power of aLED is produced in aforward-biased p-n junction diode by the radiative
recombination of holes and electrons. The power is proportional to I, the input current, and hf, the

energy of the photon, where his the Planck constant and fthe frequency of light emitted. The con
stant of proportionality is the quantum efficiency r\.

P=Tl-hf (EQ2-1)

Because the relationship between Pand Iis linear, the LED can be intensity modulated

by modulating the input current. Optical frequency and phase modulation are not feasible when

the light source is aLED because the LED output is incoherent; i.e. its spectrum is spread over a

range of wavelengths which is large with respect to the bit rate for transmission. The spectrum can

be narrowed by using adouble-heterostructure instead of asingle p-n junction. The double-hetero-

structure (DH) LED as shown in Figure 2-2, consists of anarrow-bandgap material, constituting

the active region, sandwiched between two wide-bandgap materials. The wave-length of the radi

ation is determined by the narrow-bandgap energy. The DH LED has several advantages over the

single p-n junction diode. The recombination region, from which light is emitted, is well defined by

the structure ofthe device. The internal quantum efficiency can be higher than that ofthe homo-

junction diode. Because the wide-bandgap material has lower index of refraction, thedouble het-

erostructure constitutes adielectric waveguide that confines the lightwave and results in higher

external quantum efficiency. The wide-bandgap material can be made transparent atthewave

length ofthe lightwave, thus reducing attenuation and further increasing the internal quantum effi

ciency.

LED devices are available in two basic types, edge-emitting and surface-emitting. The
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edge-emitting LED is usually astripe-contact device. Light generated in the active region propa

gates parallel to the stripe and is emitted from one end of the active region. Light propagating in

other directions is lost. The surface-emitting LED is usually designed to couple light directly into an

optical fiber. The surface through which light isemitted iscircular, with a diameter similar to that of

the fiber. Because the output is taken from aside of larger area, the external quantum efficiency of

the surface-emitter can be larger than that of the edge-emitter.

2.2.1.2 Semiconductor Junction-Diode Laser

The semiconductor junction-diode laser is the dominant laser in optical fiber communica-



tion systems. The laser consists of an optical cavity resonator, and an amplifying mechanism com
pensating for the losses of the passive resonator. In the semiconductor laser, the optical resonator
is normally aFabry-Perot interferometer with two plane mirrors. Amplification in the laser is pro
vided by the stimulated emission of radiation. Electrons at excited energy levels can be stimulated
to decay to atower-energy state by an incident lightwave, emitting aphoton in the process. The
energy of the photon and the frequency of the lightwave are related by

E=hf =X (£Q 2-2)

where c is the speed of light.

One of the requirement for lasing is to have the gain, as lightwave propagates in an ampli
fying medium, larger than the losses in the passive resonator which includes absorption, scatter
ing, and transmission through the mirrors. This requires population inversion of the minority carrier
concentration in the medium. Apopulation inversion requires some kind of non-equilibrium condi

tion to create and sustain it. Means for sustaining apopulation inversion are called pumping. With
an adequate pump rate, the population inversion will produce enough gain to cause lasing to
begin, and the laser field will increase in strength. Saturation ultimately causes the gain to
decrease until the gain and total loss are equal; this is the steady-state condition.

The frequency of oscillation is determined by the resonant frequencies for which the gain
is greater than the total losses. There can be several modes of oscillation occurred at the same

time. However, single mode operation can be achieved by the integration of wavelength selectivity
directly into the semiconductor laser structure. As an example, adistributed-feedback (DFB) laser
integrated agrating region in the pumped part of the gain region for wavelength selectivity.

In the semiconductor laser, pumping is done by providing a direct current in the forward

direction in the junction diode. The steady state photon density can be expressed as [6]

x h

♦• =(^)(J-Jth> (EQ2-3)

where xph is the characteristic lifetime of photon, d is the length of the resonator and J^ is

7



the threshold current density for lasing. The power density can then becalculated from the photon

density by reconizing that each photon carries energy hf, and are moving with velocity c/nwhere c

Is the speed of light and n is the reflective index of the medium.

Modulation of the laser is similar to modulation of the LED. The linear P versus Icharac

teristic provides linear intensity modulation ofthe laser output powered by modulating the input

current. However, even for pulse signals, the biasingcurrent is often set at a value near the thresh

oldcurrent because of the time required for the pulseto reach its peak value can be made shorter

If the current and the population ofelectrons in theconduction band do not have to build up from

zero.

2.2.1.3 Comparison of LED and Laser

The LED outputis incoherent, therefore only intensity modulation is possible. The wide

spectral width ofthe LED also setsa limit onthebit-rate distance product through material disper

sion. The laser output is much more coherent, meaning that it has a single frequency with lin-

ewidthsmallcompared withthe signal bandwidth, making itthe onlychoice ifcoherent modulation

and demodulation is needed. Shown in Figure 2-3 are sometypical output spectra of different

kinds of LEDs and semiconductor lasers.

The LED emits light spread over a much larger solid angle than a laser. The poor directiv

ity of the LED implies that asmaller proportion of the power is coupled into the fiber, particularly for

a single mode fiber which accepts light only at smaller incident angles. Thus, the laser is neces

sary for single mode fiberexcept for short distance where the attenuation is low.

Adevice driver isneeded tocontrol the current flowing through thelight source in order to

modulate the optical power emitted. LED is characterized by asingle pole frequency response and

can be modulated at frequencies upto 100*s MHz. Asemiconductor laser source is much more

complicated. The maximum modulation frequency depends on the frequency response and

turn-on dynamics of the laser. Asemiconductor laser can be modulated up to 10 GHz depending

on the structure and bias point.
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The maximum power emitted by aLED is about 100uW (-10dBm) while the laser can go

up to 10mW (10 dBm) with 1mW (OdBm) being typical. However, the light output ofthe laser is

very temperature dependent as shown in Figure 2-4, and hence it is generally necessary to moni

tor the light output andcontrol the driving current using a feedback circuit.

Onthe other hand, LED is much cheaper and reliable than semiconductor laser and the

driver is much simplerwith lower biasing currents.

With modest launched power and speed, and broad spectral width, LED is used for

short-distance, medium-bit-rate (50 to 500Mb/s) applications. With high reliability, LED is also

used in high-temperature or uncontrolled environments such as for data links within high-speed

equipments, in local area networks, or in the telephone subscriber loops.

Laser provides a higher-quality lightwave source than does the light-emitting diode. For

many optical communication system applications, the advantages that the laser can offer are valu

able. Given the 10-30dB additional launched power levels compared with LED, higher speeds and
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narrowerspectral widths, lasers are useful over a significantly wider bit-rate*length region. Forthe

long term, the semiconductor laser is the source of choice, especially when single mode fiber is

dominating these days. However the laser is considerably more expensive than the LED and also

has poorer reliability.

2.2.2 Coder (MUX)

Indigital data communications, the optical fiber has bandwidth much greater than most

applications required. Most of the time the input to the driver is a time-division-multiplexed (TDM)

versionof many input bit streams, e.g. Synchronous Optical NETwork (SONET) [7]. SONET has

basic transmitting rate of 51.84Mb/s. The communication lines are called OC-n where n is an inte

gerandthe lines is transmitting at a rate of n timesthe basic rate. e.g. OC-9 is a line transmitting

at 466.56Mb/s which may be a TDM version of three OC-3 signals, each has a bit rate of

155.52Mb/s. High speed multiplexer, for time division multiplexing, with data rates in the range of

30Gb/s has been realized [8] witha record set at 34Gb/s [9].

For some application, scrambling may be required. There are many reasons for scram-

10



bling the signal. It canbe due to security reasons which one does not want to have unauthorized

access to the transmitting data. Another reason may be system requirements. Some transmitting

and receiving systems require the transmitted signal to be randomized or having 50% duty cycles

(no DC content). Redundant bit(s) maybe incooperated into the transmitted bit stream for error

detection, or control framing for demultiplexing, or control the line spectrum for clock recovery. As

a result, sometimes acoder is required at the transmitter. Coding does not require high speed cir

cuitry because it is done in low data rates before being multiplexed up. However because of the

added redundancy, it loweredthe effectivebit rate of the transmitted data.

2.2.3 Driver

The basic function of the driver for digital transmission is to provide ahigh current pulse to

turn the light source on and off. Since there are two types of light source and they have different

characteristics, two types of drivers are needed.

2.2.3.1 LED Driver

LEDs arefrequently operated with a small forward biasinthe "off" stateto overcome the

turn-on delay associated with the space-charge capacitance ofthe junction. To this bias, the trans

mitter adds a high-speed drive current of 25to 200mA to reach the "on" state. With series resis

tanceof a few ohms (series resistance rd ofa forward biased p-n junction), LED drive current can

be provided bysimply using a line-driver IC from logic family appropriate for the speed.

A genericblockdiagram is shown in Figure 2-5. An important characteristic of LEDs is

that their optical outputs decrease with temperature exponentially. Therefore, to stabilize the out

put power, atemperature compensated control isneeded to increase the driving current with rising

temperature [10]. Analternative way is to stabilize the temperature of the LED is using a Peltier

active-cooling device. Such a thermoelectric cooler (TEC) is usually integral to the LED package.

For high-data-rate operation with bit rate above 100Mb/s, special compensation orspeed

up networks are required.The problem is that a highcurrentpulse must be generated which drives

a series connection of a low-ohmic loadand a relatively large parasitic inductance mainly caused

11
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by the bond-wires, which is paralleled by the output capacitanceof the laser drivercaused by the

junction capacitance of the large output transistor. As a consequence of these facts, severe ringing

may occur, whichalsocauses large time jitter. Therefore, ringing must be reduced by appropriate

circuit and transistor design and bydamping the parasitic resonance circuit atthe output by using

additional resistors. However, these techniques degrade pulse steepness and thus reduce maxi

mum bit rate. Therefore, as an important precondition for achieving high-data-rate operation, the

parasitic inductance should be minimized. This can be overcome if the LED can be integrated with

thedriver on a single chip. High DC bias levels or circuits that actively remove stored charges are

also used [11] to speed upthe charging process. By using avery-high-speed LED and using

GaAsFET as driver, operation up to Gb/s hasbeen reported [12].

12



2.2.3.2 Semiconductor Laser Driver

The laser driver has the same problems of a LED driver. On top ofeverything mentioned

in Section 2.2.3.1, there is an additional problem of the lasing threshold as explained in

Section 2.2.1.2.

The threshold current l^ is the forward injection current at which optical gain in the laser

cavity exceeds losses. Additional injected current is converted efficiently to light through the pro

cesses of stimulated emission. Once lasing occur, a lower driving current is needed for the same

optical output as for the LEDs.

The turn-on time for the laser is increased dramatically when the DC biasing current used

in the off-state is closeto thisthreshold current. Abias atorabove threshold also reduces over

shoot and ringing associated with laser turn-on. As the DC biasing current is increased beyond the

threshold, laser frequency response rises. However, this advantage is offset byreduced extinction

ratio, which results in degradated sensitivity at the receiver. Therefore, the design goal is to pro

vide bias near threshold that optimizes the turn-on characteristics for the specific application.

The major design problem is that the threshold current varies with temperature as shown

in Figure 2-4. Therefore to stabilize the laser operating point with regard to both temperature and

time, feedback regulation ofthe DC biasing current is needed. Stabilization is accomplished by

monitoring the light output ofthe laser with a photodiode. Bias adjustment using low-frequency cir

cuitry stabilizes the photocurrent ofthe monitor, hence the laser operating point [13].

As inthe LED driver case, for high-data-rate operation, interactions among all circuit ele

ments, interconnections, and packaging haveto be considered. Operation up to 3Gb/swith a cur

rent swing of 30mA has been reported [14]. In the future, monolithic integration of the laserwith

the driver should result in highest speed performance as interconnection lead inductance severely

limits laser performance.

13



2.3 Optical Fiber

Optical fibers have become the preferred transmission medium for datacommunication

because they are capable of transmitting light for long distances with high bandwidth and low

attenuation. Not only this but they offer freedom from external interference, immunity from inter

ception by external means, and inexpensive with abundant raw materials.

2.3.1 Modes of Propagation

An optical fiber can be considered as a waveguide based on total internal reflection for

light propagating inside the fiber. Ifwe assume for the moment that the conditions for total internal

Figure 2-6 Numerical Aperture of a dielectric waveguide

reflection at the boundaries of the waveguide are requirements for propagation, we can consider

the mannerinwhicha lightwave must enterthe guide in order to satisfythese conditions. The geo

metric relationships are illustrated in Figure 2-6. By applying Snell's law to the wave incident on

the end of waveguide, itcan be shownthattotal internal reflection can take place insidethe guide

for

r\0sinQ <n^cosQ (EQ 2-4)

where 8C isthe critical angle for total internal reflection and the maximum value of sine0

that can satisfy this equation is called the numerical aperture, NA, ofthewaveguide. Specifying

14



the NAis the standard way of specifying the range of anglesof incidence over whichthe

waveguide will accept input wave. If theoutside medium is air then n0 =1 and
1

NA = (n2-n2)2 (EQ2-5)

While the ray model gives some insight into the behavior of light in anoptical fiber

waveguide, this model is inadequate togive an accurate description since in practice, the radial

dimension "a" ofthe fiber isontheorder ofwavelength ofthe light. The ray model predicts that

there isacontinuum ofangles for which the light will bounce back and forth between core-cladding

boundaries indefinitely. Amore refined model using Maxwell's equations to predict the behavior of

light in thewaveguide, finds that in fact there are only adiscrete and finite number ofangles at

which light zigzags indefinitely.

Aset of eigenvalues can be found to satisfy the Maxwell's equations. Each eigenvalue

defines a "mode" thatwill, if excited, be sustained in thewaveguide. Also, there is a cut-off fre

quency atwhich there will be no solution. This cut-off frequency can be usedtodecide how many

modes can propagate in the fiber. The normalized cutoff frequency is
i

V =27t*(n2-n2)2 =2tt*(NA) (EQ 2-6)

where V is the normalized cutoff frequency, a is the diameter for the core and X is the

wavelength of the propagating light. As the radius of the core is reduced, V is reduced and fewer

and fewer modes areaccommodated. It can be shown that for V <2.405, there can onlybe one

single mode for propagation. Basedon this, optical fibers can generally be classified as single-m

ode fiber where only one mode is allowed to propagate, and multi-mode fibers where more than

one mode is allowed to propagate.

2.3.2 Attenuation and Dispersion

The bandwidth or bit rate which can be transmitted through an optical fiber for a given

length is basically limited by two major factors, the attenuation of the signal inside the fiber and the

dispersion of the signal. With high-data-rate in the range of Gb/s, the maximum distance without
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repeater is limited by dispersion and for low data rate below Gb/s, the maximum distance is basi

cally limited by attenuation [15].

2.3.2.1 Attenuation

Attenuation in the optical fiber is the loss in signal powerthat inevitably results as light

travels down an opticalwaveguide. There are four majorsources of attenuation - scattering of light

by inherent inhomogene'rties in the molecular structure of the glass crystal, absorption of the light

by impurities inthe crystal, losses inconnectors,and losses introduced by bending of fiber. Gener

allythese losses are affected by the wavelength of the light, whichaffects the distribution of power

between core and cladding as well as scattering and absorption mechanisms. The effect of these

attenuation mechanism is that the signal powerloss indB is proportional to the length of the fiber.

2.3.2.2 Dispersion

Dispersion is the difference in time of arrival of the signal resulting in a form of distortion.

It limits the rate at which data can be transmitted through the medium. Dispersion inoptical fiber

can be related to the frequency dependence of the indexof refraction. This implies the velocityof

propagation is a function of frequency. Dispersion can arise from three major sources, material

dispersion, waveguide dispersion and modaldispersion. Material dispersion results when the

dielectric constant, andtherefore the index of reflection is a function of frequency. Waveguide dis

persion results when the propagation constants for the waveguide are functions of frequency. For

multimode fibers, modal dispersion results because each mode will have a characteristic group

velocityand corresponding propagation delay. The modaldispersion is the difference between the

longest and shortest propagation delay.

2.3.3 Single-Mode Fibers

2.3.3.1 Single-Mode vs Multimode

The first low-loss fibers fabricated byCorning Glass Works in 1970 were single-mode

(SM) fibers, since the transmission characteristics of such fibers were expected to be best suited
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for datacommunication. However, to get asingle mode fiber, the normalized cutoff frequency V
must be smaller than 2.405 which implies asmall fiber radius aand small difference in the reflec

tive index An =n, - n2. This makes the fiber more difficult to manufacture and it also make the

numerical aperture NA small and coupling lightwaves into the fiber more difficult. As aresult, in the

early stage, development efforts were first concentrated on large-core multimode (MM) fibers.

With the development of semiconductor light sources and the growing demand of longer
distance, wider bandwidth transmission, SM fibers was reintroduced and have become the most

widely used optical transmission medium in datacommunication. their major advantage over MM
fibers is the absence of modal dispersion and modal noise, making It the lowest cost, largest band
width transmission medium available. MM fibers are only used In short distance applications these
days.

Important design considerations for SM fibers are low transmission loss, suitable disper
sion characteristics, low splice loss, and low bending loss.

2.3.3.2 Dispersion in SM Fibers

In SM fibers, modal dispersion is eliminated. The two other types of dispersion remains

are the material dispersion and waveguide dispersion. The total dispersion can be approximated
by [16]

DT=L7k =DM +DW

Dm = - •
i dN 2

rM c dA.

D - —_L_£
,2

V.-CL(Vb) s- "™:"2 X
(2rca)22cnfdV

(EQ 2-7)

1.984N,

Where DM is the material dispersion and Dw is the waveguide dispersion. n2 is the reflec

tive index, and N2 is the group reflective index of the cladding material defined by c/Vg; cis the
speed of light and Vg isthegroup velocity ofthe light pulse; \ isthe wavelength used, V is the nor

malized cutoff velocity, a isthe radius ofthe core and b is the normalized propagation constant.
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Multiplying DT by the distance travelled and the width of the light pulse, the spread intime can be

calculated.

The important result from (EQ 2-7) isthatthe waveguide dispersion is of opposite signof

the material dispersion. As a result, by adjusting the fiber core radius a,the material dispersion can

be controlled to give a null at a desired wavelength. A further refinement inthe design of SM fibers

is the use of morecomplex index profiles. One possible design is the quadruple-clad step index

profile. By using such profiles, it is possible to achieve relatively low total dispersion over a wide

range of wavelengths andtherecanbe two wavelengths of zero total dispersion. The profiles and

dispersion characteristics of these SM fibers are shown in Figure 2-7.

2.3.3.3 Attenuation in SM Fibers

Attenuation instate-of-the-art SM fibers is primarily caused by two fundamental physical

phenomena that establish a lower limit to the fiber attenuation. In the short wavelength end of the

range, the limit is due to the intrinsic Rayleigh scattering of the doped fused silica, which

decreases with the inverse of4th power ofwavelength. The lower limit on attenuation atthe longer

wavelength isdetermined byatomic absorption. For wavelength longer than 1.6jim, the absorption

is due to the intrinsic infrared tail of the Si-0 and/or Ge-0 vibrations.

Excess loss caused bywaveguide imperfections and metallic impurities are negligible

even intoday's mass-produced fibers made by anyof the commonly-used preform fabrication

techniques and minimum losses can beobtained at awavelength of 1.55um An additional peak of

lossat 1.38nm isdue to the Hydroxyl ion (OH) absorption and canbe practically minimized

through suitable dehydration ofthe preform and limited tobelow 2dB/Km. The range of spectral

tosses is shown in Figure 2-7.

In addition to the fundamental limits on scattering and absorption losses, there are other

practical factors that can introduce additional losses such as micro-bending losses, splicing

losses, and connecting losses. However these can be kept small as evident from Figure 2-7.
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Figure 2-7 Attenuation, Dispersion, and Reflective Index Profiles of SM Fibers
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2.3.4 Erbium-Doped Fiber Amplifiers (EDFAs)

Coherent lightwavetechniques can be used to construct long-distance digital transmis

sion systems without regenerative repeaters. Instead of repeaters, opticalamplifiers are placed at

intervals along the fiber, much as conventional amplifiers are used in analog coaxial-cable sys

tems. The difference between regeneration and amplification is not merely one of nomenclature. A

regenerative repeater as currently implemented requires optoelectronic devices for source and

detector, as well as substantial circuitry for pulse slicing, retiming and reshaping. The optical

amplifier, on the other hand, is in principle much simpler; it is a single component that delivers at

its output a linearly amplified replica of the optical input signal. In additional to simplicity, the

advantage to this approach is flexibility. The same amplifier can be used for any modulation

scheme at any bit rate. Indeed, if the amplifier is sufficiently linear, a single device can simulta

neously amplify several signals at different wavelengths and bit rates.

There are two promising approaches to optical amplification: semiconductor amplifiers,

which utilizestimulatedemission from injected carriers [17] [18], and fiber amplifiers, inwhich gain

is provided by stimulated Raman or Brillouin scattering of fiber dopants [19] [20]. The semiconduc

tor optical amplifiers have the advantages of smaller size and lower power consumption due to

direct injection pumping. However, they aresensitive to polarization and have a large connection

loss when connected to transmission fibers. As a result, they are mostly suitable for use when

combined withoptical integrated circuits and optoelectronic integrated circuits. On the other hand,

fiber amplifiers are directly connected to the transmission fiber and connection loss is small.

Although there are manyattractions to using Raman gain mechanism, high pump power is

required andthe pump and signal polarization have to be aligned for higher efficiency. The Erbi

um-doped fiber amplifiers (EDFAs), on the other hand, have the extra advantage of polarization

Insensitive and low power level ofthe pump power. Asa result, EDFAs will be the choice as optical

amplifiers for future all-optical networks.

An EDFA mainly consists ofan Erbium-doped fiber (EDF), an optical coupler, and a pump

light source. There are three basic configurations ofEDFA, classified mainly bytheir pump light

propagation direction. Forward pumping gives the best noise performance and is shown in
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Figure 2-8. The type of EDFA used depends onthe applications.
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Figure 2-8 Forward Pumped EDFA Configuration

The purpose of an optical receiver is to convert amodulated optical signal to an electrical

signal and to recover from electrical signal whatever information had been impressed on the opti

cal carrier. This information may be digital or analog, and the optical carrier may be modulated in a

variety of ways, including amplitude modulation (AM), frequency modulation (FM), and phase

modulation(PM). However, because asimple optical detector implemented by either PIN diode or

avalanche photodiode (APD) is an ideal AM envelop detector, but is insensitive to phase or to

small changes in wavelength, it is amplitude modulation that is used extensively in present optical

communication systems. Frequency and phase modulation are being investigated in many labora

tories for use in coherent optical transmission [21] but in this thesis,we will concern with the con

ventional approach ofamplitude-modulated optical signals and the design of appropriate

direct-detection receivers.

Analog transmission is notcommonly used inoptical systems because of the non-linear

characteristics ofoptical sources (laser and LEDs). Digital modulation, also known as on-off key-
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ing, is easily accomplished with these sources by modulation of bias current as explained in

Section 2.2.1. The simplicity of modulation plusthe extremelywide bandwidth of optical fibers

have made binarydigital transmission the method of choice forthe majority of optical communica

tions systems. Adirect detection digital transmission consists of a steam of light pulses, where the

presence of a pulse corresponds to the transmission of a binary"1", and the absence of light cor

responds to the transmission of a binary "0".

Shown in Figure 2-1 is a block diagramof a basic datacommunication receiver. First,

there is a photodetector and a tow-noise preamplifier that converts the input photon into photo-cur

rent, and subsequently into a low level voltage. These two blocks form the front-end for the

receiver and is sometimes called collectively as a photoreceiver. It is then followed by a main

amplifierthat serves several purposes - equalization of roll-off in the front end (not always neces

sary), low pass filtering to limit the noise bandwidth to the minimum required, and high gain ampli

fication with limiting amplifier or automatic-gain-control (AGC) amplifier. For optimal performance,

it is necessary to extract timing information from the received signal in order to synchronize the

process of makingdecision on the noisy main amplifier output. For this purpose, the output of the

main amplifier is also fed to a clock recoverycircuit that generates a clock signal at the baud rate

synchronizedwithtransitions inthe received data. The decision circuit then use this timing infor

mation to compare the input with a fixed threshold level set to the center of the received eye pat

tern to give an equal probability of error for decisions on both Vs and 0's. Once the digital data is

regenerated from the analog waveform, the high-data-rate bit stream is then deserialized back to

it's parallel form by a demultiplexer, and passed to a digital data link control for high level manipu

lation of data received.

For most lightwave communication systems, the receiving function limits the maximum

data rates for transmission. The optical fiber itself has awide bandwidth, larger than 40GHz, larger

than any electronic components can handle. The transmitters using high speed technology and

semiconductor lasers can operateabove 10Gb/s. The digital blocks of the receiver, such as the

demultiplexers and decision circuits, can also operate above 10Gb/s, but the analog blocks such

as the low noise preamplifier, main amplifier, andclockrecovery circuit, todate, still cannot break
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through the 10Gb/s barrier even with the fastest technology available.

High-data-rate receiver design is the main topic in this thesis and will bediscussed with

more detail in Chapter 3.

2.5 Probability of Error and Quantum Limit

If one consider an ideal photodetector followed by anoiseless electronic amplifier, it is

possible to derive the minimum received optical power required for acceptable bit-error-rate (BER)

performance in adigital transmission system. This minimum received power level, known as the

quantum limit, is a result of the statistically random nature of light absorption in amaterial medium.

The probability of receiving exactly nphotons during apulse interval T, when the average number

of photons received during this interval is N, is given by aPoisson distribution P[n]

Nne~N
Pf"] =—pi— (EQ2-8)

The probability of making anerror can be expressed as

- p[error] = p[error|1]p[1] +p[error|0]p[0] (EQ2-9)

When "0" is transmitted, no photon will be received andthe decision will be made with

probability oferror equals tozero. When "1" is transmitted, even though theaverage number of

photon transmitted is N, there is a finite probability that none will be received, causing an error. If

we assume there isan equal probability oftransmitting a"V and a "0", then the probability oferror

is pferror] =p[n=0]-1/2 +0-1/2 =1/2e"N. For aBER of 10"9, N=20. This implies an average of 10

photons perbit is the quantum limit provided everythings are perfect.

Although the quantum limit is of interest as abasis for evaluating the performance of spe

cific systems, it is not a realistic measure of the sensitivity ofsuch systems. Two assumptions are

unrealistic; the first oneisthat when no signal istransmitted, the output ofthedetector will bezero,

and the second assumption that when asignal is transmitted, the only output is due to signal pho

tons from the transmitter. The major source of violation comes from the fact thatthere is noiseboth
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with the photodetector andthe amplifier following it.

Noise is characterized with a Gaussian probability density function

P(X) =—J=exp
cj2n 2^ c ;

(EQ2-10)

where u is the mean and o the rms deviation from the mean value.

For pulse code modulation, abinary "V* would berepresented byasignal voltage ofmean

value V0 and abinary *'0M by zero volt. In each case, noise will cause a rms deviation from the sig

nal voltage of o volts. If the threshold is placed atVy2, and let
oo

Q(x) =P[X>x] =Jp(x)dx (EQ2-11)
x

where Xfollows a standard normal distribution with \i=0 and o =1. Assuming the proba

bility of receiving a "1" is the same as receiving a "0", andthe noise mechanism is the same in both

cases, the probability of error can be calculated from (EQ 2-9) to be

M ^,VSNR
= Q(—y-) (EQ2-12)

For a BER of 10*9, V0 =12o, or asignal-to-noise (SNR) ratio of 21.6dB; for a BER of

10*11, aSNR of 22.5dB is needed. For high BER or high SNR, Q(x) can be approximated by
x2

Q<x>--S—e 2 (EQ2-13)

On a log plot ofthe BER vsthe input Voltage, the input referred SNR can becalculated

from the slope of the curve. If two such curves are measured with different (x-u)*s, then the magni
tude of the rms deviation, orthe rms noise, can alsobe calculated.
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Chapter 3 Traditional Receiver Architecture

3.1 Introduction

The traditional architecture of anoptical fiber receiver is shown in Figure 3-1. It can be
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Figure 3-1 Traditional Architecture for Digital Fiber Optic Receivers

basically divided into a photoreceiver front-end and a data regeneration and manipulation back-

end. This chapter will look into each functtonal block in more detail and identify the performance

limits.
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3.2 Photo-Detectors (PDs)

The function of the photodetector isto convert the normally weak optical signal into a cor

responding weak electrical signal. Subsequent stages in the receiver provide amplification and

signal processing.

There are quite a variety of photodetectors such as PIN photodiodes, avalanche photo

diodes (APDs), Metal-Semiconductor-Metal (MSM) photodiodes, phototransistors, photoconduc-

tors. However only PINs andAPDs will be described in detail herein, as they have demonstrated

thebestcharacteristics over the photoresistors and photoconductors for datacommunication appli

cations, and MSM detectors are onlyused in integrated optoreceivers.

3.2.1 Semiconductor Photodiodes

Both PINs and APDs are semiconductor photodiodes. As an electromagnetic wave prop

agatethrough a semiconductor, the wave maydeliver enough energyto a valence electron to free

it from the covalent bond that holds it in its place inthe crystal structure. When this occurs, an

electron-hole pair is created and a photon is removed from the wave. The electron that has been

excited into the conduction band and the hole in the valence band are now free to move under the

influence of an electric field. If anelectric field is present in the region where electron hole pairs

have beencreated, the electron and the hole are accelerated in opposite directions and are swept

out of the region. This motion of charges in the semiconductor induces a current that can be

detected in the external circuit. The charges released bythe incident photons arecalled photocar-

riers. The external current due to the motion of these charges is the photocurrent.

3.2.2 Responsivity and Quantum Efficiency

The responsivity of a photodiode R isdefined as the output photocurrent produced per

unit of incident optical power. An incident optical power of Pwith frequency f is equivalent to P/hf

photons per second, where h is the Planck's constant. Let t\ be the ratio of the average number of

electrons excited into the conduction bandto the number of incident photons. The average num

ber of electrons per second, or the photocurrent will then be
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I - nnP (EQ3-1)

and the responsivity is

R=P=hf=^24 ^,n^rn) (EQ3-2)

The term 11 is the quantum efficiency of the photodiode. Its value is less than unity and is

determined by both the properties of the semiconductor material(s) and the physical structure of
the device. It can be expressed as

T!= (1-r)(e-ad)(1-e"a»W) (EQ3-3)

The first term is due to the reflection loss from the front surface of the photodiode, the

optical power that passes through the front surface and into the photodetector is then (1-r)P. The

second term is due to the absorption loss of the input optical power when it gets through the region

of length dwhere no electrical field exists. Charges produced will recombine back without any sig

nificant effect on the photocurrent. The wave then enters the high field depletion region of width W

where the usual absorption takes place. The attenuation in this region is represented by the third

term. The first two terms are due to the physical structure of the device and can be design to make

rsmall for low reflection loss and dsmall for low absorption loss. The third term is both structure

dependent and material dependent. Wcan be made large but then it takes more time for the carri

ers to be swept through this region, so there will be aspeed vs gain trade-off as usual, aand ccp
are essentially the same, it is determined by the bandgap energy of the material(s) used.

Some typical photodiode spectral response is shown in Figure 3-2. Silicon is the material

most commonly used in photodiodes for wavelength shorter than 1urn. it is not used for 1.3nm and

1.55u.m wavelengths because the bandgap energy of Silicon is too large for these long wave

length spectral regions. From Figure 3-2, it appears that Germanium and compound semiconduc

tors suchas InGaAs should be useful in longer wavelengths.
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Figure 3-2 Typical Photodiode Spectral Response

3.2.3 PIN Photodiode

The most commonly used semiconductor photodetector in longwavelength optical com

municationsystems is the PIN photodiode.The P-l-N photodiode is a p-n junctionstructure witha

very lightly doped "intrinsic" region between the normalp and n type regions. The normal mode of

operation ofthe PIN photodiode is byapplying a reverse biased voltage, the intrinsic region is

completely depleted, thus establishing a highelectric field region with no free carrier. This mini

mizes the darkcurrent flow inthe absence of light. Thedark current in a PIN photodiode is typi

cally inthe rangeof 10nA. With state-of-the-art design, the lowest darkcurrent reported is below

0.1nA[22].

To maximize the quantum efficiency and hence responsivity, photon absorption in the
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depletion region should be maximized, and minimized elsewhere. From (EQ 3-3), this can be done

by increasing the width Wof the depleted intrinsic region, and by using amaterial with large

absorption coefficient ap, However, if a is approximate the same as otp, loss will increase before

the optical wave reaches the intrinsic region, acan be made smaller than otp by applying ahetero-
structure similar to those used in the light sources. If the material through which the optical wave

enters the device can be selected to have abandgap larger than hf, it will not absorb energy from

the wave as it passes through this section of the photodiode. Absorption is thus confined to the

regton where it is effective in producing photocarriers. With such design, quantum efficiency as

high as 0.95 can be achieved with InGaAs PIN photodiodes, making it the most frequently used
device for long wavelength communication systems.

The rate at which the photodiode can respond to changes in the intensity of the optical

input signal is ameasure of the maximum information rate or bandwidth of the photodetector. The

ultimate bandwidth of the device is limited by the carrier transit time, the carrier diffusion time, and

the hole trapping at heterojunction interfaces; with the carrier transit time being the dominating fac

tor. The transit time of the PIN photodiode is limited by the high-field, saturated carrier velocity of

the slowest carrier The bandwidth of efficient InGaAs PIN diodes has been found to be greater

than 20GHz [22] with aquantum efficiency of 0.8. If the intrinsic region's width Wis allowed to be

narrow, frequency responds as high as 67GHz has been reported [23]; although at these width, a

significant loss in quantum efficiency isexpected.

In practise, because of the wide bandwidth of the PIN photodiode. the detector's band

width is limited by the extrinsic RC time constant, where Ris the effective resistance of the exter

nal bias circuit, and Cis the photodiode capacitance. The photodiode capacitance depends on the

area of the photodiode, typically in the range of 0.5pF. When the area of the photodiode is small,
typically below 40u.m in junction diameter, the bandwidth is limited by the transit time, and for

larger diameters, it is limited by the extrinsic RC delay. There are several techniques to reduce the

parasitics at the interface of the photodetector and the amplifier. One approach is to use micro

wave design to compensate for the parasitics [24], bandwidth of 16GHz is achievable. Another

approach to integrated design is to fabricate the device elements at the closest distance possible
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so that the introduction of any parasitic reactances is minimized. Monolithic integration of opto

electronic integrated circuits (OEICs) isan attractive prospect, and recent advances have shown

encouraging receiver sensitivity improvement. It will be discussed later inSection 3.4.While

OEICs will become increasingly important, the fabrication technology of OEICs has not grown

quick enough to bear many practical applications, primarily due to the necessity of integrating

highly different devices onone chip. For near future applications of integrated receivers, a more

practical approach can be found in flip-chip integration, in which two existing elements are joined

directly by bonding. Abandwidth of 21 GHz is achievable using this technique [22].

The generation of photocurrent isa sequence ofdiscrete eventsthat includes the creation

of electron hold pairs and the motion ofthese charges under the influence of local electric field.

Each electron hole pair will result in apulse of current. The total current is the sum of many pulses.

The total current is not a smooth continuous flow but has variation about an average value. This

variation is the "shot" noise of the photodiode. The mean-squared value of the shot noise associ

ated with the photocurrent is

'n = 2qlB (EQ3-4)

where Iis the total photocurrent and B is the equivalent noise bandwidth.

3.2.4 Avalanche Photodiode (APD)

The photocurrents produced in the photodiode of optical communication receivers are

usually very small. Amplification ofthese weak electrical signals is necessary before useful signal

levels are established. One approach to amplify the signal isthe use ofan avalanche phenome

non to provide current amplification within the photodiode. The device that provides thiscurrent

amplification is the avalanche photodiode (APD).

APDs aresimilar to PIN photodiodes in thatthey areoperated underreverse bias, and

therefore inthe absence of large background dark currents. Unlike PIN photodiodes, APDs are

operated at sufficient high reverse voltage suchthat photocurrent gain due to impact ionization of

carriers with the lattice atoms occurs. Detail studies of the avalanche mechanism can be found
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in [25]. The important result isthat acurrent gain factor M, which is a function ofthe applied

reversed voltage, results from theavalanche mechanism, thus, improving the responsivity ofan

APD byMtimes over the PIN photodetectors. Most long-distance high-data-rate lightwave trans

mission systems operating near 1.3um or1.55um have utilized InP/lnGaAsP/lnGaAs APDs In the

front-ends of the receiver becauseof the excess gain factor M.

The bandwidth ofAPDs is limited by the earner transit time, hole trapping at the hetero-

junction interface, and extrinsic RC time constant just as in the PIN photodiodes. Asa result, for

low gain setting, the bandwidth is constant just as a PIN photodiode. At high gain setting, the ava

lanche build-up time dominates. The bandwidth decreases proportionately with increasing gain M,

resulting in a constant gain-bandwidth (GBW) product. AGBW product as high as70GHz has

been reported in [26] though the constant bandwidth at low gain setting is only 8GHz due toa

higher carrier transit time because more layers are required than for the PIN photodiodes.

The avalanche current-multiplication process is a random process in that Mis only the

average, but not absolutely fixed multiplication factor. The number of secondary electrons and

holes that results from any individual injected electron or hole may differ from this average value

M. The multiplication process has its own fluctuations that are superimposed on any fluctuations

inherent in the primary photocurrent. The excess noise is usually represented by an excess noise

factor Fwhich in itself a function of M. The mean-squared total noise current is therefore

i* =2qlphFM2B (EQ 3-5)

where lph is the primary photocurrent without multiplying by M. It was shown in [27] that

the excess noise factor can be expressed by

F=kM+(1-k)(2-l) (EQ3-6)

where k istheearner ionization ratio. Note that Fincreases with increasing k asthe ran

domness increases with higher ionization ratio. As expected, when k= 0 and M=1, F=1 and the

equation degenerates to be the same as that of the PIN photodiode.
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3.2.5 Photodiode Equivalent Circuit

Figure 3-3 shows an AC equivalent circuit for both the PIN photodiodes andAPDs. The

Figure 3-3 AC Equivalent Circuit of Photodiode

current source ls represents photocurrent resulting from the detection ofan optical signal. Id is the

background dark current that flows with no input signals. In2 is the shot noise current of the photo

diode.

,d = 'du + M'dm (EQ 3-7)

|2 = 2q[ldu +M2F(M)ldm]B (EQ 3-8)

The back ground dark noise has two components, one is the unmultiplied dark current ldu

and the other one isthe multiplied dark current ldm multiplied bythe avalanche gain M. For a PIN

diode, Mis simplyone. The shot noiseterm also has two components, one is due to the unmulti

plied darkcurrentand the other is due to the avalanche gain M. Because of the randomness of the

multiplication process for APDs,there's an extraexcess noise factor Fwhich is a function of Mthat

has to be multiplied with M2 to get the variance in the multiplication gain factor M. For a PIN diode,

Mo 1and F(M) b 1 indicating that as expected, there is no excess noise. Cd is the parasitic non

linear junction capacitance ofthe p-n junction and Rs isthe series resistance which is usually very

small (5-1 Oft) and can be neglected in most cases. Cd depends onthe size ofthe photodiode and
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is typically 0.5pF.

3.2.6 PIN Photodiodes vs APDs

A comparison of PIN photodiodes against APDs is listed in Table 3-1. While PIN diodes

Photo

diodes

PIN

APD

Advantages

Simple to Use
Low Cost

High Speed
Reliable

Higher Sensitivity (5 to 15 dB
better than PIN)
Wider Dynamic Range
through Gain Variation

Disadvantages

Low Receiver Sensitivity
Low Receiver Dynamic Range

Gain Characteristic is Temperature Sensitive
Requires High Voltage Power Supply
Higher Cost
Dark Current and Excess Noise of LongWave
length APDsare still High, Limiting Their Useful
ness at Low Bit Rates.

Table 3-1 Comparison of PIN Photodiodes Vs APDs

have all the advantages ofa low power and low cost solution for a high speed photodetector, the

only draw back isthat it has a limited dynamic range and most ofall, low sensitivity. However, with

the advances made inboth fiber and semiconductor optical amplifiers as mentioned in

Section 2.3.4, there is a trend of replacing APDs with a combination of optical amplifiers and PIN

photodiodes because ofthe lack ofexcess noise. This approach is even more attractive fueled by

the integration of optical detector and amplifiers such as those in OEICs, as it is much more com

plicated to integrate an APD as compared to integrating a PIN photodiode. As a result, the future

solution will be an optical amplifier, such as Erbium-doped fiber, followed by an OEIC with a PIN

photodiode.

3.3 Low Noise Preamplifier

The preamplifier acts as an interfacebetween the photodetector and conventional elec

tronics. Once the signal is converted from the optical domain intothe electrical domain, inthe form

of a low level photocurrent, a low noise preamplifier is needed to bring the signal and noise ampli-
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tudes to a level where the noise produced in subsequent stages has a negligible effect on the

overall signal-to-noise ratio. As a result, the preamplifier and photodetector have to be considered

together to evaluate the performance and this combination is known as an optical receiver. The

primary performance parameters that determines the usefulness of an optical receiver is the sensi

tivity, bandwidth, dynamic range, and the interface to the remaining electronics.

The preamplifiers can be classified into three broadcategories, based on the equivalent

resistance seen by the photodetector. They arethe low-impedance, high impedance, and transim-

pedance preamplifier.

3.3.1 Low-impedance Preamplifier

Low-impedance preamplifiers typically consists of a photodiode operating into a low-

impedance amplifier, often through a length of coaxial cable or other transmission line. A terminat

ing resister RL equal to thetransmission line impedance isgenerally included to suppress standing

waves for uniform frequency response. Atypical low-impedance preamplifier is shown in Figure 3-

4.

Figure 3-4 Low-impedance Preamplifier

The first advantage of the low-impedance preamplifier is that it is simple, commercially

available 50Q RFamplifier can be used. The second advantage is that ithas a wide bandwidth as
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the RC time constant is extremely low due to a low load resistance. It also has awide dynamic

range asthe signal tothe preamplifier input is aavery low level. However, the disadvantage is

also due to the low load resistance. The noise of the low-impedance amplifier is dominating by the

thermal noise of the low resistance

72 _ 4kTFB

'l
'n = —p— (EQ 3-9)

where Fisthe noise figure ofthe amplifier and B is theequivalent bandwidth. The sensi

tivity is degraded heavily because of the low toad resistance. As aresult, it is only useful in applica

tion such as instrumentation where sensitivity is not a major concern.

3.3.2 High-impedance Preamplifier

Because of current source nature of photodiodes, it is possible to increase signal voltage

for agiven photocurrent by operating the photodiode into an amplifier with higher input resistance.

The signal voltage is therefore increased prior to the addition of noise from the following preampli

fier, resulting in improved sensitivity. In ahigh-impedance preamplifier, asshown in Figure 3-5, the

load resistance RL is large {-5KQ) and a high-impedance field-effect transistor (FET) amplifier is

employed. The total input capacitance CT is the sum of FET input capacitance, detector capaci

tance, and stray capacitance. As a result of large input RC time constant, the preamplifier band

width is small and acts like an integrator for high frequency input. Such integrating front-ends

require equalization to compensate for their lack ofbandwidth. Equalization iscommonly provided

by a simple RCcircuit that also shown in Figure 3-5. The transfer function of the equalizer has a

zero at f^and a pole at f2. The value of R andC are chosen such thatthe zero at f^cancelsthe

pole of the high-impedance preamplifier, and the overall receiver bandwidth isextended to f2.

The biggest advantageof the high-impedance preamplifier is that it has the highest sensi

tivityas it has the best power transfer efficiency from the photodiode. Neglecting noise from the

preamplifier and shot noise of the photodiode, the SNR can be expressed as

(LR,)2 l?R,
SNR=4kfBkT2 =irk <EQ3-10>

~R7xRl
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Figure 3-5 High-impedance preamplifier and Equalizer

The SNR increases with increasing RL. It is ultimately limited by the input impedance of

the preamplifier.

The disadvantages ofthe high-impedance amplifier are the need of an equalizer that

increases the design complexity as it is hard to match the zero ofthe equalizer to the pole ofthe

front-end; also, because of the front-end enhances the amplitude of low frequency signals at the

preamplifier input, early saturation of the preamplifier may occur. As a result, the high-impedance

preamplifieronly has a limited dynamic range.
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For practical implementations, the amplifier used does not have infinite frequency

respond and contributes significant amount of noise that has tobe taken into consideration. Wide

band amplifiers are generally based on acascaded amplifier configuration using mismatched

interstage resistive load coupling [28]. The interstage load resistances are shunted by the parasitic

capacitances of the FETs, giving rise to additional RC integrations which restricts the frequency

response of the receiver. In the conventional design, receiver bandwidth can only be extended at

the expense of receiver gain and signal-to-noise performance. To overcome this problem, inter

stage microwave matching networks and series inductive peaking between the photodiode and

preamplifier are used [29] [24]. Applying the above technique, a16GHz optical receiver, operating

at 11 Gb/s, with -19.8dBm sensitivity results. It was fabricated as ahybrid integrated circuit, with a

high speed InGaAs p-i-n photodiode coupled to athree stage GaAs HEMT preamplifier.

3.3.3Transimpedance Preamplifier

Aconfiguration that provides improved dynamic range is the transimpedance front end as

shown in Figure 3-6. The load resister is connected as afeedback resister around an inverting

visL5e

f1 = 1/2tc[Rf(Ct/A +Cf)]

Figure 3-6 Transimpedance Preamplifier
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amplifier with gain A. The bandwidth of the preamplifier is increased roughly by the factor A com

pared with a high-impedance preamplifier withthe same load resistance and input capacitance. As

a result, there is no need for equalization in general. The dynamic range is improved because of

the flat response with no low frequency signal enhancement.

The noise of the preamplifier is a combination of the thermal noise of the feedback resis

tance and thermal noise of the inputtransistor. For hightransimpedance gain and low input

referred currentnoise, a highvalue of Rf is desired just as inthe high-impedance preamplifier

case. However, the bandwidth is inversely proportional to Rf. As a result, there is a trade-off

between the sensitivity and bandwidth of the preamplifier.

Another major consideration in the design of transimpedance preamplifier is stability

because the amplifierused does not have infinite bandwidth.To understand this problem, one

implementation of the transimpedance preamplifier is shown in Figure 3-7. For small Cp, it can be

shown that the transfer function is a two pole system with complex poles where

M- 1
CTCLRF (EQ3-11)

N 9m

a = -

2(CL +CF)-i
9m

(EQ3-12)

Note that |s| is independent of CF and o is a function ofCp, therefore a proper value ofCF

should be used to ensure enough phase margin.

The opened-loop gain Aof the amplifier and the transimpedance gain Rf is setbythe cor

nerfrequency since CT, the total input capacitance, isusually fixed. For a fixed bandwidth, in order

to have a high transimpedance gain, the opened-loop gain Amust also be high. Asingle gain

stage as in Figure 3-7 can only provide a gain value of less than 20 [30]. Asimple solution for

higher opened-loop gain is to cascade more gain stages to get the high gain required [31]. How

ever, each gain stage contributes additional phase shift, making the overall loop more unstable. A

lower value of Rf has to be used to lower the feedback ratio for loop stability, resulting in lost of

sensitivity.

38



Figure 3-7 Single-stage Transimpedance Preamplifier

Other two stage feedback transimpedance preamplifiers have been introduced to circum

vent the stability problem so that the highest value of Rf can be used. Shown in Figure 3-8 are

buffer

e£h
CF

(a) Current Feedback Pair

V,

AW-
RF2

(b) Two stage Dual Feedback

buffer

Figure 3-8 Simplified Schematics of Two-stage Transimpedance Preamplifiers

someexamples oftwo-stage transimpedance preamplifier. In Figure 3-8 (a), the preamplifier is

based onthe current feedback pair design [32]. Afeedback zero provided by CF is usedto com-
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pensate for stability. In Figure 3-8 (b), the preamplifier is based on the dual current and voltage

feedback loops introduced by [33]. The feedback zero CF in the voltage feedback loop is used to

reduce the high frequency peakingand extend the 3dB bandwidth of the preamplifier [34].

It is hardto compare the transimpedance preamplifier of different designs as it depends

on the technology and one can trade sensitivity for bandwidth using different value of Rf. Results

from different technologies are listed inTable 3-2. In cases where device fT is not available, the

minimum channel length of the device is listed.

BW (GHz) TZ Gain(dBQ) Technology
Device

fT(GHz)
Reference

13 47 AIGaAs/lnGaAs/GaAs 51 Suzuki [32]

11.2 53.4 SiBJT 40 Suzaki [34]

2.3 67 GaAs 25 Scheinberg [35]

0.92 22 NMOS (0.85u) Abidi [31]

0.26 69 BiCMOS (0.45u) Lim [30]

Table 3-2 Performance of Transimpedance Preamplifier of Different Technologies

The advantages of transimpedance preamplifier are the widerdynamic range, better sen

sitivity than the lowimpedance preamplifier, and no need for an equalizer. The disadvantages are

lower sensitivity than high-impedance preamplifier, and stability problem due to the negative feed

back prohibiting the use of a maximumfeedback resistance. However, because of its flexibility, it is

the most popular type of preamplifier unless extremely highsensitivity is required.

3.4 Integrated Optoreceiver

So far, the optoreceivers discussed have been a hybrid of a photodetector and a pream

plifier. Optoelectronic integrated circuits (OEICs), circuits that monolithically integrate optical and

electronic components ona single semiconductor chip, offer significant advantages over hybrid

circuits in compactness, reliability, possible performance improvements resulting from reduced

parasitics, and potentially significant reductions in cost, particularly in the case ofarrays. However,

despite these many potential advantages, todate OEICs have not outperformed hybrid circuits per-
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forming similar functions. This is generally recognized to be due to the difficult materials and mate
rials fabrication challenges presented by integration of very different devices on asingle chip.

The photodetectors used in an integrated optoreceiver are the PIN photodiodes as used
in the hybrid approach. APDs are too complex to be integrated into OEICs. However, anew type of
photodetectors, the metal-semiconductor-metal (MSM) photodetectors have been used widely in
integrated optoreceivers because of their ease of integration with IC process, low capacitance,
and high speed [36]. The major disadvantage of MSM detectors is the low responsivity compared
to PIN photodiodes due to the MSM detector's interdigrtated finger structure that blocks part of the
incident light.

The MSM detector works just like aPIN photodetector. It consists of an interdigrtated pat
tern of metal fingers deposited on asemiconductor substrate. During normal operation, apotential
is applied between alternate fingers in this structure creating an electric field which serves to

sweep photogenerated electron hole pairs to the positive and negative electrodes, respectively
shown in Figure 3-9. As aresult of the finger structure, the responsivity is approximately lower
than that of a PIN photodetector by a factor of s/(w+s).

as

Figure 3-9 MSM Detector

GaAs and InP are the two mostly used materials in OEICs. The high electron drift velocity

and high electron mobility of these systems, aswell asthe ability to form hetero-junctions exhibit-
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ing high quantum efficiency, combine to make these materials highly desirable for high-speed

electronicand optoelectronic devices. Acollection of some of the recent published resurtsare col

lected in Table 3-3.

BW

(GHz)
Sensitivity

(dBm)

Bit

Rate

(Gb/s)

Wave

length
(u.m)

Material PD
Pre-

amp
Yr. Reference

8.2 N/A 10 0.84 AIGaAs/Ga

As HEMT

MSM TZ 91 V. Hrum, et al. [37]

6 -21.2 8 1.3 InP HEMT PIN TZ 92 H. Yano, et al. [38]

1 -30.4 1.2 1.3 InP HEMT PIN HZ 90 H. Yano, et al. [39]

0.5 -26.1 1 1.5 InGaAs/lnP

HBT

PIN TZ 91 S. Chandrasekhar, et
al. [40]

0.4 -34.7 0.622 1.3 InP/lnGaAs

JFET

PIN TZ 91 N. Uchida, etal. [41]

3 -49 0.2 1.5 InGaAs/

InP HBT

PIN TZ 91 S. Chandrasekhar, et
al. [42]

Table 3-3 Performance of Integrated Optoreceivers

3.5 Main amplifier

Another basic component of optical fiber receivers is the main amplifierwhich has to

amplify the output voltage of the low-noise preamplifier to a value required by the succeedingdeci

sion and clock-recovery circuits. Apart from high operating speed and high gain, an important

demand on this circuit is to keep the output voltage swing constantdespite great changes inthe

input voltage swing, i.e. a wide dynamic range. This demand can be met either by automatic gain

control (AGC) or limiting amplifiers.

3.5.1 Limiting Amplifiers

The advantages of limiting amplifiers are the higher operating speed, lower power con

sumption, lower supply voltage, easier design, smaller chip area and fewer external components.

However, the disadvantages of the limiting amplifier isthat the output no longer has a linear rela

tionship with the input, resulting in higher jitter for clock recovery and hard to do input offset can

cellation because of the non-linearity.
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In order to achieve the high gain required at high data rate, cascade of intermediate gain

stages is usually used. One approach is the used of transadmittance (TAS) and transimpedance

(TIS) stages as proposed by [43] and shown in Figure 3-10. Alimiting amplifier using acascade of

Figure 3-10 Basic Cell for Wide-band Amplifiers

the dual feedback gain stage discussed was reported by [44]. It usesa cascade of input follower

with 3 amplifier cells similar to the one in Figure 3-10 (omitting Rs), and followed by an output

buffer stage. With an 8.2GHz bipolar technology, the limiting amplifier can operate at about 4Gb/s

with maximum voltage gain of 54dB, 52dB dynamic range (1-400mVp.p input), and a fixed con

stant output of 400mVp.p.

3.5.2 AGC Amplifiers

For high performance optical fiber datacommunication systems, linearity has to be main

tain throughout the linear channel. It is required for low jitter clock recovery, coherent optical recep

tion, and other techniques requiring further processing of the received analog signal. In orderto

maintain a constant output voltage, wide dynamic range AGC amplifiers are needed.
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The major disadvantage of AGC amplifiers are morecomplex circuit, and the need of

extracircuitry forming a feedback loop to control the amount of gain needed, to maintain a con

stant output voltage.

Most wide-band variable-gain amplifiers can be derived from four high-performance

amplifiers whichall consists of a quadruple oftransistors driven by an input pair. They are the AGC

amplifier [45], the multiplier [46], the variable series feedback amplifier [47], and the Gilbert vari

able-gain quad [48] as shown in Figure 3-11. All ofthem are operating in the principle of switching

the loading seen by a differential pair through the switching of the current path of the loading

devices.

In field-effect-transistor (FET) technology, direct application of the above principles results

In extremely poor distortion performance because of the square law nature of a FET [49]. Most

FET variable gain amplifiers utilize the fact that by operating the FET in the triode region, a volt

age-controlled variable resistor canbe realized. Several realizations of grounded and floating

resistors can be found in [50]. Variable gain amplifiers can be realized with the voltage-controlled

resistors as loading devices. For an example, the small signalresistance of a MOSFETbiased in

the triode region can be expressed as

— = — = uC -(V.c-V-Vno) (EQ3-13)
rds 5VDS L GS * °S

When VDS is small, the resistance is inversely proportional to Vqs -vt.The range ofresis

tance that can be realized isthus limited by the practical range ofVGS - Vt that can be applied. For

Vdd =5V, Vt =1V, max. (VGS -Vt) - 3V, min. (VGS -Vt) * 0.5V, there can only be a 6:1 variation in

resistance. Therefore the drawback of this scheme is alow variable gain range. For a larger gain

range, cascade of several variable gain stages is needed [51]. Nevertheless, the resistance is

highly linear and if driven symmetrically with differential input, it can be shown that the resistance

is linear.

Two commonly used configurations are shown in Figure 3-12 (e) and (f).

For example, Figure 3-12 (e) is used in [51]. The gain is gnv* where rds is the variable
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(a) variable gain amplifier
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(c) variable series feedback

$
(b) Gilbert's double-balanced multiplier

(d) Gilbert's variable-gain Quadruple

Figure 3-11 Principles for Gain Control in Wide-band Amplifiers
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Figure 3-12 Commonly used FET variable gain amplifier building blocks

resistor implemented by a MOSFET biased inthe triode region. The draw back of this circuit is that

it is single-ended and a DC feedback must be used to bias up the input MOSFET M1. Therefore it

can only be used by AC coupling the input. A differential version can be realized but the circuit is

much more complicated and is notan areaefficient implementation. The circuit in Figure 3-12 (f)

operates differently. It is modulating the source degeneration to change the Gm of the differential

pair. The Gm can be expressed as

gm1 -i
Gm =

1+2gm1rds 2rds (EQ3-14)

This can beused to convert an unbalanced inputs into differential signals (as input for the

differential version of Figure 3-12 (e)), and the input can be DC coupled in. The drawback isthat

the distortion is higher andadditional loading devices must be used to convert the differential cur

rents back to voltages.

Examples ofAGC amplifiers using different technologies and different principles are listed

in Table 3-4.
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BW

(GHz)

Dynamic
Range
(dB)

Output
(mVp.p)

Tech

nology
Device fj

(GHz)
Bit Rate

(Gb/s) Method Reference

2.5 40 400 SiBJT 8 3 (b) R. Reimann
[52]

N/A 40 N/A CMOS 2.5 0.05 (a)+(b) D.M.

Pietruszynski
[53]

11.4 20 800 SiBJT 40 10 (a) T. Suzaki [34]

1.3 26 N/A SiBJT 25 1.6 (c) Y. Akazawa
[54]

1 70

•

250 NMOS 9 0.88 (e) R. P.

Jindal [51]

j 1.6 13 N/A GaAs 25 N/A (e) T Imai [55]

Table 3-4 Performance of AGC Amplifiers in Different Technologies

Aseparate feedback loop, as shown in Figure 3-13, is needed to generate thecontrol

voltage for the variable gain amplifier to keep the output voltage constant. This is usually done by

a peak detector, generating a signal corresponding to the peak-to-peak voltage difference of the

output. It is then compared with a desired reference signal. The difference between the two is

passed through a low-time-constant integrator to generate the control voltage.

3.6 Clock Recovery

The purpose ofclock recovery in the optical receiver is to recover aclock atthe input bit

rate ora multiple of the input bit rate for use in the synchronization of the decision circuit to regen

eratethe digital data from the analog waveform received. The strength of the timing information in

a signal depends on the statistics of the signal, the line code, and the pulse shape. Unfortunately,

no practical clockrecovery circuits can duplicate the clock used atthe transmitter perfectly. The

best one can do isto havethe average frequency of the recovered clock equal to the average fre

quency of the transmitted signal. In a real system, pulses arrive at times differ from the integer

multiple of the bit rate T. These unwanted pulse position modulation of the pulse stream is called

jitter [56]. The recovered clock has an accurate average frequency, but in itself, also has inr^p.ta-

neous phase jitter which can be reduced to any desired level with a cost. The difference between
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Figure 3-13 Automatic Gain Control (AGC) Loop

these two jitters is called the alignment jitter. It is this alignment jitter that affects the decision mak

ing process, and if not controlled, can cause decision errors.

Making a correct bit decision is dependent on the received pulse shape, the decision

threshold, the bit sequence before and after the present bit decision, the alignment jitter.the static

phase offset, and of course, noise. The main degradation caused by alignment jitter is that the

input analog signal is sampled at a non-optimal point in the eye, decreasing the magnitude of the

sampled data, increasing the intersymbol interference (ISI) and thereby reducing noise immunity.

For pulse code modulation (PCM) transmission, the timing jitter of the recovered clock causes

non-uniform sampling results in distortion of the reconstructed signal. For long distance transmis

sion, repeaters are used. Each repeater introduces itsown timing jitter. The accumulation of timing

jitter after a number of repeaters must be accounted for in the design of clock recovery circuits.

Clock recovery can be done basically in two ways • deductive and inductive [57] as

shownin Figure 3-14. Deductive clock recovery directly extracts from the incoming signal a timing

tone which has an average frequency exactly equal to the input bit rate. Inductive clock recovery

does not directly process the received signal toget atiming tone, but rather uses a feedback loop.

Acurrent estimate of the timing tone isusedto sample the analog signal input. Then the timing
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Figure 3-14 Generic Clock Recovery Methods

error is estimated and the timing tone estimated is updated. This is effectively aphase-locked
loop [58] that will be discussed in detail in Section 3.6.2.

3.6.1 Spectral-Line Method

The commonly used deductive method is the spectral-line method as shown in Figure 3-

15. Since most transmitted signal has zero DC value in order to reduce power penalty, the timing

Data In delay
T/2

mixer
high-Q

filter
Adj.

Delay

Bit

Synchronizer

Figure 3-15 Spectral Line Method
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signal cannot be deduced from the transmittedsignal itself but from its higher moments. As a

result, a non-linear circuit such as a mixer must be used. Timing tone can be obtained by letting

the input signalmixing with itselfand then passingthe resultthrougha high-Qbandpass filter [59].

There are quite a few disadvantages associated withthis method. For high-data-rate receiver, a

wideband mixer with bandwidth close to or exceeding the input data rate is required because of

the excess bandwidth needed to get a strongertiming signal.The high-Q bandpass filter is usually

implemented by a high-Q tankcircuit [60] orsurface acoustic wave (SAW) filter [61]. Ahigh-Q filter

is expensive, cannot be integrated withthe receiver chip, requires large amount of powerto drive,

and can only be tuned to one center frequency. An adjustable delay is also needed to alignthe

sampling instant because the output is not phase aligned with the input data [62]. The advantage

of this approach is that it is opened-loopand therefore, simple and high speed. Also, because of

the narrowbandwidth provided by the high-Q filter, it has a high jitter rejection.

3.6.2 Phase-Locked Loop (PLL)

The advantage of inductive method is that most of the timing recovery can be done in dis

crete-time. The disadvantage is that the sampling rate of the received signal might have to be

higher than the input bit rate in order to estimate the timing error. Baud-rate technique is available

but results in more complicated design.

The inductive methods are essentially phase-locked loops with different ways to imple

ment the phase detector. A phase-locked loop contains three basic components, a phase detector

(PD), a loop filter and a voltage-controlled oscillator (VCO) as shown in Figure 3-16.

The phase detector compares the phase of a periodic input signal against the phase of

the VCO; output of the PD is a measure of the phase difference between its two inputs. The differ

ence voltage is then filtered by the loop filter and applied to the VCO. Control voltage on the VCO

changes the frequency ina direction that reducesthe phase difference between the input signal

and the local oscillator. When the loop is locked, the control voltage is such that the frequency of

the VCO is exactly equal to the average frequency of the input signal.

There are two broad categories of phase detectors: analog and digital phase detectors.
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Figure 3-16 Phase-Locked Loop

An analog phase detector is usually awide-band mixer. When the input signal is mixed with the

local oscillator, aDC error term proportional to the phase error can be obtained. The simplest form

of adigital phase detector is an XOR. When the signal is strong, the multiplier can be replaced by

adigital XOR gate giving the same result. Sequential circuits can also be used as phase detectors.

Asequential phase detector operates on the zero crossings of the signal and the local oscillator.

Using a PLL for clock synchronization has two major advantages. One isthe fact that it

can be implemented asamonolithic IC, and second, its dynamic properties can easily be adjusted

by a proper choice of the loop filter. The major disadvantage of a PLL is that the pull-in range,

which is the range of frequency in which the PLL can capture and lock on, is not much greater than

the noise bandwidth. For high jitter rejection, asthat obtained through the SAW filter approach, a

narrow bandwidth has to be used. As a result, an acquisition aid is indispensable for clock recov

ery. This leads to a clock recovery approach based on a phase and frequency detector (PFD) as

partof a phase- and frequency-locked loop (PFLL).

Again there aretwoways to implement a PFD: analog anddigital. Analog methods usu

ally based on correlations of the inphase andquadrature component of the signal and the internal

VCO [63]. Digital methods rely on memories of past crossing events to do frequency

detection [64]. For most cases, the digital method is a lot simplerbecause digital circuits can be

used. However, for high-data-rate frequency detection, the digital sequential circuits approach is
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usually too slow and cannot be used.

3.6.3 Charge-Pump Phase-Locked Loop (CPPLL)

When the PLL is locked, the control voltage is such that the frequency of the VCO is

exactly equal to the average frequency of the input signal. To maintainthe control voltage needed

for lock, it is generallynecessary to have a nonzerooutput from the phase detector. Consequently,

the loop operates with some static phase errorpresent. One implementation of the PLL known as

the Charge-Pump Phase-Locked Loop (CPPLL) can eliminate this static phase error. A Charge-

Pump Phase-Locked Loop is shown in Figure 3-17.
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Figure 3-17 Charge-Pump Phase-Locked Loop

Just as a conventional PLL, a lot of the times, the PD used inthe CPPLL is capable of

detecting frequency error by using a phase/frequency detector (PFD) [65]. There are threestates

for the output of the PD; Up (U), Down (D) and neutral (N) when the output is neither U norD. The

output ofthe PD isthen used to control acharge pump toconvert the digital output into analog sig

nals suitable for controlling theVCO. The advantage ofthe CPPLL is the frequency-aided acquisi

tion, the extended tracking range, the ease of implementation, and no static phaseerror.
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3.6.4 Wide-Band Clock Recovery

So far, the clock recovery methods mentioned can all beclassified as narrow-band sys

tems. A"narrow-band" system is refer to the narrow bandwidth ofthe PLL or the High-Q filter. The

advantage of a narrow bandwidth system isthe high jitter rejection. However, because ofthe nar

row bandwidth, it requires a lot oftransitions to lock. In applications where jitter rejection is not a

major concern butthe fast tracking is the desired goal (e.g. burst-mode channels like ATM net

works), a wide-band systemcanbe used. AWide-band systemcanbe a PLL with a much wider

bandwidth but this approach is not suitable for high speed systems. For high data-rate, an opened-

loop system like [66] is preferred.

3.6.5 Circuit Requirements

No matter what method is used, clock recovery is avery demanding function for a high-

data-rate receiver. Awide-band mixer must be used for phase detection or generating correlations.

Awide-band voltage-controlled oscillator (VCO) is needed to generate aclock at the frequency of

the input bit rate. High speed digital circuits are needed if the phase detector (PD) orphase-fre

quency detector(PFD) is implemented digitally. For example, some clock recovery designs for bit

synchronization reported are list in Table 3-5.

Bit Rate

(Gb/s) Technology
Device ij

(GHz)
Recovery
Method

PD/PFD

Method
Reference

10 AIGaAs/GaAs/

AIGaAs FET

45 SL digital P. Wennekers [70]

8 SiBJT 12 PLL analog A. Pottbaker [69]

2.5 GaAs 28 PLL analog H. Ransijn [71]

2.3 SiBJT 30 PLL analog M. Soyuer [76]

1.5 GaAs 20 SL none P. Wallace [75]

1.1 NMOS 8 PLL analog S. K. Enam [72]

0.66 SiBJT 10 PLL digital B. Lai [67]

0.66 CMOS 3 opened-loop digital M. Banu [66]

0.3 SiBJT 2.5 SL none G. E. Andrews [73]

Table 3-5 Clock Recovery Circuits in Different Technologies

53



Bit Rate

(Gb/s)
Technology Device fj

(GHz)
Recovery
Method

PD/PFD

Method
Reference

0.266 CMOS 5 PLL analog D. L. Chen [77]

0.155 SiBJT 3.5 PLL digital L. DeVito [68]

0.12 SiBJT 5 PLL digital J. Tani [74]

Table 3-5 Clock Recovery Circuits in Different Technologies

3.7 Decision Circuit

The function of the decision circuit is to regenerate the digital bits from the amplified ana-

tog output of the main amplifier. This can be done by either a regenerative latch strobed by the

recovered clock, or in a limiting amplifier whose output is sampled with the appropriately delayed

recovered clock. The most common way is to use a Master-Slave-Flip-Flop (MSFF) with an

optional preamplifier as shown in Figure 3-18. Improvement can be made by using other

bias

Preamplifier

i Triode Load
J'

f—oULK

regenerative latch

Slave

Latch

Figure 3-18 Master-Slave-Flip-Flop with Preamplifier

configurations [72] for implementing the MSFF, and interleaving the operation of two data

regenerator [78]. This functtonal block can beimplemented at very high speed and is usually not a
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bottleneck for the overall data rate of the receiver. The highest bit rate reported so far is a25Gb/s

decision circuit implemented in a45GHz Silicon Bipolar technology, using just asimple MSFF [9].

3.8 Demultiplexer (DEMUX)

After regeneration, the high-data-rate bit stream is deserialized into aparallel form by a

demultiplexer. The demultiplexing can be done by aserial-input parallel-output shift register with
the MSFF as basic cell. The speed of this configuration is limited by the fact that the clock fre

quency of the serial operating MSFFs must equal the input bit rate. Higher bit rate can be achieved

by using aone-stage demultiplexing scheme as shown in Figure 3-19. Even higher data rate
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Figure 3-19 Block Diagram of a One-stage 1:4 Demultiplexer

be achieved by using atwo-stage demultiplexing scheme, but two more MSFF and an adjustable

delay line have to be used [79]. Afrequency divider is needed to provide the right clocking for this

demultiplexing scheme. Afrequency divider is nothing but acascade of DFFs to divide the input

clock frequency. Therefore, the frequency divider's maximum speed is the same as the decision
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circuit [9].The maximum bit rate for a 1:4 demultiplexer is 40Gb/s with the same 45GHz Silicon

Bipolar technology [9].

3.9 Limitations of Traditional Architecture

The digital components of traditional receivers (demultiplexers, decision circuits, and fre

quency dividers), are easily realizable even at very high data rate with a moderate speed technol

ogy. However, the analog components (photoreceiver, main amplifier, and clock recovery circuits),

rmpose a design challenge. The key problemis that the bandwidths of every analog blocks have to

be about the same as that of the input bit rate.

The operating bandwidth of the analog blocks in a receiver depends on the speed of the

technology used, and the circuit technique used. One way to make relative comparison of different

circuit implementations is to normalize the data rate achieved with the device fT of the technology.

A plot of the "normalized" bit rate against the bit rate of different implementations of the clock-

recovery function listed in Table 3-5 is used as an example, and is shown in Figure 3-20. Care has

to be taken while readingthis plot. Onlyclock recovery circuits with on-chip VCO, using PLLs are

includedbut they may still have different system requirements. Also, the device fy of a FETtech

nologydepends on biasing conditions. However, the plot is still useful for comparing different cir

cuit techniques independent of the technologies used. The higher a data point is on the plot, the

better the technology is utilized.

For most implementations (all except [72]), a device fTto data rate ratio of at least 12:1 is

needed. This implies high speed technologies such as lll-V semiconductor technologies (GaAs),

high fT Si bipolar technologies, andother special high speed technologies (fine-line-NMOS) are

needed to implement a high-data-rate receiver. The draw back ofthesetechnologies are high cost,

and lowlevel of integration. As a result, present solutions to a complete receiver function are either

a multi-chip approach or a hybrid approach with a high manufacturing cost due to the cost of the

high speed technology, package, and assembly required.

One solution for lowering the cost of a receiver is to utilize the lower-cost and higher-inte

gration ofCMOS technology. This isa preferred solution for low-data-rate receivers [77]. However,
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for high-data-rate receivers, the inherent speed of aproduction CMOS technology is usually 2to 3

times slower than that ofthe bipolar counter part. None of the existing clock recovery circuits utiliz

ing PLLs, implemented in CMOS technology, can break the 500Mb/s barrier (even with existing

sub-micron technologies). This limits theapplication ofCMOS technology in the implementation of

Gb/s receivers. Anew architecture must bederived torelax the speed requirement imposed on the

technology for implementation.
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Chapter 4 Parallel Receiver Architecture

4.1 Introduction

One way to improve throughput of a low speed technology is the use of parallelism. The

bottleneck inthe speed performance of the traditional architecture is in the analog blocks, namely

the photoreceiver, the mainamplifier, andthe clock recovery circuit. Demultiplexing inthe digital

domain canbe performed at a much higher data rate. As a result, if the demultiplexing function can

be moved as early as possible to the receiver front-end, the speed requirement on the following

analog blocks is greatly relaxed.

Asingle chip solution for thewhole receiver function with CMOS technology is impossible

for long-wavelength optical fiber communication systems because of the low responsivity of Sili

con in the 1.3- to 1.55-u.m wavelength range. Asa result, the photodetector cannot be imple

mented with Silicon efficiently. AnOEIC implementing the photoreceiver may be the best solution

as discussed in Section 3.4, and will be assume in this work. Therefore, the demultiplexing func

tion should be moved to rightafter the photoreceiver.

Acomplete solution may be an OEIC implementing the photoreceiver, followed bya

CMOS mixed-signal VLSI chip implementing the rest of the receiving functions and the high level

data link control as shown in Figure 4-1. The key idea is to move the demultiplexing function right

to the front-end after the photoreceiver. Unlike in the traditional architecture, the demultiplexing is

now done in the analog domain because the input is a low level voltage signal. The high-data-rate

bit stream is demultiplexed right-a-way into several low-data-rate bit streams and then processed

bydifferent parallel channels. Each parallel channel has its own amplifier and decision circuit. The
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output of each parallel channel is passed to the data link control for high level manipulation of the

data received. Clock recovery is done based on information from the parallel channels. A multi

phase clock isusedto strobe the input demultiplexer and thedecision circuits in each parallel

channels.

4.2 Analog DEMUX

Formost direct detection digital datacommunication applications, a Non-Return to Zero

(NRZ) code is usually used. The analog input demultiplexing of the output from the low noise

preamplifier can be done by a series of sample-and-hold circuits, controlled by multi-phase clock

edges, each separated by exactly one bit period of the inputdata apart. When the multi-phase
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clock edges are aligned perfectlywiththe inputdata, the analog sample-and-hold front-end will

sample each input data bit at the center of the bit cell.

The output voltage of the preamplifier is at a very low level. Special care has to be taken

to demultiplex signalsat this low level at high data rate. Also, the numberof parallel stages used

depends on the application. For example, if the target is forSynchronous Optical NETwork

(SONET) application [7], the basic bit rate is 51.84Mb/s. For a SONET OC-12 application, the bit

rate isthen 12 X51.84Mb/s » 622.08Mb/s. For suchapplication, 12parallel channelseach running

at a demultiplexed bit rate of 51.84Mb/s should be used. The bit rate that can be achieved with the

parallel architecture is ultimately limited by the sample-and-hold front end and how closely spaced

the clock edges can be generated.

The input sample-and-hold circuit is the only function in the whole architecture that is

requiredto have a bandwidth exceeding the inputdata rate. Every other functions can be imple

mented with less bandwidth.

The input referred offset on the sampling node is mainly due to the sample-and-hold off

set and the channel amplifier offset. The wholeanalog DEMUX and channel amplifier have to hold

this total offsetto below the minimum signal output bythe preamplifier. The output from the pream

plifier is usually in the range of 5mVto 15mV. As a result, the circuit has to hold the total input off

set on the sample nodeto below 5mVfor sensing the low level output from the preamplifier.

ABit Error Rate (BER) of 10*9to 10"11 is usually required in a lot of the system applica

tions. As a result, a signal to noise ratio of25dB orabove is needed to achieve thisBER. Ontopof

that, it also hasto handle the coupling noise due totheon-chip VCO, drivers, and digital circuits.

4.3 Multi-Phase Clock

Alow-jitter, voltage-controlled, evenly-spaced, multi-phase clock has to be generated to

strobe theanalog demultiplexer. It can bedone as in traditional architecture using a high fre

quency VCO with a frequency divider. However, this defeats the purpose ofeliminating high fre

quency components in the parallel architecture. Aperfect solution will bethe use of a ring

60



oscillator. The multi-phase clock edges are taken from taps of the ring oscillator. The oscillation

frequency will then only be 1/n of the input bit rate where nis the number of parallel stages used.

The ring oscillator must be able to provide even number of edges. This requirement alone

dictates the use of differential ring oscillators. The clock edges must be evenly spaced for sam

pling at the center of the bit cell for every channel to reduce the effect of inter-symbol-interference

(ISI). The jitter of the sampling clock can cause degradation in decision, the same way as In atra

ditional architecture. Assuming aband-limited channel so that the input data is sinusoidal, an

alignment jitter of 40° causes a0.5dB reduction in the magnitude of the data sampled. As aresult,

the jitter of the ring oscillator must be below 30° to reduce the contribution to the alignment jitter.

4.4 Parallel Channel

Once the high-data-rate bit stream is demultiplexed into low-data-rate bit streams, the

parallel channel works the same way as in the traditional architecture, with the exception that now

it is working at amuch lower rate than the input bit rate. With the parallel architecture, the demulti

plexed bit rate ofeach parallel channel is limited bythe amplify-and-latch circuit in the data chan

nel. Afast implementation with wide dynamic range is desired, just as in traditional architecture, to

reduce the number of parallel stages required to achieve a certain input bit rate.

The parallel architecture relaxes the requirement in speed for the amplify-and-latch cir

cuit. In the best case, the overall throughput should be increase by ntimes. However, due to prac

tical implementation oftheanalog demultiplexing and clock recovery, the factor isusually reduced

to n/2. The AGC amplifier should be able to handle a bit rate 2/n timesthe input bit rate.

Using the data from the previous chapter, the device fjto data rate ratio of a demulti

plexer and a decision circuit is about 2:1; the ratio for the AGC amplifier with reasonable gain and

dynamic range is about 11:1. As a result, the best a parallel receiver can do is to use 12 parallel

stages withan overall ratio of 2:1 as limited by the demultiplexer. However, this is not completely

right as demultiplexing in digital domain is different from demultiplexing in analog domain where

both speed and sensitivity have to be considered. A more realistic overall ratio willbe 4:1, again as

limited by the analog demultiplexer.
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The received signal power of a fiber optic communication channel can vary as much as

40dB in electrical range. A dynamic range of 40dB or more is desired. In order to accommodate

the low level output voltage signal of the preamplifier which can be as low as a few mVs, the max

imum gain must be at least 100.

The input offset of the amplifier and the offset from the input sample-and-hold must also

be handled by the channel amplifier. An offset cancellation scheme must be used to lower the

effective total input offset when the input signal is small.

The variable gain amplifier must be simple and small in area as it is replicated many times

in the parallel architecture. The implementation must be differential to minimize the common mode

and supply noise and can be DC coupled.

4.5 Clock Recovery

The parallel architecture also relax the requirement of clock recovery by decoupling if

from the data channel. Phase detection doesn't have to be done in one bit period as in the tradi

tional architecture. However, the input waveform is demultiplexed and sampled. As a result, only

samples of the input waveform is available for clock recovery. A new algorithm has to be derived to

alignthe clock edges of the multi-phase clock to the center of the bit cells. The approach should be

a closed-loop narrowbandwidth architecture for flexibility and high jitter rejection. Jitter tolerance

of 0.15UI is expected at jitterfrequency as high as the input bit rate.

Phase detection using a narrow bandwidth closed-loop approach results in a narrow cap

ture range. Self-acquisition of frequency tends to be slow and often unreliable. Means must be

provided for initial acquisition. This can be accomplished bymany means such as frequency

sweeping, frequency discriminators, and bandwidth widening.

Initial acquisition by frequency sweeping isdone bysweeping the frequency ofthe VCO

until the VCO frequency gets close tothe desiredl frequency (signal frequency divided bythe num

ber ofparallel channels for the parallel receiver) and the loop locks up. This can be done by gener

ating a sweep current into the loop filter togenerate a ramp output voltage to the VCO. Slew shut
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off is necessary once lock is acquired. This method is slow and susceptible to false lock for wide

variation of frequency and is therefore not recommended.

Bandwidth widening is done simply by using amuch larger bandwidth during initial acqui
sition to widen the capture range and switch back to anarrow bandwidth once lock is acquired.
This can be achieved by changing either the loop gain or the loop filter. However, the lock range is
still limited.

The most commonly used method is frequency discrimination. It is done by introducing
another loop that can detect the frequency. Phase locking occurs when the frequency error is

brought within the lock limit. This method requires aseparate frequency detector [64]. This can
also be done by locking the VCO to an external known reference which has the average frequency
of the input data divided by the number of channels and transfer the control back to data upon data
reception. With the extra frequency detector, the lock range is then only limited by the range of the
VCO.

4.6 Improvement In Performance

By identifying the speed difference in demultiplexing and analog processing implemented

in the same technology, the parallel architecture removes the bottleneck of the traditional architec

ture by reducing the bandwidth requirement of the main AGC amplifier; eliminating the need of a

high frequency VCO and frequency divider; decoupling the clock recovery from the high-data-rate

bit stream so that it doesn't have to be done in one bit period. This architecture can greatly reduce

the device fT to data rate ratio required for the implementation of high-data-rate receivers, thus

allowing Gb/s receivers implemented in CMOS technology. The ultimate device fTto data rate ratio

that can be achieved with reasonable sensitivity is about 4:1. With agiven technology, the speed

performance should be comparable to an opened-loop SAW filter implementation, while atthe

same time has all the advantages of a closed-loop system.

The disadvantage of this architecture is that more hardware is needed results in larger

chip size and higher power dissipation. Nevertheless, because of the useof highly integrated

CMOS technology with most of the circuits operating at a much lower rate, the chip area and
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power consumption is comparable with implementations in other high speed technologies.

In order to prove the concept of the parallel architecture, a prototype implementing the

functions in the dotted box in Figure 4-1 was design and fabricated. A detail description of the

implementation issues and experimental results will be discussed in the following chapters.
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Chapter 5 Parallel Receiver Implementation

5.1 Introduction

This chapter describes in detail the implementation of a 480Mb/s serial-to-parallel-conver-

sion/AGC-amplifier/decision/clock-recovery prototype in a 1.2-um CMOS technology. Asimplified,

single-ended equivalent block diagram ofthe prototype implemented with 8 parallel channels is

shown in Figure 5-1.The whole system mayconsist of a combination of an Opto-Electronic Inte

grated Circuit (OEIC), implementing the photodetector and the low noise preamplifier. It is then fol

lowed by a CMOS VLSI chip that implements the rest ofthe functions all on one chip.

For this experiment, the prototype implementsthe serial-to-parallel conversion, the vari

able gain amplification, decision, and clock recovery functions all ononechip. It uses atechnology

that is fully compatiblewith digital VLSI technology so that a back-end data link controller can eas

ily be integrated with the parallel receiver to form a low-cost, high-integration solution to the imple

mentation of terminal receivers.

The output waveform from the low noise preamplifier is alsoshown in Figure 5-1. The

analog input demultiplexing of the output from the low noise preamplifier is done by a series of

CMOS sample-and-hold circuits with switches controlled by multiphase clock edges, each sepa

rated by exactly one bit period ofthe input data apart. For example, when o1 goes low, the input bit

atthat instance is sampled and held for further amplification, sliced and latched. With a 50% duty

cycle clock, instead of having to finish in onebit period, now it has4 bit periods till 0^ goes backto

high again. Onthe surface, it seems that thethroughput can be further improved using a clock with

towerthan 50% duty cycle. A maximum of 7 bit periods for 8 parallel channels should be available
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using a 12.5% duty cycle clock instead of just 4 bit periods using a 50% duty cycle clock. However,

amplification of the sampled data from one ormore channels mustbe completed andthe corre

sponding decisions mustbe valid atthe sametime for clock recovery. This together with other

house keeping processes limit the maximum throughput to justabout 4 to 1 and therefore a 50%

duty cycle clock is used.

Note that the clock frequency of the clock that generates the multiple phase clock edges

isonly 1/8 of that ofthe input data rate and not the sameorhigher than the input data rate as in

the traditional architecture. This eliminates the need for a high frequency VCO. Also, moretime is

available for clockrecovery. This eliminates the need for a high frequency mixer.

This parallel approach while potentially allowing higher data rate in a given technology, it

also introduces special design issues. The following sections will describe these special design

issues one by one.

66



5.1.1 Input Demultiplexing

The input analog demultiplexing function is implemented by a series of sample-and-hold

circuits. It is the onlyfunction in the whole architecture that is required to have a bandwidth of twice

the input data rate (will be shown inSection 5.1.1.2).

5.1.1.1 CMOS Sample-and-Hold

Thekey factor enabling parallel receiver implementation to improve throughput isthe fact

that in MOS technology, the sample-and-hold function can be realized with higher bandwidth than

theamplification function. This is true because MOS switches can utilize higher VGS-Vt and do not

sufferfrom velocity saturation because of low VDS.

With MOS technology, zero-offset switches and virtually zerogatecurrent eliminate sam

ple-mode offsetandhold modedroop that appears in other technologies. However there are other

major sources oferror. Asimple CMOS sample-and-hold circuit isshown in Figure 5-2 together

with it's key error sources [80]. There can be error due tothe non-zero acquisition time for the

sampling mode, the amplitude error because ofthe finite sample modebandwidth, and there is a

sample to hold mode transition error because of clock feed-through and channel charge injection

ofthe switch. Ontopof these, there isalso aperture delay which isthe timedifference betweenthe

sample to hold mode transition and the real sampling instant. Aperture delay is not a problem by

itself but the variation of it because oftiming jitter is. The effect of jitter will be discussed in

Section 5.1.4. In the following subsections, error sources limiting the speed and accuracy of the

sample-and-hold function will be examined.

5.1.1.2 Bandwidth Related Error

If the input is not bandlimited, then the input can be closely approximated by square

pulses with finite rise and fall time. If we assume the input is astep function, then only the finite

acquisition time is a concern. The sampled voltage isthen

V,-A(l-e~) (EQ5-1)
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where Aisthe peak-to-peak amplitude of the square pulse and x=RonC where Ron isthe

on-resistance ofthe MOS switch and Cisthe sampling capacitor. For ta =4t, thesample voltage is

about 98%of the final value, results in a 0.16dB lost in amplitude which is acceptable. Therefore,

with tr asthe rise time ofthe square pulse, and Tthe bit period, t should be chosen such that tr +

ta<T. For example, with a 500Mb/s input bit rate, T =2ns;assuming a rise time of 0.4ns, then t

should be less than 0.4ns. This correspondsto a minimum bandwidth of about 400MHz, which is

0.8 times the input bit rate. However, the output of the preamplifier is usuallybandlimited as it is

difficultto design a wideband low-noise preamplifierand it is also desirable to limit the noise band

width before sampling. As a result the output of the preamplifier resemble a sinusoidal waveform

more than square pulses.

Ifwe assume the input to be Acos(cot) for t £ 0, then it can be shown that

,2 1
-co.t . wx

COS

CO

V.(t) =-A
CO^ +CO2

-cot
e T +A

2+ co2m
©t-atenf^-YI (EQ5-2)
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where co, =1/t. The first term is the acquisition time and the second term is the steady

state respond. Sincethe sample mode hasa finite bandwidth, there will be an error both In the

magnitude and phase of the sample waveform, resulting in areduction in the sampled amplitude

and in turn lowering the signal to noise ratio. From (EQ 5-2), it is obvtous that lowering the phase

shift can lower the amplitude at the same time. For©t =4©, the reduction in the magnitude of the

data sampled is 0.52dB which is acceptable. For 500Mb/s input data rate, ©=(2tc)250MHz, there

fore, a^ c. (2ji)1GHz. Asample mode bandwidth twice the input bit rate is needed. The acquisition
time error is negligible in this case.

5.1.1.3 Accuracy Related Error

There are two types ofaccuracy error in the MOS sample-and-hold function. The first one

is a random noise component due to the thermal noise in the channel of the MOS switch. It can be
fkTshown that the rms noise voltage sampled on the capacitor is -^ where kis the Boltzmann's

constant and Tis the absolute temperature [81]. For example, if C=1pF and T=300K, then Vms
•S64UV™.

The second type of accuracy error is deterministic. It is due to the channel charge injec

tion of the sampling switch and the clock feed-through by the parasitic capacitors. It can be shown

that for fast clock transition, the error voltage Vd is approximated by

p

Coi +-2- C, (EQ5-3)
Vds c (VH-Vin-Vt)+^(Vin +Vt-VL)

s

where the gate capacitance Cgate =WLC0X\ Cs is the sampling capacitor, Col is the over
lap capacitance, C=Cgate +C0, +Cs [82]. It can be written as

Vd = a +bVjn
d m (EQ 5-4)

p

C + gate

where a= ° c 2 (VH-Vt) + °! (Vt -VL) (EQ 5.5)
s

c , Cgate
b = - — + -*c +cs
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wherethe first term is a DC offsetterm independent of the input and the second term is

dependent on the input voltage which can be viewed as a gain error term.

5.1.1.4 Bandwidth vs Accuracy Trade-off

The on resistance of a MOS switch with small VDS can be written as

J-=HC0X^(VH-Vin-Vt) (EQ5-6)
'on *-

If we assume Cs» Cgate » Co!, then (EQ 5-3) can be approximated by

WLC0XVds-^(VH-Vin-Vt) (EQ5-7)

Some observation canbe made from (EQ 5-6) and (EQ 5-7). For high data-rate opera

tion, the sample mode bandwidth must be high. For high sample mode bandwidth, a low Ron and

tow C must be used. However, the minimum Cthat canbe used is limited by the kT/C noiseof the

sampling switch. Therefore, the only wayto get higher bandwidth is through lower Ron. However, if

we use a higherW or VH, the errorvoltage Vd due to charge injection will be increased. Therefore

there is a trade-off between sample mode bandwidth and accuracy. In theory, one can use as wide

a device as possible for the switch, until limited by parasitics, to obtain the desired sample mode

bandwidth as long as there is a way to reducethe error due to charge injection offset and clock

feed-through.

Combining (EQ 5-6) and (EQ 5-7), we can find that

L2
xxvd = — (EQ5-8)

Both the sample mode bandwidth and the offset errorcan be improved with a short chan

nel length and high mobility technology. For a 1.2um CMOStechnology implementing a 500Mb/s

receiver, assuming the sample mode bandwidth is 2 X (2ti)500MHz and a mobilityu of 500

cm2/Vs, and aeffective channel length of 1um, the error voltage calculated from (EQ 5-8) is as

high as 60mV! Obviously something has to be done to reduce the charge injection offset.
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The results from the error analysis can be summarized as abandwidth against accuracy

trade-off. The sample-mode bandwidth must beabout twice ofthat of the input bit rate because of

the bandwidth related error. The accuracy related error is also directly proportional to the sample-

mode bandwidth. As aresult, for a fixed technology, once the amount of error Vd that the system

can tolerate is fixed, the maximum bit rate is also fixed. One can trade the sensitivity for higher bit

rate orviceversa. For a reasonable sensitivity, a device fTto data rate ratio of about 4:1 is needed

for the implementation of the analog DEMUX. This is the fundamental limit on the overall through

put of the parallel receiver.

5.1.1.5 Circuit Implementation

The offset is mainly due to the input offset of the channel amplifier and the channel charge

injection and clock feed-through of the switches. As calculated in Section 5.1.1.4, just the channel

charge injection offset alone is in the range of60mV. Means have to be derived to lower thisto

below 5mV. Also, care has tobetaken to pick the size of the sampling capacitor to reduce the kT/C

noise contribution. The sample mode bandwidth required as calculated in Section 5.1.1.4 is about

twice the input bit rate. Minimum device width that can achieve the required bandwidth should be

used to reduce the clock feed-through and channel charge injection.

From (EQ 5-5), the charge injection offset and clock feed-through can be decomposed

into a DC offset part and asignal dependent gain error part. Afully differential sample-and-hold

stage is used to minimize error due to the channel charge injection and clock feed-through. Let the

differential input be Vjn1 and Vin2 and use the notation that x=fa +x2)/2, Ax =x, -x2, the differen

tial offset error can be written as

AVd = (Aa +AbVin) +bAVjn (EQ 5-9)

The first part isan offset due to matching error which is small for proper layout and the

second part is the same signal dependent gain error part as before. Bottom-plate sampling can be

usedto minimize the gain error part [80], but a more complicated clocking scheme must be used.

However, this is first not feasible and secondly not needed. It is not feasible because the multiple
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phase clock edges are operating on gate delays, it is hardto generate the extra clock edges for

bottom-plate samplingwithout increasing the minimum spacing between clock edges, resulting in

a slowersampling rate. Secondly, it is not needed because the channel amplifier following it

employs gaincontrol. Therefore the signal dependent gain error part is never an issue and a sim

ple differential sample-and-hold pairis used.

The remaining offset due to matching error and the inputoffset of the channel amplifier

can still be a major problem if not handled properly. These offsets are handled by the channel

amplifier with a DCinputoffset cancellation scheme that will be discussed later in Section 5.1.3.3

The fully differential sample-and-hold is followed by a fully differential datapath to mini

mize the coupling noise from the on-chip VCO, drivers, and digital circuits. It also helps to mini

mize any common mode noise and supply noise. Input followers are used in each parallel channel

to isolatethe sampling node from the noise of the outside world and also serves to lowerthe input

capacitance.

The inputs to the chip contain high frequency components and must be terminated to

reduce the reflections seen as a result of transmission line effects. This can be done off-chip with

two 50ft resistors but a better way to do it is to terminate the inputs on-chip. By terminating the

input transmission lines on-chip, it can alsoaccount for the extra phase shiftdue to the bonding

padsand bonding wires. On-chip termination isdonedifferentially by connecting both inputs with a

PMOS transistor biased in the triode region to give a series resistance of about 100ft.

5.1.2 Multiple Phase Clock Edges

A fully differential ring oscillator is used to generate the multiphase clock edges required

for the inputsample-and-hold. The jitter of the ring oscillator must be lowto reduce the contribution

to the total jitter error. Layout has to be done insuch a waythat each tap of the ring oscillator sees

the same loading, at least inthe first order, to generate the evenly spaced clock edges. Detail

design of this will be described inSection 5.1.4.5.
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5.1.3 Channel Amplifier

Adynamic range of 40dB with amaximum gain of 100 is desired. As aresult, the target

gain range is from 1to 100. The parallel architecture relaxes the requirement in speed for the

amplify-and-latch circuit. For aprototype implemented with 8parallel channels and a50% duty

cycle clock, 4 bit periods are available instead of just one in the traditional architecture. For a

500Mb/s receiver, the amplify-and-latch function has to be completed in 8ns at the maximum gain
of 100, instead of just 2ns with traditional architecture.

5.1.3.1 MOS Variable Gain Amplifier

High speed variable gain amplifier design has primarily used high speed technologies

such as silicon bipolar and GaAs. The design activity in this area has primarily used bipolar tech

nology with limited activity in GaAs. High gain can be realized but the dynamic range is usually

limited [55] [54]. There are also limited activity in design using fine-line NMOS [51] but extremely

little in CMOS because of the performance achieved is limited by the speed of the technology.

Several variable gain principles for MOSFET circuits have beenintroduced in

Section 3.5.2. However they cannot fulfil the speed and area requirements for the parallel receiver

architecture. Afaster and simpler configuration is used in this research/The circuit is shown in

Figure 5-3.

The variable gain resistors (M5-M6) are used as the loading devices of adifferential pair

(M1-M2). The result is afast an simple variable gain unit that can have unbalanced inputs DC cou

pled in. The variable resistance is controlled by areplicated biasing circuit (M7-M9) that sets up

the correct gate voltage to bias up the output common mode voltage of the differential pair. The

line Lbias can be shared with all variable gain units. The result is afast and simple variable gain

unit with minimum area for implementation. The draw back of this approach is that the DC operat

ing point of the VDS of the variable resister is not 0. For maximum gain, a larger resistance is

required with alower Vqs and at the same time, VDS is larger because of the larger IR drop across

the load. Care has to be taken to ensure that the loading device is still in the triode region. This fur-
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Figure 5-3 MOS basic variable gain unit

ther reduce the range of variation of the resistance and will be shown in Section 5.1.3.2.

5.1.3.2 DC and AC Analysis

First, the large signal conductance and small signal conductance in the linear region are

defined as

1 aiD
9ss7- =

w

•ds UVDSav,
= HCoxr(VGS-Vt-VDS)

9lsv~ = "2~r( ( GS~ t)_ Ds)
DS

Define another variable 0 < r < 1 to be

VDS = r(VGS-Vt)

(EQ5-10)

(EQ5-11)

(EQ5-12)

Therefore, when r is close to 0, the transistor is deep in the linear region and when r is

close to 1, the transistor is closer to the saturation region. Put this into (EQ 5-10) and (EQ 5-11),

we have
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2(1-r) (EQ5-13)

The small signal gain of the differential pair is

Av = 9mNrds (EQ5-14)

Putting (EQ 5-13) into (EQ 5-14), it can be shown that

Av =HO •w-^1 f(0 =|^ (EQ5-15)
vdsatN ' " r

Note that VDSP is set by the replica biasing circuit. Therefore, the gain for each variable

gain unit is proportional (almost linearly if r is small) to VAGC, the gain control voltage.

Next, the maximum amount of gain range that can be achieved as constrained by the DC

biasing condition is examined. On a crude approximation, treating the MOS variable resistor

whose resistance varied linearly with the DC biasing VDSP (good approximation if r is small).

Define Vs to be the desired output swing plus some margin (e.g. for a swing of ±0.3V, Vs is set to

be 0.5V).For low gain setting, VDSP is low and with a constant current biasing, V^p is high, so

that r is small. VDSP is set to be Vs so that there is no clipping. If the lowest gain is set to unity, from

(EQ 5-15), f(r)« 2, so VdsatN -1V. For high gain setting VpSp is higher and with a constant current

biasing, Vqsp is lower.There are two limits on how high VDSP can be. First, for the loading devices

to remain in the linear region, VDSP plus Vscannot be higher than VGSP - Vt.The second constrain

is that for the input differential pair and the current source to remind in the saturation region, the

input common mode voltage as set by VDSp minus Vs cannot be less than VdsatN + VtN(with body

effect) + Vmin(current source) = 1 + 1.5 + 0.5 = 3V.This implies the maximum VDSP that can be

used is 1.5V for VDD = 5V.As compared with the low gain setting with a VDSP of 0.5V, the maxi

mum gain range possible is only 1:3.

For the prototype, a design target of gain range of 1.2.5 is set.

At low gain setting, let VL be the Vqs - Vtof the load device in the lowest setting and VDSP

is set to be Vs.The maximum VL possible is VDD - Vt = 4V and a value of 3.5V is used, setting r to

75



be 0.5/3.5 = 1/7. The lowest gain is set to unity, From (EQ 5-15), VdsatN is found to be 1.085V. The

biasing condition can be written as

ld =̂(2VLVS-V2) p=nC0X^ (EQ5-16)

ld =-^ (3.25) (EQ5-17)

At high gain setting, let VH be V^p - Vt at the high setting, we have the following con

strain;

VDSP +Vs = xVH 0 <x <1 (EQ 5-18)

Also, in this setting we have

'd =Yl2VHVDSp-V|Sp] (EQ5-19)

Combine (EQ 5-19) with (EQ 5-17) and setting the gain Ay to be 2.5 in (EQ 5-15), we can

solve forVDSP =0.966V, VH =2.165V and r=0.446. Therefore forthe high gain setting, a VDSP of

1V is used. Further more, VDSp + Vs = 1.5V < 2.165V = VH and (EQ 5-18) is satisfied with x = 0.7

and the load device is still well in the triode region.

With the DC biasing problem solved, the known values are

VdsatN = 1.085V (EQ5-20)

^ =1.625 (EQ5-21)

From these, we have pN/Pp = 2.76. Once the biasing current is determined, the devices'

sizes are known. Basically, this is a trade-off of speed and power consumption. With a cascade Of

variable gain units to form a variable gain amplifier and handle a demultiplexed bit rate of 2 *

60Mb/s = 120Mb/s (because of 50% duty cycle clock), each variable gain unit must have a band

width of 300MHz at a maximum gain of 2.5. Each variable gain unit is basically a single pole ampli-
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fier with the corner frequency determined by rdsC where C=CgsN +(1 +2.5)CgdN +CdsN +CdsP

assuming driving anequivalent unit. From iterating the above requirement with (EQ 5-20) and

(EQ 5-21), the minimum current required is 300uA and 400uA is used in case of process varia

tions. Computer simulations are used to fine tune the W/L ratio for the differential pair and loading

devices. The values used inthe final design is summarized inthe table below;

parameter value

(W/L)N 28/1.2

(W/L)P 30/2.0

gmN 1/1K

rds(@VL=3.5V) 1K

rds(@VH = 2.2V) 2.5K

Id 400uA

Table 5-1 Biasing conditions for variable gain unit

5.1.3.3 Channel Amplifier with Input DC Offset Cancellation

The variable gain amplifier consists ofa cascade ofthevariable gain units described in

Section 5.1.3.1. Cascading low gain amplifiers had been studied extensively and analysis of opti

mal number ofstages used for atarget overall gain was done [51] [84]. For a gain of 100, the opti

mal number of stages is9 and a gain per stage of 1.8. Nevertheless, thenormalized gain

bandwidth product exhibits a fairly broad minimum for 5 <n<13. Computer simulations were used

todecide the minimum number of stages used without significant degradation of performance to

save power and area. Six stages are used in the prototype with a maximum gain per stage of2.15

(6.7dB).

The main design objective for thechannel amplifier is high speed. Most input offset can

cellation schemes add parasitics to the signal datapath and slow down the amplifier. For this proto

type, input offset cancellation isdone bya continuous feedback path from the outputs back to the

inputs through an auxiliary stage. The auxiliary stage adds very little parasitic tothe first input

stage and maintain the maximum bandwidth possible for the technology. However, this impose a

requirement onthe input data tobe a zero DC random bit stream. The Gm ratio between the input
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stage and the auxiliary stage has to be chosen carefully. This is because a constant voltage has to

be applied to the auxiliary stage to cancel the inputoffset. The auxiliary stage has to have a much

lowerGm than the input stage so that the constant inputvoltage is larger as compared to the input

offset of the auxiliarystage itself. However, this voltage is superimposed on the output as an out

put offset and may cause error in latching the digital data. As a result, a Gm ratio of 1 to 5 is used.

The comer frequency of the RC feedback is chosen to be extremely low, around 10 kHz, so that it

won't cause any stability problem. Each channel has its own feedback, and the capacitor cannot

be too large because of area occupied. Since the actual value of the RC product is not important,

the resistors used in the feedback is implemented by a distributed long channel MOSFET to get

the high resistance required. The channel amplifier is shown in Figure 5-4

Figure 5-4 Channel amplifier with input offset cancellation

5.1.3.4 Distortion Analysis

Distortion is not an important factor in this application because the input is a digital wave

form. The major factor is how fast the input can be amplified to a value that the latch circuit can uti

lize and regenerate the digital data without error. However, it is interesting to take a look at the

distortion performance when used as a linear amplifier for other applications.

For a MOSFETdifferential pair, outputdifferential current can be expressed as [83]

'° ~ 2VW P
ss 2

— V-
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5.1.3.4 Distortion Analysis

Distortion is not an important factor in this application because the input is a digital wave

form. The major factor is how fast the input can be amplified to a value that the latch circuit can uti

lize and regenerate the digital data without error. However, it is interesting to take a look at the

distortion performance when used as a linear amplifier for other applications.

Fora MOSFET differential pair, output differential current can be expressed as [83]

p w
'o = 2Vi'
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where i0 =ld1 - ld2 and Vj =Vgs1 -Vgs2. Let

K? ="f-S =* K1 =2<VGS -Vt) (EQ 5-23)

and expand thesquare root with the taylor series and dropping high order terms, it can be

shown that

i0 =a1 v, +a2vf +a3vf (EQ 5-24)

«h =7^1 (EQ5-25)

a2 = ° (EQ 5-26)

a3 = 4j<" (EQ 5-27)
P_

'1

Similar analysis can bedone for the load devices in the triode region, it can be shown that

•i =-|voJ4V| -^-s -v* VB =VGS -V, (EQ 5-28)
where i, =ld, -Ljj and v0 =vout1 - vMa. Let

Kl - 4V| --f «* K2 =2(VGS -V, -VDS) (EQ 5-29)

Expanding (EQ 5-28) with aTaylor series and dropping higher order terms,

ij =a1v0 +a2v2 +a3v2 (EQ5-30)

a, =
pK2

2

*2 = 0

a3 =
P

4K2
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But what is useful is

vo = b1ii +b2if +b3if

A series reversal can be used to get

b,-i
1 ai

2

pK2

b2 = -
a2

"a?
= 0

b3
2af a3

at
4

P3K|

(EQ 5-34)

(EQ 5-35)

(EQ 5-36)

(EQ 5-37)

Cascading the two series, we can find the series representation of v0in terms ofVj.

vo = c1v, +c2vf +c3Vj

C1 =aibi =-9mr(ds

c2 =b^+bjaf =0

c3 =b1a3+2b2a1a2+b3a^ =-j-
3i1 ,Mi

K,K2 Ppk?
2 J

(EQ 5-38)

(EQ 5-39)

(EQ 5-40)

(EQ5-41)

Since Pn/Pp is fixed bythe biasing condition, the distortion depends on Kj and K2. K, is

fixed by the V^^m from biasing, so distortion canbe reduced by increasing K2 using the maximum

gate bias and minimum drain-to-source voltageon the load. This agrees with the intuition that

under such condition, the device in the triode region is much linear.

In our prototype, pN/pP =2.76 and K, =2V, K2 depends onthe gain setting. With the high

gain setting, Ay=2.5, K2 » 2.4Vandwith the low gain setting, Ay= 1.0, K2 =3V. Putting this into

the distortion equations and fixed the output to be ±500mV, we can find that for the high gain set

ting,
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^-^HtP'0^-0'00268 (E05•4^,
and forthe low gain setting

HD3 =1^=1^(0-5)^0.0222 (EQ5-43)
Distortion is worse for the low gain stage because the non-linearity in the differential pair

dominates when the input is large.

Cascading Nof these variable gain units together, it can beshown that with the special

case that there is no second harmonic component,

d3«c3c?-lN£c?1.
i = 0

d, = cr (EQ 5-44)

d2 = 0 - (EQ 5-45)

c3c?N"1
cf-1

for c, > 1 and N » 1 (EQ 5-46)

For the low gain setting, c^ = 1, we have

HD3 - lSSo =2Nc3S* =N(HD3)uni, =0.1332 (EQ 5-47)

The result is very intuitive as the input differential pair dominates at low gain setting and

unity gain is used, the HD3 is therefore N times worse than the unitcase.

For high gain setting, d =2.15 to get a total gain of 100 for 6 stages.

HDa =l^l =l^hr^ -^VHD3>Un« =000342 (EQ5-48)
Again as expected,whenthe gain is high, for the same output amplitude, distortion in the

input differential pair is not asbad as in high gain setting. The triode toad devices are very linear

andthe overall distortion of cascading the variable gain units is only slightly worsethan the unit

case.
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5.1.4 Clock Recovery

Clock recovery is done by using a decision-directed two-times oversampling phase detec

tion scheme and a CPPLL. The design equations used in a conventional CPPLL is reviewed first.

Then an algorithm of phase detection is introduced together with the system implementation. It is

followed by the circuit implementation of the ring oscillator. Based on the implementation of the

phase detector, the CPPLL toopdynamic is calculated by adopting the conventional design equa

tions to this new phase detector. Finally, the initial acquisition issue is addressed.

5.1.4.1 Designing a Charge-Pump Phase-Lock Loop

This is a summaryof results presented in[85]. Interested readershould refer to the origi

nal paper.A continuous-time approach is notvalid for the analysis of a CPPLLifthe loop band

width approaches the input frequency. However, as in many applications, the state of the CPPLL

changes by only a very small amount on each cycle of the input signal, i.e. the loop bandwidth is

small compared to the signal frequency. In these cases we may apply a time average analysis

where the behavior over many cycles is considered. Linear analysis can then be used.

The charge pump can be implemented by a voltage charge pump or a current pump.The

toop filter attached to it can either be passive oractive. The order of the loop depends on the loop

filter used. The most commonly used currentcharge pump and passive loop filters are shown in

Figure 5-5

The on time ofthe charge pump tp is proportional to the phase error.

tp =y*T (EQ5-49)

where 0e is the phase error andT is the input bit period. With d as the probability of

update, the average error current over many cycles is then

0e
id =,px2ixd (EQ5-50)

The control voltage for the VCO, Vc is then
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Figure 5-5 Charge Pump and Loop Filters

vc =ldZF =lpdZF^

e0(s)=K0(s)
Vc(s)

where K0 is the VCO gain.

Therefore

0,(8)
= H(8) =

K0lpdZF(s)
2ns +K0lDdZF(s)

For a second order loop as shown in Figure 5-5, It can be shown that [85]

where

0,(8)

Vs)

e0(s)

= H(s) =
2£co„s + or

7 n n

s +2Eco„s +a>j;

= 1-H(s) =
s + 2Eco s + or

^ n n

x2 = R2C
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(EQ 5-52)

(EQ 5-53)

(EQ 5-54)

(EQ 5-55)

(EQ 5-56)



Ipd = lpd (EQ5-57)

K=̂ %^ =2$o>n (EQ 5-60)

Where Kis the loop gain, ©n is the natural frequency and t, is the damping factor. Note

that any two parameters out of K, £, ©n define the CPPLL. Also the static phase error for astep

frequency input can be found by applying the final-value theorem to be

6j(s) =^f (EQ5-61)
s

%=/""VD = ^see(s) =w,27l7°L (EQ5-62)v t^o. e s_>0 e KolpdZF(0)

As long as there is no DC path through the loop filter, there willbe no static phase error. In

actual implementation, the DC input impedance of the VCO acts as a shunt impedance in parallel

to the loop filter results in a finite 2F. However, this can be designed to be extremely large and if

the input of the VCO is a FET, it can approach the theoretical limit of infinity. Also we can see that

the tracking range (lock range) is approximately the DC gain of the loop and it is infinite in this

case, resulting in an infinite lock range in theory. Of course this is not true in practical implementa

tion. The variation of oscillation frequency of the VCO is defined by a variation of the control volt

age Vc, which has a limited range.

Due to the discrete nature of the actual implementation, caution has to be taken for two

aspect - stability and ripple. Ripplecomes from the charging current driven into the filter imped

ance Zp which responds with an instantaneous voltage jump of AVc = I R2. At the end of the

charging interval, the pump current switches off, and a voltage jump of equal magnitude occurs in
2tcK

the opposite direction. This causes a frequency shift of lAco ! = —— and a corresponding

phase jitterthat is proportionalto the phase error, which is undesirable. An easy solution to this is
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toadd a smoothing capacitor in parallel tothe loop filter as In a third order loop. For C3 that is

small compared with C, the low frequency properties are identical to what was shown before and

C3 onlyhas high frequency effects. With the addition ofC3,

K<V><"£
H(S) =

d b bx.

lAcol =2itK(^-±) b-1

where b = 1 + -=—

/ bleJ\

1 -e '2
ie.

CO.T„
i 2

For small |8e|, we can find that the extra suppression of the ripple is

lAcool3 (b-Diei
lAco

ol2 I 2

(EQ 5-63)

(EQ 5-64)

(EQ 5-65)

For stability, z-domain analysis can be used and the following isthe limiting value for the

normalized look gain K = Kt,

K<
4(1+a)

27t(b-1)

bcox«
i 2

r27c(1+a) 2(1-
COT-

i 2

-a)(b-l)i
b

2nb
where

(D.T.

a = e
i*2

(EQ 5-66)

CO:

As a ruleof thumb, one may want the design to have b > 10 and — > 15 to 20
K

5.1.4.2 Inductive Clock Recovery

Phase detection is the same process as estimating timing error inthe inductive method

for clock recovery. Mostexisting inductive clock recovery schemes use a variation of the maximum

likelihood (ML) method which is approximating a minimum mean square error (MMSE)

method. [86]. The method requires two times oversampling and complex processing, which is

rather unattractive. Another interesting method is the early-late gate method [87] which includes

two extra sampling instances, one prior to the sampling instance by A/2 and once after the sam

pling instance bythe sameamount. The sampling instance isadjusted until the two extra samples
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are equal. The method is simple and require very little processing. However, the parallel architec

ture is already working on gate delays of the technology to generate the multiphaseclock edges. It

is hard to generate the A/2 delay accurately. A concept of clock recovery based on minimum likeli

hood is proposed in [88]. The minimum likelihood implies "least likely" for synchronization or an

"orthogonal" timing condition which simply means that the locally generated clock is synchronized

correctly, but with a delay of a halfbit period! This can be combined with the early-late gate method

and set A as the input bit period T. The whole clock recovery loop is shown in Figure 5-6
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Figure 5-6 Minimum Likelihood Clock Recovery

Estimated timing errorcan be obtained by inserting an extra timing channel in between

two adjacent data channels, effectively doing a two times oversampling. In the prototype, a timing

channel is inserted between channel 7 and channel 8. An extra inverting stage was added to the

ring oscillatorto generate a sampling clock edge exactly in between the sampling clocks for the
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two adjacent channels. In order for the ring oscillator to see the sameamount of impedance at

each tap, extra stages were added in between each pair of adjacent data channels. The phase

error information is then passed to acharge-pump and then a loop filter tocontrol the ring oscilla

tor and complete the CPPLL. The sampling instances asdetermined bythe multiphase clock

edges from the ring oscillator is adjusted to force the output oftiming channel to be zero.

5.1.4.3 Decision Directed Phase Detection

The phase error is generated as shown inFigure 5-7 By defining theerror voltage asthe

Data Locked -/-—I...*-
(1 to 0) f lv

Data Fast

(1 to 0)

Data Slow

(1 to 0)

Data Slow

(0to1)

Figure 5-7 Examples of Decision Directed Phase Error Detection

output voltage of the timing channel, phase error can be generated. From the first waveform

shown, theclock is locked onto the input data waveform. Channel 7 and Channel 8 is sampling in
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the centerof the bit cell andthe error voltage is zero. In the following twowaveforms, there are

positive andnegative phase errors, and the error voltages are positive and negative respectively.

However, inthe last waveform, the phase error is negative butthe error voltage is positive

becauseof a different transition. It canbe seen that the magnitude of the error voltage will give the

magnitude of the phase error but the polarity depends on the transition and must be decision

directed. This iswhy information from adjacent data channels is required. This method is justified

heuristically butthere is novigorous calculation to support itsfeasibility atthisstage. It was proven

by computer simulations inthe design phase and empirically by evaluating the prototype.

5.1.4.4 Phase Detector Implementation

The essential part of the phase detector is repeated in more detail in Figure 5-8 Digital
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Figure 5-8 Pipeline Phase Detector with Charge-Pump and Loop Filter

information from channel 7 and channel 8 is latched and stored to determined if there is a transi

tion and what kind of transition it is.The digital information of the timing channel is also used

together with the transition information tocontrol which charge pump toopen. There is a sample-
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and-hold stage to sample the magnitude of the final valueof the timing channel (error voltage).

This sampledvoltage isconverted to a current to control how muchcurrent there isto flow through

the charge pump. Inserting the latches andthe sample-and-hold stage pipelines the phase detec

tion from the channel amplification to improvethroughput. However, information from channel 7

and 8 togetherwiththe timing channel must be settled all at the same time for pipelining, thus pre

venting the input demultiplexing to use a clockwithhigher duty cycle. The loop filter of a CPPLL

usually requires a large capacitance, and is hard to be integrated on the same chip. It is the only

component that is required externally. However, the pin connectedto the loop filter is directly used

to control the VCO. In order to reduce the jitter of the VCO due to the noisecoupling in from the I/O

pad,a dummy set of loop filter is duplicated, andthe signal is brought back on chipdifferentially to

minimizedthe effect of pin-to-pin crosstalkand board/chip differential groundnoise. The scheme is

shown in Figure 5-9.The commonmode voltage of OTA2 is set by lbRb. The free running fre

quency of the VCO is set by the voltage l0R0- The maximum deviation infrequency is set up by the

maximum deviation in Vc, which in turn is set upbythe maximum deviation inthe current output of

OTA2. This limits the lock range of the CPPLL.

The above setup minimizes the noisecoupled into Vcbecause of the use of external loop

filters and gives maximum flexibility for testing. C3 is implemented on chip for a third order loop

and filters out the ripple and high frequency noisecoupled in from the I/O pad. As long as the ratio

of C/C3 is large, the loop will behave like a second order loop.

5.1.4.5 Ring Oscillator Implementation

The most important part ofa ring oscillator isthe unit variable delay element. Traditionally,

variable delayelements in MOS technology is implemented by current starved inverters [89] as

shown inFigure 5-10 (a). VCTRL modulates the on resistances of M1 and M2 in turn controls the

current available for charging and discharging the loadcapacitance. Large value of VCTRL allows

a large current to flow and a small delay. However, at small value of VCTRL (slightly larger than

VtN), the current is extremely small, hencethe term "current starved". The current mirror compo

nents M1 and M2 has high rds making the circuit nodes inside the delay element very susceptible

to crosstalk and noise injection from the supply lines. One way to reduce the effect of this is to
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Figure 5-9 Charge Pump and Loop Filter Implementation

have an on-chip regulator to control the voltage across the delay element as in [90]. However, the

delay varies sharply wrth the input voltage in this region. Asa result ofthis, theVCO gain K0 varies

tremendously and is undesirable for stable loop dynamics. Also, in this region of.steep slope, any

noise present on the control signal is also amplified, resulting in higher jitter.

Anothertype of delayelement is the shuntcapacitor delay stage [91]. This is shown in

Figure 5-10 (b). VCTRL adjusts the resistance ofa shunt transistor M1, which connects a large

load capacitance to the output. The shunt resistor in essence control the amount of effective load

capacitance seen by the driving gate. Largevalue of VCTRL decrease the resistance of the shunt

resistor, so the effective capacitance attheoutput is increased, producing a larger delay. As long

as VCTRL is larger thanVtN, K0 is much more linear than the current-starved approach with no

steep operating region. As a result, this configuration isused. Note that thisconfiguration is highly

susceptible to supply noise injection, as in the current-starved approach. If jitter due to supply

noise injection is a concern, a fully differential approached as in [92] should be used to maximize

supply rejection.

90



•oOUT

VCTRLol

(a) current-starved (b) shunt capacitor

Figure 5-10 MOS Variable Delay Elements

The shunt capacitor variable delay element as shown inFigure 5-10 (b) cannot be used

directly because it cannot generate an even number of multiphase clock edges. Adifferential input

version can bederived easily from the single-ended configuration. As shown in Figure 5-11,

Ml and M2 is used to cross-couple two Independent variable delay elements to form a

single differential I/O delay element. They make sure that OUT1 and OUT2 are exactly 180° out of

phase. The extra advantage of adding these two transistors is that they sharpen the fall edges of

the outputs results in better resolution between adjacent clock edges. An extra pair of shunt

capacitances are added and controlled by an external voltage EXT_VCTRL for the capability of

testing in a slower mode.

5.1.4.6 Charge-Pump PLL Loop Dynamics

The loop dynamic of aCPPLL is completely characterized by the parameters K, $, and

o)n. Any two out of the three parameters defined the remaining one as shown in (EQ 5-58) to

(EQ 5-60). For low jitter operation, alow bandwidth of ©„ is desired but that will lower the loop gain

Kresults in a lower capture range. The capture range of the CPPLL is directly proportional to K

with amultiplication constant depending on the input pulse shape, data statistics and the phase

detection scheme.
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Figure 5-11 Differential Input-Output Shunt Capacitor Variable Delay Element

First, take a look at the phase detector. Traditionally, a CPPLL has a phase detector

implemented wrth a wideband mixer (or an EXCLUSIVE-OR if implemented digitally) thatgener

ates the phase error inthe time domain. The charge pump, with a fixed charge current, is then

opened for a variable amount of time corresponding to the amount of phase erroras reflected in

(EQ 5-49) and (EQ 5-50). In the implementation of phasedetector for the parallel receiver, the

phase errorinformation is generated by the error voltage in the voltage domain. Therefore, the

charge pumpis opened for a fixed period of time andcharges with a current that is proportional to

the phase error. An equivalent tothetradrtional CPPLL isderived so that the results canbe applied

directly.

Assuming the channel amplifier is linear, letVebe the output of the timingchannel, and

JjVe(t) =m(t),then
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Figure 5-12 Frequency Detection with Additional Timing Channel

>as in the prototype, false lock can happen to the two other examples with input frequency of 0.8fo

and 1.33f0 because the phase detector is looking at the one edge that produces zero error voltage

and thinks that the loop is locked. An additional timing channel can provide extra information. In

both cases where the frequency is not equal to f0, while the timing channel gives zero phase error,

the additional timing channel gives a full error output. By considering the information from both tim

ing channels andthe adjacent data channels at the same time, the correct decision about the

phase error canbe made. This effectively increases the lock range ofthe CPPLL.

5.1.4.8 Effect of DC offset and Pulse Distortion

Input offset and pulsedistortion cancause a degradation in jitter performance. Both of

these effectseffectively shifted the zero output point onthe edges for timing recovery. As a result,

when one kindof transition appearsconsecutively for time recovery, the clock edges are shifted

resulting in a transient phase error because the CPPLL tries to move the edges of the clock to

force a zero output form the timing channel. When the opposrte kind oftransrtion occurs, the phase
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error generator will think that there is a hugh phase error and try to correct it. This results in ran

dom wondering of the sampling edge for the timing channel resulting in a pattern dependent jitter.

On the average, the frequency is still the same as the input frequency but that introduces an

excessive amount of clock phase jitter even when the input has no jitter at all. The effect of the

large DC output offset needed to cancel the hugh input offset is graphically demonstrated by

Figure 5-13

zero level shifted

transient phase error

CPPLL
forces
the error voltage
to be zero with
consecutive
zero-to-one transitions

phase error
generator thinks
that there is a

'hugh phase error

when a one-to-zero
transition follows

Figure 5-13 Excessive Phase Jitter due to Output Offset
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Chapter 6 Experimental Results

6.1 Experimental prototype

The experimental prototype shown in Figure 6-1 is implemented in adouble-poly, double-
metal 1.2-um n-well CMOS technology. Even though double poly is used, it is not necessary for
the implementation, making it fully compatible with any digital single-poly, double-metal CMOS

technology. The chip area is 4mm X4mm with an active area of 3mm X3mm. It consists of 10 par
allel channels -8data channels, one timing channel and one extra dummy channel for testing. It is
packaged in a68-pin LCC package. The prototype operates wrth asingle 5V supply. All testing of
the prototype is done at room temperature.

6.2 Voltage Control Oscillator

The transfer characteristic of the period and oscillation frequency vs the control voltage

VCTRL of the VCO are plotted in Figure 6-2. The measured results differ significantly from the

simulation results. The measured results are consistently about 30% faster than simulation. This

can be due to two reasons. The first one is that the extraction program over estimating the para

sitic and line capacitances. This isso because "magic", the layout and extraction tool used, has a

very pool model for metal line capacitance. For modern VLSI designs, the fringing capacitance is

dominating for minimum width metal lines but not as significant for wider metal lines. In magic, the

fringing capacitance canonly be extracted as aconstant multiple of the overlap. For worst case

simulation, a factor corresponds tominimum line width is used and this grossly over-estimating the

capacitance for wider metal lines. Secondly, the factor k* (uC0X) is found to be about 20% larger in

this run thanthe device we used for characterization and the simulation model provided bythe fab-
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Figure 6-1 Die Photograph of Experimental Prototype

ricator. The experimental result agrees wellwith simulation once these effects are corrected for

further simulation.

The VCO gain K0 is also increase by approximately 30% of that of the simulation. The

measured K0 is (2jc)12.3 MHz/V when the oscillation frequency is50MHz (corresponds to bit rate

of 400Mb/s), and is (2tc)14.0 MHz/V when the oscillation frequency is 60MHz (corresponds to bit

rate of 480Mb/s).
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6.3 AGC Biasing

The variable gain unit was shown In Figure 5-3.The biasing voltageVAGC is used to con

trol the DC operating point of the two PMOS load deviceswho areoperating inthe triode region.

The replica biasing circuit adjusts the corresponding gatevoltage LBtAS for the PMOS devices.

Figure 6-3 Shows the plot of LB!AS vs VAGC *°r measurements from three different chips and the

2.5

3.5

AGC (V)

Chip 3
Chip 6
Chip 7
Simulation

UtttttdtitttlitmitttUtttttltUttMMlittltltttK

IDesigned
Operating Region

4.5

Figure 6-3 LBIAS vs VAGC Plot for Variable Gain Unit

simulation curve. It can be seen thatthe required LBjAS varies significantly to get the desired DC

operating point because of process variations. The replica biasing circuit gives a predictable con

trol ofthe DC operating point and therefore, thegain ofthevariable gain units. The operating
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regton is designed to be for aVDS of0.5V to 1V for the PMOS load devices. This corresponds toa

vagc of4.5 to 4V. Note that for a high VAGC, the PMOS devices are deep in the triode region and

ahigh gate bias is required. The highest V^ that can be applied is VDD and force the LB!AS to

drop to GND. This imposes the limit onthe lowest gain setting as described in Section 5.1.3.2. A

good design is to keep this cutoff point as close to the desired operating point of the minimum gain

setting as possible (a VDS of 0.5V =» VAGC =VDD -0.5 =4.5V) sothat for the high gain setting,

when the VDS ofthe loading devices increases, there is still ahigh Vqs to force the toad devices to

operate in the triode region. This will achieve the maximum gain range possible for each variable

gain units. From the plot shown in Figure 6-3, the design goal of maximum gain range is achieved.

The DC gain ofthechannel amplifier is measured with thedummy channel. The result for

different VAGC is shown in Figure 6-4. From the results obtained, a hugh DC offset in the range of

40mV to50mV appears at the input ofthe channel amplifiers alone. After further investigation, this

DC offset occurs due to a layout error with no prior knowledge of the fabrication processes. During

source and drain diffusion implant, the wafers were not spined resulted in a graded profile of

source anddrain diffusion, making the device asymmetrical. Since only mirror symmetry wasused

for layout with no step symmetry, the input differential pairs experience a hugh DC offset. This is

Illustrated by Figure 6-5. The process variation gradient causesthe pair with mirror symmetry to

have different source and drain characteristics while the one with step symmetry has no such

problem.

Eventhough DC offset cancellation is employed in the data channel, the design does not

expect such a big offset and this degrades the performance of the chip in many aspects. The ratio

of gm of the auxiliary feedback stage to the gm of the input stage is about 5:1. With a 40mV offset

at the input, the output has to store an offset of 200mVto cancel this hugh inputoffset. As a result,

there is a refered input offsetof 2mV for a gain of 100 andseverely limit the sensitivity and BER

performanceof the parallel receiver. A second degradation of this hugh DCoffset is that it shifted

the zero differential output voltage significantly and degrades the jitter performance. This will be

discussed later in Section 6.5.

A measurement of gain vs VDS of the loading devices is also made and shown in
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Figure 6-4 DC Gain of Channel Amplifier

Figure 6-6.Also shown onthe same plot isthe gain as predicted by (EQ 4-15). As k'of this run is

higher than thevalue used for simulation and design by20%, with the same biasing current, the

vdsatN =vgs • Vt of the input differential pair is decreased by about 10%, therefore a value of

0.88V is used for VdsatN in (EQ 4-15). From the plot, it can be seen that the measured results

agree closely with the theoretical calculation.

6.4 Bit Error Rate Measurements

From the viewpoint of a digital datacommunication system, the terminal receivercan be

completely characterized bythe input bit rate, the probability of making an error orthe Bit Error

Rate (BER), and the jitter performance. This section will present some ofthe measured perfor

mance of the BER under different experimental conditions. Section 6.5 will present some of the
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measured jitter performance.

The BER is measured using the HP71600 Seriesof Gb/sTesters. The input is a 215-1

Pseudo Random Bit Sequence (PRBS) code whichis generated as shown in Figure 6-7. The

e-i
27-1

HIHIH1HIHIHIHI]-1-* outPu1

©"
28-1

HIKIHIHIHIMHZHIHIH^ ou,Put

©•
210-1

^IHIH3HIHIHi]^IHlHI]^l-l-» ou,Put

&
2ii-i

[n] DF/F
© XOR

HIHIHIHS-IIHI]^^ outPut

<B-
215-1

HIHIHIHIHIHIHZHIHM^ outPu,

Figure 6-7 PRBS Generation Block Diagram

interesting pointabout the PRBS code is that ifthe inputis demultiplexed into bit streams of 2", the

demultiplexed bit steam will have the same pattern (but delayed intime) as the inputbit stream

itself! This allowmeasurements of BER of each individual output of the parallel receiver without

havingto multiplexthe outputs back intoone high-data-rate bit stream. Inorder to trick the BER

testerto thinkthat the datais transmitted atthe demultiplexed rate, a clockthat is 1/8of the input
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data rate is required. Fortunately, this can betaken from the output of one tape of the ring oscilla

tor.The setup for testing BER is shown in Figure 6-8.

60Mb/s

480Mb/S
PRBS 60MHz

Pattern
Generator
HP 70841A

[>1 D2 D3 D4 D5 D6 D7 D8

480MHz

Clock
Generator
HP70322A

Parallel Receiver
CLK

Figure 6-8 Setup for Bit Error Rate Experiment

6.4.1 Minimum Input Voltage vs Bit Rate

Error
Detector

HP70842A

An important aspect of a terminal receiver is the minimum peak-to-peak input voltage

required to achieve a fixed BER at different bit rates. Aplot of thethis is shown in Figure 6-9. In

order to achieve aBER of 10*11, aminimum signal of about 6mVp.p is required for input bit rate of

400Mb/s and below. It isbasically limited by the noise floor which isassumed to be a white gauss-

Ian noise. That iswhy the minimum signal required is independent of the input bit rate. Operation

above 400Mb/s requires a much larger input voltage because the receiver was originally designed

to run at a maximum bit rateof400Mb/s. In order to minimize thechannel charge Injection and

clock feed-through, the minimum gate width thatcan achieve a sample mode bandwidth of

250MHz is used. The prototype receiver is able to achievea higher bit rate than 400Mb/s because

the k' is about 20%larger than expected. However for an input bit rate larger than 400Mb/s, the
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performance starts to get limited by the sample mode bandwidth and the speed of the channel

amplifier. Higher signal level is needed to overcome the lost due to limited sample mode band

widthand also lower the gain required by the channel amplifier to speed up time required for

amplification. The maximum bit rate thatcan be achieved is at 480Mb/s with an input voltageof

18mVp.p.

6.4.2 BER vs Input Voltage

Further investigation can be made by examining the BERvs different input voltages at

fixed input data rates. From Figure 6-10, itcan be seen thatthe two set of data points can be fitted

by exponential curves as predicted byusing a simple gaussian noise assumption. The slope of the

curve is related to the noise power. Both curves gives approximately the same slope indicating

thatthe noise power is about the same for both cases. This showsthatthe BERis not limited by

the noise floor alone as the BER is nowinput bit rate dependent. The onlyexplanation to this

experimental result is that the input signal is attenuated at high data rate. This can be due to the
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Figure 6-10 BER vs Input Voltage for 450Mb/s and 480Mb/s Input Data Rate

limited sample mode bandwidth and the speed of the channel amplifier at high data rate.

An interesting side note isthat the inferred root mean square voltage ofthe noise can be

calculated from the slope of the curve. It is about O^mV^s from both curves. In order to achieve a

BER of 10"11, the input must be at alevel of 13.2 times or higher of that of the root mean square

noise voltage. This means avoltage of 5.28mV or higher is required which is exactly what is

observed for bit rate of 400Mb/s or lower.

6.4.3 Waveform Dependence of BER

For a digital datacommunication system, the transmitted signal through the data channel

is still an analog waveform. If the data channel is not bandlimited, the transmitted signal

approaches asquare wave. The advantage of this is that the BER performance would not be sig-
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nificantly affected by the clock recovery scheme.The sampling instance doesn't have to be at the

center of the bit cell to sample the maximum input voltage. The disadvantage is thatbecause the

channel is not bandlimited, the noise power is a lotgreaterthan a bandlimitedchannel.

Anexperiment is performed with an input bit rate of 480Mb/s, comparing the BER of a

square wave input and the BER ofa square wave input but coupled in though a 6th order low-pass

Bessel filter with comer frequency at 270MHz. The result is shown in Figure 6-11. In high BER
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Figure 6-11 Waveform Dependence of BER at 480Mb/s Input Bit Rate

region, the performance of the bandlimited case is a lot better because clock recovery forces the

sampling instances to beclose to the center of the bit cell making the sampling input voltage for

both cases to be the same. As reflected from the slope of the curve, the bandlimited case clearly
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has a smaller root mean square noise voltage because the noise bandwidth is also limited by the

low-pass filter. However at high BER, the situation reversed as the clock-recovery circuit starts to

make wrong decisions because of high BER and the sampling instance is not at the optimal point

for the bandlimited case, effectively lowering the input voltage sampled, results in aworse BER

performance as compared to the case without the low-pass filter.

Asa result ofthis, a low-pass filter should beadded atthe input ofthereceiver as an anti

aliasing filter to lower the noise bandwidth of the input signal for high BER operations.

6.4.4 Channel Dependance of BER

Even though channel matching is not an issue for the parallel receiver, it is still interesting

to seethe BER performance for each parallel data channel because the gain control loop updates

the Lbias for all the parallel channels based on the output voltage of one single channel. Amea

surement of individual BER ofeach parallel channel will give an idea of how important matching

between each channel is. Figure 6-12 shows the BER of each individual channel at an input rate of

480Mb/s. Data for two input levels are shown. There is no significant evidence to support the fact

that any one channel isbetter or worse than any other. However, a mean square linear regression

line showsthat the meanvalue of the BER has an increasing trend with higher channel number.

The parallel channels are numbered from bottom to top inthe layout with channel8 closest to the

VCO anddigital circuits. The slight increase of BER with higher channel number maybe attributed

to more coupling of the noise from the VCO and digital circuits through the substrate. Also, from

this measurement, it can be seen that the channels are matched well with each other.

6.4.5 Supply Dependence of BER

Another important measurement is the Bit Error Rate performance of the parallel receiver

with different supply voltage. It is shown in Figure 6-13.

With a highersupply voltage,the oscillation frequency of the ring oscillator increases with

the same VCTRLas the toad capacitance remains the same. The sample mode bandwidth

increases as a higher turn-on voltage is available. Thevariable gain unit works the same way as
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Figure 6-12 Bit Error Rate of Parallel Channels at 480Mb/s

before as every voltage is referenced to the supply voltage. A higher gate voltagecan be applied

to the load devices results in a higher gain range.

From the plot in Figure 6-13, the BER performance isonly slightly better at a supply volt

age of 5.25V. This shows that the limiting factor may not be the sample mode bandwidth but the

speed of the channel amplifier. This is further supported by the fact thatthe slopeof the curve is

about the same as the 5V supply case indicating that the channel bandwidth is about the same.

For a lower supply voltage, we have the reverse effect of increasing the supply voltage,

namely, lower VCRO frequency at the same VCTRL, lower sample mode bandwidth and a limited

gain range.

The result of lowering the power supply isa significant decrease in BER performance.

The limitation isdominated bythedecreased sample mode bandwidth. From the slope ofthe

curve, it can be seenthat the root mean square noise voltage isactually smaller than the higher
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supply cases, further supportingthe fact that the channel bandwidth is towered.

This plot gives a hint that for tow power operation with tow supply voltage, an Internal DC-

to-DC up-conversion is needed to provide ahigher intemal gate voltage to the input sampling

switches. This can bedone by charge pump techniques such asthose in switching regulators and

EPROM programing circuits.

6.5 Jitter Performance

For a digital datacommunicatton network, jitter is characterized byjitter transfer, jitter tol

erance, and jitter generation. Alinear, shift-invariant jitter model was shown to beexperimentally

valid for fiber optic regenerators. [94]. The jitter of a regenerator can be characterized by a jitter

transfer function. The jitter transfer function is important for minimizing jitter generation and jitter
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accumulation. A lack of properequipments preventsthe measurement of this jitter transfer func

tion for the parallel receiver. However, for a terminal receiver where there is no further transmis

sion of data received, a direct measurement of the jitter tolerance is more meaningful.

The jitter tolerance is an effectivemeasurement of the parallel receiver's capability to tol

erate incoming accumulated jitter. Excessive transmission penalty will not occur ifthe accumulated

jitter does not exceed the parallel receiver's measured jitter tolerance template. The jittertolerance

is defined to be the magnitude of incoming jitter that results in a specific transmission penalty.

It can be shown that sinusoidal jitter has a distribution that causes a much larger penalty

than fitter with a truncated Gaussian distribution [56]. Therefore, sinusoidal input jitteris used in

the definition of jittertolerance, since it can be considered as having a worst case distribution for

most digital transmission systems. By selecting a BER penalty that is small and tolerable (e.g.

0.5dB), the peak-to-peak input jitter can be measured as a function of the jitter frequency which

causes this tolerated BER penalty.This measurement will trace out a jitter tolerance template that,

if not exceed, will assure that the receiver performswith less than the tolerated BER penalty.

The setup for the measurement of jitter tolerance is exactly the same as in Figure 6-8

except the fact that the output of the clock generator is FM modulated by another sine wave input

with amplitude Aand frequency fpm. The FM modulated clock signal istherefore [95]

s(t) = Accos
k,A

2rcfct +f-s/77(27ifpmt)
pm

(EQ6-1)

where Ac is the clock amplitude, fc is the clock frequency, Kf is the frequency modulation

index. For most FM modulator, a peak frequency deviation Af = KfA is usually used. Note that the

phase of the ctock is now modulatedby a sinusoidal signalresulting in a controlled sinusoidal jitter

with peak-to-peak input jitter2Kj in degree where

Af 360°2Ki =|-x*g- (EQ6-2)
'pm *lt

A tow pass filter at 270MHz is added to the input to limit the bandwidth of the channel and

round-off the input square wave fortesting the degradation of performance due to alignment jitter.
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With the initial jitter set to zero, the Input voltage is adjusted to give aBER of 10'9 Next the ampli
tude is Increased by 0.5dB so that the BER is smaller than 10'9. The jitter tolerance is measured

by increasing the peak frequency deviation Af until the BER gets back to 10'9 and the 2Kj is calcu
lated from Af and f^. The procedure is repeated at various f^. The plot obtained is shown in
Figure 6-14.

io7-r

OC-12 Jitter Mask
------ Measured Input Jitter

Jitter Frequency f (Hz)
pm

Figure 6-14 Peak-to-Peak Sinusoidal Input Jitter Tolerance at 480Mb/s

For most applications, a jitter mask will beset to ensure theperformance of thewhole

system. An example which is also shown in Figure 6-14, is taken from the specification for the

Synchronous Optical NETwork (SONET), Category II, layer OC-12, operating at 622.08Mb/s [96].

The jitter measured must beabove this mask to meet the specification. The parallel receiver failed

to meet the requirement at jitter frequencies higher than 10KHz.

The poor jitter performance is mainly due to the output offset stored to cancel the hugh
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input offset. It is possible to estimate thisextra jitter by making some simple assumptions. First,

the maximum voltage deviation on VCTRLcan be approximated by

AV =-m^AtcxGm2R0 (EQ6-3)
u3

where^ isthe maximum charging current from the charge pump, C3 isthe capacitance

of the external loop filter. At<. is the timethe charge pumpison. With l^ =400us, A^ =2T o 4ns,

C3 » 1.2nF, Gm3Ro « 0.6; therefore AV =0.8mV. With the oscillator gain Kq =13MHz/V, the Afis

therefore 20.8KHz, thatcorresponds to a Atof 2.9ps. Normally, thiswould be the jitter for the ctock

with no hugh DC output offset. Now with the offset, the PRBS=215-1 code can have 15consecu

tive 0 to 1 transitions and 1to 0 transitions for the timing channel. That means the sampling edge

can be moved 15times up and 15times down the average point. Assumingthe sampling edge has

an equal chance of staying in any positionallow by the shift, the rms jitter is therefore

(30At)2
J,tterrms =\^^~ =25PS (EQ 6-4)

So assuming everything else perfect, the clock will have a 25ps rms jitter and a peak-to-

peak jitter of 89ps justbecause of the stored output offset.The real degradation of course

depends on the statistics of the input data bit stream andcan be much worsethanthe approxima

tion.

Ajitter tolerance measurement at high input voltage to reduce theeffect ofoffset is impos

sible tomake because ofthe extremely tow BER. However, a look attheoutput clock jitter can give

a clue to what is going on.

The PC board required to test the prototype is too big making probing ofthe ring oscillator

impossible. Two taps of the ring oscillator are available off-chip through digital output pad driver

which is extremely noisyby themselves, so the root meansquare jitter measured must be taken

with agrain of salt. However, It is still useful to compare the jitter with different levels of Input. A

processing scope isused tomeasure the root mean square jitter at 480Mb/s. With an 18mVp-p

input, the measured rms jitter oftheclock isabout 78ps!! With an 100mV input, the measured rms

jitter dropped to24ps!!l This gives astrong evidence that the excessive amount of jitter is due to
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the hugh offset ofthe input differential pairs of the channel amplifiers.

6.6 PLL Performance

Initial acquisition is done by sweeping the current source l0 in Figure 5-9 to sweep the

free running frequency of the ring oscillator to close to the demultiplexed bit rate. The CPPLL is

then locked to the input PRBS bit stream. The loop bandwidth is close to 200KHz as evidence

from the comer frequency of the jitter tolerance ptot in Figure 6-14. The capture range of the paral
lel receiver is about ±500KHzwhile the lock range is about ±1MHz for an input bit rate of 480Mb/s.

False lock is detected when aPRBS »27-1 is used at 480Mb/s. The toop locks at 60.472MHz

which is exactly 128/127 of 60MHz. The PRBS =27-1 code has arun length of 127 bit which

shows that this is a pattern dependent false lock. No such case is observed with a PRBS =215-1

code.

The capture range and the lock range is increased tremendously when atraining

sequence of1111111100000000 is transmitted before the random data. In such case, each chan

nel receives consecutive 0 and 1and there is a0to 1and 1to0 transition each time for clock

recovery. The capture range increases to ±5MHz because of this frequency assisted pull-in. The

lock range increased to practically the range of the ring oscillator. This increase in capture and lock

range is due to the fact that only one edge is available for ctock recovery and it occurs at every 8

bits making the timing information clear as awhistle to the phase detector. The added advantage

of sending a training sequence isthe fact that word framing canbe done for free because the end

of word frame is lying exactly inthe timing channel.

6.7 Performance Summary

The performance of the experimental prototype is summaried in Table 6-1.
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T =25°, VDD =5V, PRBS =215-1

Maximum Input Bit Rate 480Mb/s

Minimum Input Amplitude
for BER = 10"

<§> 400Mb/s
<@>480Mb/s

18mVp-p
6mVp-p

Output Data Amplitude 5Vp-p CMOS level

Power Dissipation 900mW

AGC Gain Range 0dBto40dB

Chip Size 4mm X 4mm

Active Area 3mm X 3mm

Technology 1.2 um CMOS

Package 68-pin LCC

Table 6-1 Achieved Performance Summary

The total power dissipation of the chip is 900mW. 100mW is dissipated on the pad I/O

drivers to carry the digital output from the eight parallelchannels and two tapes of the ring oscilla

tor off-chip. 300mW is dissipated on the ringoscillator. The high power dissipation in the ringoscil

latoris because of the number of inverting stages needed to generate the required sampling

edges and the extra invertingstages needed to generate the sampling edge for the timing chan

nel. The device sizes of the unit delay element is larger than minimum because it has to drive a

routing matrix to equalizethe loading of each tap inorderto get the evenly spaced sampling

edges. Each parallel channel is consuming about 45mW. For ten parallel channels, the power con

sumption is about 450mV. The remaining 150mV isdissipated onthe clock recovery, digital and

biasing circuits. If integrated with a VLSI digital data link control, the pad I/O drivers can be elimi

nated and thedummy channel can also beeliminated, resulting in a reduction of150mW in power

consumption.

The prototype chip is packaged in a68-pin LCC chip carrier. Even though 68 pins are

used, most of them are powersupply pinsandtesting features.

An oscilloscope picture ofsome typical output waveforms are shown in Figure 6-15. The

bottom waveform isthe reference clock at 480MHz used bythe pattern generator totransmit the
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Channel 7

Channel 8

Channel 1

Recovered Clock
from Ring Osc.

Reference Clock fori
Data Transmission

T = 2.083ns

Figure 6-15 Typical Output Waveforms at 480Mb/s

PRBS data at 480Mb/s. On top of it is the recovered clock from one tap of the ring oscillator. It is

used to synchronize the oscilloscope and also used as the input clock forthe bit error rate tester.

Note that the oscillation frequency isexactly 1/8 of that of the input data rate. The top three wave

forms are typical output eye diagram for channel 7, 8 and 1.The output amplitude is a 0 to 5V full

CMOS level. The eye opening lasted for a full 8 input bit period and the eye crossings are stag

gered by exactly one input bit period. Staggering the digital outputs has the extra advantage of

lowering the peak transient current forthe pad output driver and as a result a much lowerground

bounce. This can reduce the noise coupled into the analog section of the chip through the com

mon substrate.
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Chapter 7 Conclusion

7.1 Summary of Research Results

* It hasbeendemonstrated that the parallel architecture canbe used for the implementation

of high-data-rate, digital direct detection, optical fiber receivers with a relatively tow speed

technology. Operation at 480Mb/s is demonstrated with a 1.2um commercially available

CMOS technology [97].

* With non-optimal design, a device fT todata rate ratio ofabout 5 to 1can still be achieved

as shown in Figure7-1. This is the fastest result reported so far as compared with other

CMOS implementations of similar functions. The throughput of the parallel architecture is

at least 2 times that of the traditional architecture, implementing in the same technology.

* Clock recovery can bedone byinserting an extra parallel channel for phase detection.

More parallel channelscan be added for frequency detection to improve the performance

of the clock-recovery circuit.

The research results are elaberated in the following two subsections. The first part com

pares theparallel architecture with traditional archKecture, and thesecond part outlines the special

issues involved in the design of parallel receivers.

7.1.1 Traditional Architecture vs Parallel Architecture

The main disadvantage ofthetraditional architecture isthat all circuitry hasto have band

width ctose tothe input data rate. Awide-band AGC anplifier is needed to amplify the low-level

signal output from the preamplifier for further processing. Ahigh frequency mixer is needed for

clock-recovery. Ahigh frequency, voltage-controlled oscillator, oscillating at the input bit rate is
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Figure 7-1 Comparison of Parallel Receiver with Other Architectures

needed to generate the clock edges for the decision circuit. The implementation of these three

major high frequency parts requires abandwidth at least half of that of the input data-rate. This

Imposes a limit on how high adata-rate can be achieved with agiven technology with the tradi

tional architecture.

The speed ofreceivers depends on the circuit techniques used and the speed of the tech

nologies for implementation. By normalizing the bit-rate achieved with the device fTof the technol

ogy, comparison between different circuit implementations can bemade as in Figure 7-1. For most

of the implementation of the traditional architecture, a device fj to data-rate ratio of 12:1 is

required. As a result, for Gb/s operations, a technology with device fT of 12GHz orabove is

needed.

All high-data-rate receivers nowadays are implemented in high speedtechnologies such
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as GaAs or high speed Si BJT because of the speed requirement. The drawbacks of these tech

nologies are high cost, and tow level of integration. All current solutions are either a multi-chip

approach or a hybrid approach because of the tow level of integration, and they are all expensive

because of the cost of the technology, package, and assembly required.

The highcost of terminal receivers severely limits the deployment of high-data-rateopti

cal fiber communication systems.

The advantage of the traditional architecture is that when high jitter rejection is not

needed, an open-loop approachora wide-band approach relaxes the speed requirement imposed

on the clock recovery circuit allowing a much higher data-rate.

The parallel architecture, on the other hand, identifies the bottleneck and shift it to the

high-data-rate demultiplexer whichcan be achieved even with a relatively slowertechnology. By

demultiplexing the high-data-rate bit stream right-a-way relaxes the requirement imposed on the

mainamplifier and ctock recovery. Alsothe use of taps from a ring oscillator oscillating at a much

lower frequency, achievesthe same as a combination of a high frequency VCO and a high speed

frequency divider. This eliminates the need for the high frequency VCO. As a result, besides the

input analog demultiplexer, there is noother high frequency component inthe whole parallel archi

tecture.

Lowering the speed requirement allows the use ofthe low-cost, high-integration scaled

CMOS technology. The power consumption and chip area required toachieve a certain input bit-

rate is comparable to implementations of traditional architecture by other high speed technologies

because ofthe lack ofhigh frequency components in the parallel architecture and the high level of

integration of CMOS technology.

Acomplete solution can beas simple asan OEIC implementing the photoreceiver and

then followed by a CMOS VLSI mixed-signal IC implementing the rest ofthe functions. Such solu

tion can tower the cost ofpresent day high-data-rate receivers tremendously.

The disadvantage of the parallel architecture is that since the input signal isdemultl-
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plexed and sampled, it is inherently asampled data system, making the implementation of the
open-loop approach impossible.

7.1.2 Special Issues in Designing a Parallel Receiver

The design of aparallel receiver is very flexible. The number of parallel stages used will

depend on the system requirements. The ultimate bit rate that can be achieved depends on the
speed of the CMOS technology used and the number of parallel stages used.

The ultimate device fTto data rate ratio that can be achieved by the parallel architecture,
based on circuit techniques used today, is about 4:1, as limited by the input anatog demultiplexer.
The maximum number of channels used, to take full advantage of the speed difference in the

implementation of analog demultiplexing and amplification in the same technology is about 12. If

the number exceeds 12, the performance will be limited by the speed of the input demultiplexer,
resulting in noimprovement in thetotal throughput.

The circuit design and implementation of the parallel receiver in this experiment is by no

means optimal. Improvement can be made by several approaches. First is the use of atruly differ

ential ring oscillator to minimize the jitter due to the supply noise coupling. Secondly, all the vari

able gain stages used in the AGC amplifier are of the same size and the same gain. Faster

response canbe achieved by sizing the cascading stages.

Based on the above assumptions, and the experimental results of the prototype, a

622Mb/s SONet receiver can be implemented with 12 parallel channels with the same 1.2um

CMOS technology!

7.2 Projected performance in Scaled Technologies

Thedevice fTof a scaled CMOS technology increases with decreasing minimum channel

length. For theanatog demultiplexing, there is aconstant trade-off ofspeed and sensitivity as

shown in (EQ 5-8) and repeated in here.

L2
xxVd =2^ (EC>7-1)
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A closer look at the constant term on the right-hand-side of the equation in (EQ 7-1)

shows that it is directly related to the ij = 1/o>r of the technology. Therefore, the increase in speed

is directly proportional to device fj with the same sensitivity requirement. Ifthe bit rate is set to

below the maximum achievable, then higher sensitivity should be obtained. The required device fj

to bit rate ratio remains the same at 4:1. The speed of the AGC amplifier scales the same way. As

a result, the overall device fTto data rate ratio of 4:1 and a maximum of 12 parallel channels

remain the same for scale technologies.

With the above assumptions, Gb/s operation is possible with the parallelarchitecture

implemented in 1.0- or 0.8-um CMOS technologies.

7.3 Future Work

An immediate need for the parallel architecture is a more robust clock recovery scheme.

The present clock recovery scheme based on just one extra timing channel may be good enough

for doing experiment with the parallel architecture but it is suffering from small capture range and

false lock problems. It also have problems with large input offset and pulse distortion. A more

robust algorithm based on two or more timing channel is possible and should be looked into for a

practical implementation of the parallel architecture.

For short wavelength (0.8- to 1.0-u.m) optical communication channels, Silicon can be

used as photodetectors. The parallel architecture should be modified to push the analogdemulti

plexing all the way to afterthe photodetector and movedthe preamplifier into the parallel chan

nels. However, this impose a new problem as the signal that is demultiplexed is no longer a

voltagebut the photocurrent. The designof current demultiplexer can be challenging.

First, non-overlapped clock must beused for demultiplexing which is not necessary for

demultiplexing a voltage signal.This reduces the maximum clock rate that can be achieved as

extra gatings areneeded from the ring oscillator to generate the non-overlapped clocks, andthere

must be guard time between them to account for ctock skew.

Yet, another more difficult problem is that the photodetectors all have parasitic capaci-
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tancesassociated with them. Demultiplexing the photocurrent is in effect charge sharing between

the sampling capacitor and the parasitic capacitor. The residual charges remains onthe parasitic

capacitor is coupled into the nextparallel channel resulting in inter-symbol-interference (ISI). A

simple solution isto increase the sizeofthesampling capacitor so that most ofthe charges will

remainon the sampling capacitor and reducethe effect of ISI. However, this will reduce the sam

ple-mode bandwidth and greatly tower the maximum speed achievable. A bettermethod is to use

an equalizer to reduce the effect of ISI. A simple scheme that was looked intoand shown to be

successful from simulations istheuseofdecision feedback equalization to match the sampling

capacitance with the parasitic capacitance. If the sampling capacitance isthe same asthe para

sitic capacitance, then half ofthesignal isalways remained onthe parasitic capacitor. The ISI can

easily be cancelled out by subtracting from the present sample voltage half ofthe previous sam

pled voltage! The penalty ofthismethod isa 3dB reduction in SNR.The sampling capacitance can

be altered by a digitally weighted capacitance array asthetypical value ofthe photodiode capaci

tance is always known. A practical implementation should be investigated oncethe parallel archi

tecture is proved to be feasible.
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