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A Low-Power High-Speed Digital Adaptive Equalizer for Magnetic
Disk Drive Channels Utilizing Class IV Partial Response

Signalling

Abstract

A novel approach utilizing pipelining and parallelism is used to implement a digital adaptive

equalizer for a magneticdisk drive read channel employing Class IV partial response is described.

The sign LMS (Least Mean Squared) Algorithm was used to update the filter tap coefficients. Data

rates of a lOOMbits/sec were achieved while consuming less than 340mWatts of power. The archi

tecture was fabricated on a prototype integrated circuit in a HP 1.2 Jim CMOS MOSIS process.

Details of the design and test results are covered in this thesis.
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CHAPTER 1

Introduction

1.0 Introduction

At the youthful and naiveage of fifteen, I remember working with a friend on a computer pro

gram that would simulate the hottest new game around called space invaders. At the time, when

we were done working for the day we would store our program on a tapeusing a cassetterecorder.

While storingthe game which consistedof 300 lines of code, we always had plenty of time to ven

ture off in the kitchen and grab a glass of sodabefore the tape was finished. Thirteen years laterat

the more matureand informed age of twenty-eight I find myself writing a masters thesis using a

MacIIsi which has the capability of storing entire sections of this paper with the blink of an eye.

This drastic increase in the ability to store information on a decreasing amount of space can be

attributed to the advances made in the area of magnetic storage. With the advent of the information

age there has been an increasing need to find new methods to increase the amount of information

in a given space. Accordingly, technologies in the field of information storage have become

increasingly important. In 1992 the storage industry was a $50 billion a year business and is

expected to grow to $100 billion by the year 1995. With thismotivation manycompanies and uni

versities areconcentrating on methods to increase the storage density of magneticmedia.
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The emphasis of this thesis is to present a design done at Berkeley for the read electronics in a

magnetic disk drive channel employing a signaling technique referred to as partial response. Spe

cifically, high speed and low power were the two issues addressed by this research. The goal was

to design a digital signal processing chip which would equalize samples coming from the magnetic

disk drive channel at lOOMHz while utilizing less than 300mWatts of power. It was further desired

to make this filter adaptive to varying channel conditions.

The chip described in this thesis evolved from a larger project which was an attempt to create

an entire high speed magnetic disk drive readchannel. Basically, a two chip solution was required

for our implementation of the read channel. The block diagram shown in figure 1.1 highlights the

key features of the Berkeley system. The high speed Analog front end chip utilizes parallel pro

cessing to increase the overall throughput of the channel. Specifically, three parallel channels each

running at 33MHz createan effective throughput of lOOMHz. The analog front-end was a portion

of a Ph.D project by Greg Uehara [16] and will be refer to from this point on as Uehara's front-end

chip. Essentially, pulses from the readcoil are passed into the Uehara chip which first performs a

continuous time analoglowpass filtering operation. The analogpulses arethen sampled and passed

into a lowpass decimation finite impulse response filter realized using a switch capacitor filter cir

cuit. The output of the FIR filter is then passed into a high speed analog to digital converter and

then driven off-chip. Now the three parallel channels each running at 33MHz are then converted to

two parallel samples running at 50MHz using commercial parts on a printed circuit board. The

50MHz samples are inputted to the DSPdescribed in this thesis. Samples are then passed through

a digital adaptive equalizer and then into aViterbi sequencedetector which outputs recovered data.
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Figure 1.2 Block Diagram illustrating the parallelnature of the read channel.

The design and layout of the analog front-end chip was done as a Ph.D. project by Greg

Uehara for further information consult his thesis [16]. The remainder of this thesis will concentrate

on the specific details of the digital adaptive equalizer. In particular, chapter2 will coverthe system

design issues, simulation and description. Chapter 3 will focus on the description of the DSP archi

tecture while chapter4 addressesthe specific issues surrounding the design of all the circuit blocks

found on the DSP. A description of the test setup and measurement techniques are outlined in

chapter5 alongwith a description of a customboard built to interface the analog front-end with the

DSP. This thesis will then conclude with some measured results which are presented in chapter 6.



CHAPTER 2

System Design and Description

2.0 Introduction

Chapter 1 was provided to give a brief introduction to the overall disk drive channel proposed

at Berkeley. This chapterwill concentrate more on the system design of the digital adaptive equal

izer which follows the Analog to Digital Converter found on the Uehara chip. The equalizer which

is essentially an adaptive finite impulse response filter targets a 1-D2 partial response signal. There

fore, we will begin with a review of partial response signaling and why it is convenient for disk

drive channels. Ptolemy, a system simulator developed at Berkeley, was used to model the Class

IV partial response channel andwill be described. A brief presentation will then be given on adap

tive equalization. Mainly the Stochastic Gradient algorithm was used to update the filter coeffi

cients. Two update methods were studied, the Least Mean Squared (LMS) algorithm and the sign

LMS algorithm, the relative trade-offs between these two methods will be studied. To achieve the

aggressive goals for both high speed and low power, pipelining and parallelism were utilized for

the filter architecture both of which have implications on the system stability. Therefore, all system

non-idealities were studied and will be presented in this chapter.
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2.1 Magnetic Disk Drive Channels

Before presenting the equalizer design we must first develop a channel model that properly

characterizes the present day disk drives. The channel is best understood by first considering the

physical operation of the disk drive.

Magnetic disk drive channels consists of three primary components, the write coil, magnetic

media and the read coil. Information is conveyed to the disk by applying a current to a write driver

which is being passed over a moving magnetic media. A magneticdipole is then produced on the

disk which has a direct correspondence to the direction of the current through the write driver. To

read information off the disk a second coil is passed over the media. This coil will produce a cur

rent which is proportional to the change in magnetic flux through the inductive head. Therefore, as

the coil passes over a region where the magnetic dipoles arechanging direction a voltage pulse

will be produced across the read head see Figure 2.1. Thus, it is important to note that a read head

can only sense a change in the direction of stored information and not the actual information stored

on the disk.

Read

Electronics

Figure 2.1 Read and write operation in disk drive channels.

2.1.1 Lorentz Pulse

Under ideal conditions the pulse produced at the read head would be an impulse spike. How

ever, two physical limitations create an upper bound on the bandwidth(BW) of the read channel.

The first has to due with the fact that the change in magnetic flux is not instantaneous as the read

head passes over the media. Therefore, instead of the ideal voltage spike we receive a smeared

pulse (Figure 2.1). A second contribution to the finite BW channel relates to the low-pass capaci-

tive nature of the read electronics. Assuming the channel is linear, we can obtain a model which

characterizes the continuous time impulse response by observing an isolated transition. The
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Lorentz pulse is one such model that characterizes an isolated transition. The equation for the

Lorentz pulse (shown in Figure 2.1) below relates the 50% point on the pulse to the symbol period.

The parameter PW5(/T is now a relative measure of intersymbol interference in the channel. A

high value of PW50/T implies less distance in time between adjacent pulses (or symbols) resulting

in more intersymbol interference. After consultation with manufactures of disk drive electronics

(Quatum, National Semiconductor, and Silicon Systems) it was determined that a reasonable val

ues for PW50/T for modern drives ranges from 1.5 to 2.5 and will be assumed for all simulations

presented later in this chapter.

P(t) =
1 + (

It

PW
50

• f

Figure 2.2 Lorentz pulse which relates the 50% point on the pulse to the symbol period.

Pit) =
It

PW,
50

(2.1)

Other models for the channel which account for the non-linearities associated with present day

inductive heads include the Gaussian pulse, and the raised cosine function. However, the Lorentz

ian pulse is the most commonly used throughout the literature and will be used in this paper and in

simulations. It is further noted that newer magneto-resistive heads are being developed which are

shown to exhibit an extremely linear behavior.

2.1.2 Channel Response

Under the assumption that the channel is LinearTimeInvariantwe can write the received sig

nal as a superposition of the current received symbol pulse and the interfering effect of the adja

cent pulses. This is shown below where p(t) is the Lorentzian pulse and A^ represents the direction

of a transition on the magnetic media. A^ is also referred to as the channel symbol.
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vO = X Ak'P(t-kT) (2.2)

From Eq. 2.1 and Eq. 2.2 we can now see the effect of superpositioning a series of adjacent

transitions using the lorentz pulse in Eq. 2.1 (Figure 2.1)

V(t) ^ ""«,.

Individual ^ \ /
Lorentz pulse

'••>• :
IM1tll*llllllllllllIII

»""»' t* ^ 4»iimmiiiiiiiir-^-^^^' T

Figure 2.3 Effect of Intersymbol Interference on channel symbols.

Originally, there were two main methods for storing information on magnetic media: Non

Return to Zero (NRZ) and Non Return to Zero Inverse (NRZI) [2]. In NRZ recording, information

is represented on the disk by the direction of a magnetic dipole. Therefore, the sign of the write

current is dependent on whether a one or zero is being written. Then when reading the information

off the disk a transition in the dipole position corresponds to a pulse on the read head. A plus on

the coil is interpreted as a change in binary information. In NRZI recording, a binary one is repre

sented as a change in the direction of the magnetic flux where a binary zero is interpreted as a lack

of change in magnetic dipole direction.

NRZ is disadvantageous in how the information is read back from the media[2]. As explained

before a change from a 1 to a 0 is represented by a transition pulse. Therefore, if in the process of

decoding the read message a peak goes undetected an error will be generated. However, the next

peak to be detected will be interpret as a change from a 1 to 0 when it should have represented a

transition from a 0 to a 1. Thus, the NRZ system suffers from an error propagation mechanism in

the readback process. In NRZI recording a one bit is represent by a transition and the lack of sym

bolizes a zero. When a peak goes undetected this generates a single error and will not be propa-
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gated through the system. Therefore, NRZI systems are preferred to NRZ and will be assumed for

the remainder of this chapter.

To keep a constant symbol rate and radial velocity the spacing between dipole transitions on

the inner diameter need to be spaced closer than the outer diameter.This change in density creates

a variation in the channel characteristics from the inner diameter to outer diameter. This againcan

be specified by the PW50/T parameter in the Lorentz pulse. Corresponding to earlier information

from it will be assumed that the PW50/T varies from 2.5 on the inner diameter to 1.5 on the outer

diameter.

2.2 Partial Response

Partial Response signaling is a coding anddecodingtechnique used to control the spectrum of

the channel signal. The general from of the channel characteristics can be evaluated as a filter with

a response of the form[l 1]&[6]

N

FV») = Hfi'V (33)
1 = 0

The more general form of this expression which reveals the capability of the channelresponse

to control the spectrum is written in the form of

F(D) = (l-D)m(\+D)n (3.4)

where m=0 or n=0 but not both. Three commonly used forms are the dicode where m=l and

n=0, the doubinary where m=0 and n=l, and the modified doubinary where m=l and n=l. Each of

these can be seen to contribute zeros to the frequency spectrum which can be favorable for increas

ing the Bandwidth of the channel.

The partial response system consists of feeding a signal through a channel with a response of

F(D). Then at the receiver end, the signal is passed through aninverse filter to recover the original

information. In the absence of noise the outputof the system shown in Figure 2.4 will equal the

input. However, if the channel response is of the form of Eq. 3.4 then we see that the receiver

inverse filter will be IIR. This implies that we aresusceptibleto propagation of errors. Thus, these

type channels are usual precede witha precoder which alleviates the problem of error propagation.
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For magnetic Disk drives a precoder is used which performs a mod2 operation on the input. A

sequence detector is then used in the receiver electronics which performs the inverse function of

the precoder.

Ak F(D) Channel
F(D) Ak

Channel Receive Filter

Figure 2.4 Coding and decoding filters usually found on partial response channels.

The question now arises of how we can apply partial response to a magnetic media and what

are the advantages. We must first concentrate on which partial response polynomial will be of

interest in magnetic disk drive channels. Recall that the read coil passing over the drive head is

performing a differentiation on the information stored in the form of magnetic dipoles. Thus, by

the physics of the read head we perform a 1-D operation on the data being passed through the

channel. The next observation is that by increasing the density on the disk drive read head such

that we deliberately create intersymbol interference and sample each isolated pulse twice we can

create a 1+D operation on the information being passed through the channel ( Figure 2.5) This

leads to a channel response of (1+D)(1-D) which is the special case of the modified duobinary,

often referred to as a class four partial response system (PRIV). An example of which is shown in

Figure 2.6.
Sampling points for isolated transition using PRIV

m

Figure 2.5 Sampling of a PRIV isolated pulse
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Figure 2.6 Isolated Pulse Response for PRIV

The key advantage of partial response signaling lies in the 1+D operation performed on an iso

lated pulse. This is better understood if we first consider the ideal isolated pulse for a peak detec

tion system. Here, the optimal situation occurs when we equalize the pulse such that there is no

contribution to the samples nearest neighbor, or in other terms the sampling rate on equalized

pulses is such that there is no intersymbol interference. Now label the channel response of the peak

detection system due to the read electronics only as h(t). Next, assume that we take the same read

head with the same response h(t) and apply it to a class four partial response system. Here, the

objective is to sample an isolated pulse such that we receive two symbols for each transition (see

Figure 2.6).

Thus, the partial responsesystemmust have a sampling rate that is 50% faster than the peak

detection system. This implies that the sampling period of the partial response drive is one third

less than the peak detection system. We can write,

ITT _ peak- detector
'PRIV 3 (3-5)

Thus, the main advantage of usinga classfour partial(PRIV) response systemis that the spac

ing between adjacenttransitions havenowdecreased by 33%achieving a net gain in bit densityon

the disk equal to 50%.

As mentioned beforepartial response systems need someform of data coding to prevent the

propagation of errors. Therefore, the read electronics needs a method to decode the information.

This is usually done in theform ofa Viterbi sequence detector. Therefore, partial response systems

have the extra complexity of more hardwareover traditional peak detectors.
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2.2.1 Simulation of PRIV disk drive channel

To perform later studies on the disk drive channel with equalization, ptolemy,a system simula

tor developed at Berkeley was used to model and createchannel waveforms. Figure 2.7 illustrates

the method used for modeling the channel. A Pseudo-Random number generator supplies a binary

sequence Ak (1, 0) which is then passed through a Class IV partial Response Coder to create a

three signal constellationBk(+1,0, -1). The Bksequence is then convolvedwith a lorentz pulse

mA
Lorentz Pulse

Convolution
SBkp(t-kT)onvolutlon (& *P"R™^

Random Class IV
Binary Partial
Sequence Response

Coder

/H

Channel waveforms

Figure 2.7 Channel model used in Ptolemy

Adaptive

Equalizer

which results in a linear channel signal. The channel waveform is sampled and passed through a

6bit quantizer to simulate the sample and hold along with the A/D operation done on the Uehara

front end chip. The simulation samples found after the Analog to Digital converter were then

stored in a file to be used as input for the adaptive equalizer in later simulations. To simulate varia

tions in channel conditions the PW50/T parameter found in the Lorentz Pulse facet was varied

from 1.5 to 2.5 per the discussion in section 2.1.1. Also, simulations were run with as much as
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15dB of noise added to the channel signal. An example PRIV channel waveform with PW50/T=2.5

has been shown in Figure 2.8.

PRIV Channel Waveform
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Figure 2.8 Example channel waveform produced by Ptolemy.

2.3 Adaptive Equalization

Recall that the ideal transmission of a symbol through the disk drive channel is provided in the

form of a chain of impulse spikes separated in time by the sample period T. However, due to the

non-idealities introduced by the disk drive electronics a low pass characteristic is displayed by the

channel thus, creating a superposition of pulses which interfere with one another creating a phe

nomena know as Intersymbol Interference. To mitigate the low pass nature of the channel and

recover data with a reasonable bit error rate a filter which provides a high frequency boost is usu

ally required. For the specific case of disk drive electronics the equalization can be provided in

either the analog or digital domain. Uehara [16] claims in his thesis that for analog signals suffer

ing from ISI there exist an optimal when some channel equalization is provided before the analog

to digital operation immediately followed by a further digital equalization.

Many channels experience a variation in characteristics, examples included modems and

radios. In magnetic storage channels, a variation in the properties exist due to change in the spac

ing between symbols from the inner diameter to the outer diameter of the disk. Further variations

in channel characteristics can be attributed to a change in the distance between the media and read

head electronics. To provide equalization under varying channel conditions it is desired to have a
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filter which can adapt to the changingchannel conditions thus the term adaptive equalization. The

focus in this projectis to design anadaptive equalizer which performs a filtering function for vary

ing channel conditions.

To implement our equalizer the stochastic gradient algorithm, also referred to as least mean

squared algorithm (LMS) was used, the derivation of which is left to [13]. In the LMS algorithm

coefficients areupdated by passing the output of a finite impulse response filter through a sheer

where a hard decision is made on the filteroutput. The sheer decision and the filter output are then

used to generate an errorsignal.This error signal is then feedback and used in the LMS algorithm

to update each coefficient.

Symbol
Input
Rate

T

o-^-
VC0

irCI

ICN-1
<s>—

SG Algorithm

+

^E[|e,/]

-o

•F

I
sheer

Cninitia!

Figure 2.9 Adaptive Equalizerutilizing the StochasticGradientAlgorithm.

C.fina!

Cn,*+1 = Cn,k+$'Xk-n'ek (2-6>

From Eq. 2.6 we can gain someintuition intohow the LMS algorithm adapts to varying chan

nel condition. Eachnth coefficient (Cn) is updated at time period k+1 using information basedon

the previous coefficient value (Cn,k), the sample aligned with the Cn (Xk-n) and the Error gener

atedat the outputof the sheerat time k denoted ase^. p is a scale factor which helpscontrol the

magnitudeof change from one coefficient in time to the next. Essentially the new coefficient is
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being driven down agradient to reduce the Mean Squared Error (denoted as E[\ek\2]) at the out

put of the sheer. A couple of examples may prove more intuitive.

xk 1—j 1 j •* xk 1—j 1 j •*

Filter I ; r +°l , RUer | I '"' •**
Output ' ' rT^ ^ ' ' ^J" ]~" £J^* * Output j I ^j^"

Slicer 1 T +os . Slicer 1 T *o.5wOutput J "|—•| ~^k Output j A—T j^*

1 J 1 1 •* e" 1 « , * • *

(a) Filter with insufficient gain. (b) Filter with excess gain.

Figure 2.10 Examples of Adaptive Equalizers with a gain error.

Assume we have three points in our signal constellation normalized to an amplitude of one

(+1,0,-1). Also, the slicer is set to thresholds of +/-0.5. Figure 2.10a illustrates an example of

when the filter is not supplying enough energy to the incoming samples and thus the amplitude of

the output is below a desired value. From Figure 2.10a we can see that Beta, the error, and the

aligned sample for acouple of points in time. Note the sign of the product of the p •Xk _ •Ek

always works in a direction so as to add more to the magnitude of the coefficients providing more

equalization and in turn increasingthe amplitude of the output samples. Further note that Eq. 2.6

acts to reduce the average power of the error presented at the output of the slicer, often referred to

as the Mean Squared Error. The coefficients move along a gradient toward a final target value at

which time the error becomes extremely small and intum p•Xk _ -Ek approaches zero and the

coefficients remain relatively constant. If we assume that the feedback loop is stable the coeffi

cients will remain relatively constant about their final target value until the channel conditions

again change. As a second example, from Figure 2.10b we can see that when the filter output is

too large the error signal generated has the effect of reducing the filter coefficients until the mean

squared error at the output approaches zero.

Two factors influence the stability of the feedback network, the size of p, and the latency

introduced from feeding back the error signal. Like any negative feedback network if the signal
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being feedback is too large the system can go unstable. Similarly, a large delay in generating the

error signal contributes to a degradation in the loop stability. A relationship also exits between the

size of Beta and the delay in the feedback network, the more delay the smaller Beta must be to

attain stability. Conversely, relatively short delays in the feedback path allow for a larger Beta

inturn permitting faster convergence for the filter coefficients. A more detailed analysis studying

the relationship between Beta and the delay will be outlined in the next section on the equalizer

design.

2.4 Equalizer System Design and Simulation

An outline will now be given for the design procedure used to specify the system for our digi

tal adaptive equalizer. System level simulations were run to study different architectural

approaches to implementing the equalizer. Initially, spice simulations were run to determine

exactly how fast the multipliers were able to run. It was determined that to achieve an effective

lOOMHz throughput it would be necessary to run four filters in parallel. In addition, to conserve

area it was also desired to update the coefficients using the output from one filter only. Thus, in

summary the system level simulations were run to study the stability of the adaptive process in the

filters with all non-idealities incorporated into the simulations. It may be difficult to understand

some of the non-idealities listed. If things appearunclear it may be beneficial to skip to chapter 3.0

where a detailed explanation of the adaptive equalizer architecture is given. The following is a list

of the non-idealities studied through simulation.

• The effect of latency in the feedback path on the filter stability.

• The effects ofquantization errorin the coefficients and the sampled data on filter stability.

• The effect of not sampling the error every period. For example in our proposed architec

ture it would be convenient to use only one of every fourth error samples to generate new

coefficients.

2.4.1 Update Algorithm and stability

Recall that in Eq. 2.6, that a trade-off exists between the size of Beta and the delay in the feed

back network. To gain a better understanding of the relationship between Beta and feedback delay

a closer analysis was made of Eq. 2.6. In particular, if we consider the update of each coefficient as

being dependent on the previous coefficient value. We will make a further assumption that the
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input samples remain relatively constant giving rise to a system similar to what is shown Figure

2.11.

P

^initi,initial
+ €>H

-k+1

.Error Latency

Figure 2.11 Simplified model for looking at the stability of an individual coefficient.

Figure 2.11 illustrates a simplified model for analyzing one coefficient. Basically, an initial

c(n) is feed into a system h(n) which we assume is similar to the operation of generating the filter

error. Now in Figure 2.11 we model the slicing operation as something similar to subtracting a

desired coefficient value and in turn producing an error term. The error is then delayed by D peri

ods and scaled by a factor of beta. It is worth mentioning that the system shown in Figure 2.12 is

an attempt to model just one coefficient. However, as the number of coefficients in the system

grows so does the relative instability. Therefore, the results of any simulations based on one coeffi

cient will reflect an aggressive design for the stability of the filter coefficients.
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The model illustrated in Figure 2.11 was implemented in Ptolemy and simulations were run

for varying delays (D) in the feedback loop the results of which are shown in figure 2.12
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Figure 2.12 Simulation with varyingdelay of the simplified single coefficient model using the LMS

algorithm.

From spice simulations of the proposed update circuitry it was determined that the filter coeffi

cients would require at least 16 periods for p•Xk _n•Ek to become available. Aswe can see from

Figure 2.12 a delay of 16 leads to an unstable system for relatively small values of Beta. Therefore,

at this point it was proposed to use a slight modification to the LMS algorithm known as the sign

LMS algorithm. Using this algorithm it wasdetermined that the latency in the feedback path could

be reduced to 8 sampling periods.

Cn,*+l = ^A +P-sg"^*-*)'*«•>(«*)>•

Essentially the signed based LMS algorithm only looks at the sign of both the error and the

sample aligned to thaterror, P is then added or subtracted to the previous coefficient based on the

results of sgn (Xn k_n) sgn(ek). It was determined that by using this algorithm thedelay in the

feedback path could bereduced to8 sampling periods due tothe elimination ofamultiplying oper

ation required to produce Xk _n•Ek inthe straight LMS algorithm.
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Again a small simulation model was made for the update of an individual filter coefficient

using the Sign LMS algorithm. Simulations results are shown in Figure 2.13 with varying delay in

the feedback loop.

Ck
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Figure 2.13 Results of the individual coefficientmodel for the sign LMS algorithm.

We can see that the coefficient value is stable for delay of 8 sampling periods in the feedback

loop. However,note that for a largerBeta the final coefficient value becomes more course. The key

observation is that the coefficient will converge for larger delays and has an acceptable settling

accuracy for a feedback latency of 8. Therefore, the decision was made to implement the sign

based LMS algorithm to update the filter coefficients in our adaptiveequalizerdesign.

2.4.2 Equalizer Simulation with all Non-Idealities.

With the decision to use the sign LMS algorithm instead of the straight LMS further consider

ations were made for the entire design. To be compatible with the Uehara front-end chip the input

samples were fixed to six bits. Also, it was desired to have a regular multiplier structure in the FIR

filters, therefore, the coefficients were also fixed to six bits allowing each multiplier to be 6x6.

However, to maximize the information about the previous coefficient 11bits were used to store the

old coefficient to be used in the update processeswith only 6 of them being feed to the input of the
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filters. Again, due to reasons related to the hardwaredesign (see chapter 3.0 for details) the coeffi

cients wereupdated only once every fourth period. Simulations wererun using eight taps for the

filter.

2.4.2.1 Simulation Conditions

The main objective of the simulations was to check for convergence of the filter coefficients.

This was done by observing that the filter coefficients converged on a value and are held constant

for steady channel characteristics.

Toincrease the likelihood thatthefilter coefficients will converge a reasonable starting point is

required. Therefore, initial coefficients were calculated andusedfor all simulations. A sample cal

culation of initial coefficient values is given in Appendix A.

The proposed Adaptive Equalizerutilizing the sign LMS algorithm was built in Ptolemy. All

non-idealities related to the hardware were implemented in the simulation including the quantiza

tion effects caused by the coefficients, channel samples, and the finite word size of Beta. Simula

tionswerealso run withnoiseadded to the input to reduce the SNRas lowas 18dB. For a given set

of initial coefficients the channel conditions were varied from a PW5(/r=1.5 to a PW50/T = 2.5.

The filter non-idealities are summarized below. A block diagram of the adaptive equalizer model

used in ptolemy is shown in Figure 2.14.

•Theerrorsignal is only generated using filter 1.Thus, thecoefficients are only updated
once every four periods.

•The input signal is quantized to six bits as are the coefficients going to the four filters.

• 11 bits are used to storetheprevious coefficient value used in the updateoperation.

•Because of thedelay incurred from the hardware, theerror nowhas a latency of 8 sam
pling periods.

•Thesign LMS algorithm is now being used instead of the traditional LMS algorithm
which requires more computation toupdate theerror, thus contributing to aregreater
latency in feeding back the error signal.

•Because of pad limitation on the final chip it wasdetermined thatonly six bits couldbe
used for Beta.
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•Again, because of a Pad limitation only the three largest magnitude initial coefficients

were supplied from off-chip inputs while the other initial coefficients were hardwired to
ground.
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Figure 2.14 Ptolemy model of the adaptive equalizer used for simulation of the proposed architecture.

2.4.2.2 Simulations Results

Simulations did show that the filter converges and remains stable for the given design using

the sign LMS algorithm. In particular, the reduced latency in feeding back the error signal resulted

in a more stable system allowing the filter to converge for a wider range of Beta.

To illustrate the robustness of this filter design the worst case channel conditions (PW50/T

=2.5) were used for the purposes of illustration. The channel was simulated with an 18dB SNR at

the input however, for purposesof illustration only simulations without noise applied to the input
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are shown. From figure2.15 we can see all eight of the filtercoefficients adapting to a channel with

a PW50/T =2.5. In Figure 2.16 the error power has been plotted as a function of Beta. It is interest

ing to note that for smaller values of Beta the filter will more easily converge and once the filter

coefficients have reached a final solution the error power will be less which implies the filter is

Coefficient Adaptation with Beta=0.01
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Figure 2.15 Filter coefficients adaptingto a channel with a PW50/T=2.5.

providing better equalization of the channel samples. However, as the value of Beta becomes

Y x 1<r3
Error Power for varying Beta

Xx 103

Figure 2.16 The Error power during adaptation for different values of Beta.
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larger the filter has a harder time converging on a solution, the error power stays large and the

channel samples are not provided with as much equalization.

It is also interesting to note the effect of the equalization on the channel symbols both before

and after the filter has adapted. In figure 2.17 a plot is shown of the channel symbols at the input

and output of the filter before the adaptation has begun. This can be contrasted with figure 2.18

which shows the filter output after the equalizer has had a chance to converge on the final values.

From figure 2.18 we can see that the symbols at the output of the filter are either +1,0,-1 which is

what we should expect.
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Figure 2.17 Channels samplespassingthrough the Equalizerbefore the filterhas adapted.



2.5 Summary

Signal Amplitude

1.20 -

1.00 -

0.80 —

0.60 -

0.40 -

0.20 -

0.00 g-

-0.20 1- 1'
-0.40 -

-0.60 -

-0.80 —

-1.00 —

-1.20 — 1

I »

1-

Filter Input

Filter"0"utput"'

I

835.00 840.00 845.00 850.00 855.00 860.00 865.00

Figure 2.1n Channel samples after the filter has completely adapted.

2.5 Summary

In this chapter we have seen the design and verification of an eight tap adaptive equalizer. The

use of the sign LMS algorithm was used to reduce the latency in the feedback path of the error sig

nal. Also, only one of four error signals are used to update the filter coefficients. Ptolemy simula

tions were used to prove that the filter can converge and is stable for the proposed architecture. The

following chapters will focus on how the proposed system was implemented into hardware.
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CHAPTER 3

DSP Architecture

3.0 Introduction

Throughout the first chapter we sawa general description of the disk drive channel proposed at

Berkeley, while chapter two gave the details surrounding the system design and specifications.

Now, it will be desired to focus on the implementation of the system design of the adaptive equal

izer. In particular, this chapter will give anoverviewof the general DSParchitecture while chapter

4 presents the specifics behind the circuit design for the coefficient update.

To gain an understanding into the aspects of the DSP architecture we must first reflect on the

original goals of this chip.This chip is specified to perform equalization at lOOMbits/sec on a mag

netic disk drive channel which employs a Class IV partial response signaling. Also, an additional

requirement is to perform all the equalization functions while consuming less than 400mWatts. To

be compatible with current standards found in the semiconductor industry a 1.2umCMOS process

was chosen for the circuitdesign and layout. The needto haveboth high speedand low power led

to an architecture which employs both pipelining and parallelism, two technics commonly used to
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increase the throughput while lowering the total consumed power by a specific function. Table 2.0

presents a summary of the main DSP specifications. 1

Table 1

Specification

Data Rate lOOMbits/sec

Power 400mW<

Technology 1.2umCMOS

Supply 3.3 Volts

The following sections present an overview of the details surrounding the architectural imple

mentation of the adaptive equalizer.

3.1 Genera! Description

Three main components are necessary to perform digital adaptive equalization, a finite

impulse response filter (FIR), a slicer at the output, and a block which computes adjusted values

for the filtercoefficients. From figure 3.0 we can see that the filter and coefficient update blocks are

both very regular (repetitive blocks) lending itself well to the application of low power design

technics such as pipeling and parallelism. It has been shown in Wong's Thesis [151 that filter

speeds on the order of lOOMbits/sec are not possible in the selected 1.2um technology. Therefore,

a decision was made to run four filters in parallel to meet the throughput requirement of a

lOOMHz. Wong's thesis further demonstrates that an overall power savings can be obtained when

running four parallel filters at a fourth of the sampling rate.

The filter coefficients are updated using the stochastic gradient algorithm. As specified in the

chapter 2, the sign LMS algorithm was used to improve the stability of the feedback network.

Through system level simulations it was further learned that only the output from filterl was nec

essary to perform the coefficient update. This lead to a reduction in both the hardware and com-
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plexity associatedwith implementing the coefficient update block. From Figure 3.1 we now get a

more accurate representation of the actual system used to implement the adaptive equalizer.

Input o

6 Output

Figure 3.1 Four Parallel filters with only filterl updating the coefficients.

3.1.1 Clocking

Synchronization for the entire chip is accomplished using four phases of a 25MHz clock

which is derived from a lOOMHz clock inputted to the chip. New data to filterl and the operation

of filterl commence on the falling edge of clockl. Likewise, samples and the coefficient values are

passed to thesecond filter on thefalling edgeofclock2. Filter3 and filter4 areclocked usingclock3

and clock4 respectively. Operations in the coefficient updateblocks are coordinated using clockl.

A timing diagram may be found in.

3.1.2 input Latches

To facilitate testing and clock generation the sampled data was inputted to the chip via two

parallel channels. For example, if the sampling rate is lOOMHz then two parallel channels with

datarunning at 50MHz was inputted to thechip, however, theeffective throughput of datacoming

in and leaving the chip is still lOOMHz. Corresponding to the two inputchannels dual delay lines

were run along the input to filterl.
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3.1.3 Viterbi Sequence Detector

Two half rate Viterbi Sequence detectors were used at the output of all four filters. The class

IV partial response polynomial lends itself well to the application of sequence detection. Recall

that the incoming samples to the filter are coded with a 1-D2 response. Therefore, to decode the

equalized output of each filter a sequence detector has been placed at the output of filters1&2 with

another at the output of filters2&4.
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Figure 3.2 Four Parallel filters with the Viterbi Sequence detector.

From Figure 3.2 we can see that the viterbi decoders are arranged at the output so as to accept

ever other sample being supplied from the equalizer. The Viterbi decoder then calculates the mini

mum path metric for a 1-D2 response. Further information about the layout and design of this

block may be found in the thesises by Wong[15], Uehara [161.

In section 3.1, a very high level description of the key adaptive equalizer blocks was given.

Now it is desired to give a more detail description of how the key blocks interact and the flow of

data. The author of this Thesis was the designer of both the system and the coefficient update

blocks. However, the design and layout for the filters was done by C. S. Wong. Therefore, only a

brief description will be given for this block in the context of its interaction with the coefficient

update blocks.

3.1.4 Operation of parallel filters

To begin we assume that the data has passed through the front end Analog to Digital converter

illustrated in Uehara's thesis[16]. The input is supplied via two parallel channels as described
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before. Let us first focus on how data is passed through the filter, refer to Figure 3.3. First assume

that the adaptive equalizer has been turned off and we suddenly power up the device.
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Figure 3.3 Data flow through the filter blocks.

assume that the very first sample to enter filterl is Xk_7 with all otherdata in the delay line and the

other three filters equal to zero. Now on the falling edge of clockl the input sampleand the coeffi

cients are latched into filterl andthe multiplication process begins (Refer to Figure 3.3a). At this

time, the data latched into filterl is immediately passed to the input of filter2. On the falling edge

of clock2 Xjj.6 is latched into filter2 withthe other seveninputs coming from filterl (Figure 3.3b).
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Filter2 then begins the multiplication process while passing all theof its sampled data to the input

of filter3. Now when clock3 goes high Xk_5 is the first sample latched into filter3 with the other

seven samples coming from filter2. Once again this processes is repeated for filter4 when clock4

rises and Xk_4 is available (Figure 3.3b). It should also be noted that Xk.6 through Xk_4 are being

stored in a delay line asshown in Figure 3.3 atthe input of filterl. Now when clockl again goes

high the samples stored onthedelay line and anew sample Xj^ are latched into the input of fil

terl( Figure 3.3d). The whole process of passing data from one filter to thenextis again repeated.

Recall that all four of the filters take eight clock periods from thetimean input is applied to the

filter until the output is ready. Therefore, in our example, Xk_6 is applied to filterl on the first

period of clockl. During this period of clockl the samples are multiplied with the coefficients.

Now on the next periodof clockl the results of the multiplication are then feed to the accumulators

and passed to the output. Thus, a total of eight clockperiods are required for data to pass from the

input of the filter to the output.

3.1.5 Coefficient Update

With an understanding of the filter blocks we will look at the architecture used to implement

the sign LMS algorithm. Because only the first filter is used to update the coefficients for all four

filters only the output from filterl is passed through a slicer. The error signal generated from the

slicer is then feed back to eight coefficient update blocks. Depending on the sign of the error a

choice is made on whether to add or subtract beta from the previous coefficient value. The results

of the selection in the coefficient update block are then applied to the input of filterl.

To fully understand the operation of the coefficient update block a step by step description of

operation is given below. We will startthe discussion of operation at the output of the multipliers

in filterl. Recall that when clockl goes high the outputsof each multiplier in filterl are passed to

the accumulators. Then during a single period of clockl all the operations required to update the

coefficients are performed. While working through the following explanation refer to Figure 3.4.
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1) Clockl goes high and the outputs of each multiplier in filterl are latched into the accumula

tors. Also, when clockl goes high both the value of the previous coefficient value plus beta

and minus beta are immediately computed in each of the coefficient update blocks. Both the

coefficient plus beta and minus beta are performed immediately after clockl goes high.

This dual computation is performed to help reduce the overall delay in the feedback path.

2) After the accumulators have finished summing the outputs of all eight multipliers the output

of filterl is then passed to a slicer. The slicer then makes a hard decision on the output of

the first filter. Because we are using a class four partial response system with pulses nor

malized to 1 the output of the slicer will be either a +1,0, or -1.
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Figure 3.4 Sign LMS algorithm used to update the coefficients

3) The outputof filterl is then subtracted from the result generated from the slicer to produce

the error. The signof the error is then determined and feeded back to each of eight coeffi

cient update blocks.

4) The sign of theerror and thesign of each sample are inputted to an XOR gate. The output of

the XOR gate is then used to select Ck+ P orCk - p.

5) The new coefficients are now ready to be latched on the next rising edge of clockl at the

input of filterl.
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6) Coefficients from the first filter are passed to filter2 on the rising edge of clock2. The same

set of coefficients are subsequently passed to filter3 and filter4 on the rising edges of clock3

and clock4 respectively. We can see that the coefficients are passed from one filter to the

next in a fashion similar to passing the channel samples between filters. However, to per

form the proper operation of a finite impulse response filter the channel samples move to

the right and down through the chain of filters unlike the coefficients which move strictly to

the right through the parallel filters (refer to Figure 3.3 and Figure3.5). This movement of

data through the filter correctly implements the desired response of

M

t<n) = YjCk-xin-k)
Jfc = 0

where M = 7 for an eight tap finite impulse response filter.

Filterl

Clockl Clock 2 Clock 3 Clock 4

Whtr* C7|, » C7H • C7|,.2 • C7m

Filter 2 Filter 3 Filter 4

Figure 3.5 Movement of coefficients through all four filters.

Each coefficient update block is provided with the circuitry to both add and subtract the value

of beta from the previous coefficient value. Also, the sign of the error is used rather than the actual

error value. A combination of these the two mentioned features allow a rapid update of the coeffi

cient values, thus providing more stability for the entire filter.

3.2 Chip layout and Organization

Because of the regularity associated with the design of both the filters and the coefficient

update blocks the layout of the chip was produced ina fashion similar towhat is shown in Figure
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3.2. The chip is comprised of four parallel filters which mainly consists of eight 6 bit by 6 bit mul

tipliers along with eleven accumulators. From Figure 3.6 we can see that the error generation cir

cuitry has been shown on the bottom with all eight of the coefficient update blocks displayed on

the left hand side of the chip. All four phases of the 25MHz clocks 1 through 4 were placed at the

bottom of the chip.
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3.3 Summary

From this chapter we gained an understanding into the general layout and architecture of the

DSP. Mainly, both the idea of pipelining and parallelism were used to increase the allowable effec

tive sampling rate to lOOMHz while reducing the overall power consumption. We also saw in this

chapterthat the sign LMS algorithm wasusedto reduce the latencyin the feedback path. Layout of

the chip was shown to be very regular due to the parallelism and the similar operations performed

by both the filters and the update blocks.
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CHAPTER 4

DSP Circuit Design

4.0 Introduction

Throughout chapters 2 and 3 we saw the design of both the system and the overall architecture

associated with the digital adaptive equalizer. In this chapter we will focus on the specifics sur

rounding the circuit implement of the DSP chip, particularly the circuits associated with the coeffi

cient update algorithm. For details on the design of the four filters and the viterbi sequence

detector consult [15], and [16]. All the material described in this chapter will assume a knowledge

of both the chip architecture and the algorithm used to update the filter coefficients each of which

aredescribed in chapters 2 and 3. Discussion of the coefficientupdatecircuitdesign will begin at

the output of filterl and continue throughthe feedback loop to the point where the new coefficients

are passed back to the input of filterl.

To perform all the coefficient update functions described in section 3.1.5 three main circuit

blocks were design. First, the slicer, subtractor and the sign of the error function were combined

into a single decoder. Basically, the output of filterl is passed into a large decoder which produces

the sign of the error, this signal is eventually feed to the eightcoefficient update blocks. The sec-
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ond main circuit block in the feedback process are the adders and subtracters used to calculate the

previouscoefficient valuewith a constant (Beta) eitheradded or subtracted. A thirdcustom design

was performed for a multiplexing network which selects a new coefficient value based on the

results from a computation done for the sign based LMS algorithm. For reason related to the stabil

ity of the entire filter, speed was the main issue in designingthese circuits rather than power which

was not perceived to be a problem because of the relative size of the update hardware in relation

ship to the overall size of the chip.

4.1 Timing requirements

Recall from chapter3 that during one period of clockl, datalatchedat the output of the multi

pliers must be summed in the accumulators, pass through the slicer and subtractor after which the

sign of the error is determined. This error signal in conjunction with the sign of the aligned sample

Xk is then used to choose either C^+ p orCk- p, thenewcoefficient is then latched atthe input of

filterl. Furtherrecall, that one period of clockl is equivalent to four periods of the Master Clock.

Therefore, if we are clocking the chip at lOOMHz we know the period of the Master clock is

lOnsec and there is only 40nsec to complete the accumulation along with all the updateJunctions.

From the filter design it was known that the accumulators took approximately 2T of the Master

clock, this leaves another 2T to slice the outputpass it through the subtractor and select the previ

ous coefficient with beta addedor subtracted. Recall from chapter3 that the operation of adding or

subtractingbeta from the previous coefficient value is done in parallel with the accumulation, slic

ing and subtracting functions. Thus, bothCk + p and Ck - p are waiting for the sign of the error to

be determined. We can now partition the 2T (20nsec) allocated for the update operation and iden

tify the critical path.

Once the sign of the error signal reaches the coefficient update block only a small amount of

time is needed to multiplex the new coefficient values and route them to the input of filterl. Thus,

a majority of the 2T allocated for the update operation can be dedicated to the slicing and sign of

the error generation. For our design an initial goal of 1.4T (14nsec @ lOOMHz) was devoted to

slicing the output and generating the sign of the error signal leaving 0.6T (6nsec @ lOOMHz) to

route the new coefficients to the input of filterl. It must further be noted that this argument
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assumes that the new coefficients are ready when the error signal arrives. Thus, the calculation of

Ck + p and Ck - p mustbe completed in less than 1.4T. A summary of the timing requirements for

each update function is listed in table 4.0.

Table 4.0

Circuit Function

Slice/Subtract/sgn(error)

CalculateCk + P & Ck - p

Multiplex and route new coef.

4.2 Slicer and Subtracter Design

Filter Input

«9»<x*) •*

Specified time (T)

Filter 1

• ••••

1

—®-

1.4T

1.4T

0.6T

I

-o Filter! Output

®r
Slicer ErrorOk

sgnJaO

The function of slicing the filter output, performing the subtraction to produce the error and

obtaining the sign of the error werecombined into one decoding block. Essentially the outputof

the first filter is feed intoadecoder which immediately evaluates the sign of theerror. This signal
Decoder

Filter Output «-y

Error Bit
to each coefficient update
block.

Figure 4.1 Decoder to implement slicing, subtracting and sign of theerror generation.
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is then feed to the inputs of all eight coefficient blocks. Before proceeding with the decoderdesign

threshold levels for the slicer were selected and mapped to bit values.

4.2.1 Design of Slicer Threshold

To design the decoder it was first desired to determine the exact relationship between the bit

values coming out of the filter and where to set the thresholds for the harddecisions coming from

the slicer. Therefore, a truth table was made for the output of filterl displaying the mapping

between the six bit output and the channel symbol (for class IV partial response symbols, +1,0, -1)

along with the sign of the error produced. In appendix B we can see the described truth table.

Threshold were selected in such a manoras to increase the availablebit representation between +1

and -1 sincethis is where a vast majority of the channel symbols lie for class IV partial response

due to the effects of Intersymbol Interference. However, sufficient room was also provided to

ensurethat an overflow problem wouldnot occur. From appendix B, we can also see that carefully

choosing the threshold can reducethe numberof bits needed from the output. Forexample, assign

ing the symbol 1to the two's compliment number+15 andthe channel symbol -1 to be represented

by -16, the slicer thresholds +/-0.5 now lie between 7 and 8 or -8 and -9 respectively. Notice that to

implement this system only requires the three most significant bits from the output of the filter,

thus reducing the number of gate delays required to decode the errorsignal and inturn the latency

in the feedback path. However, now note that there is a considerable amount of headroom left

above the symbol 1, that is in our example from 16 to 31 is now left as a protection against over

flow while fewer bits are used to represent the symbols which lie between +1 and -1, thus degrad

ing the SNR. Therefore, we can now see the trade-offs when scaling the output of all the filters.

For a finite precision word, using large numbers to represent the symbol 1 implies less head room

for overflow protection and more circuitry to implement the desired decoding function while
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increasing the representation for the output samples between +1 and -1 which inturn improves the

SNR at the output (refer to Figure 4.2).

Threshold Levels Hardware complexity Latency in theFB path SNR @ filter outputs

t * t

Figure 4.2 Trade-offs for threshold selection.

Ptolemy simulations were run to determine the maximum filter output. It was found that a suf

ficient protection against overflow is provided if the output of the filter is allowed to reach a sym

bol value of 1.3. Therefore, in designing our system the channel symbol 1.0 was scaled to the two's

compliment number 24 with -1.0 represented by -24 (see appendix B). Now the Threshold levels

of +/-0.5 correspond to 11 and -12 respectively. From appendix B we see both the symbol and the

sign of the errorcan be decoded using only the four most significant bits from the filter output. It

should be further noted that the sign of the error was represented as a binary 1for negative values

and a 0 for positive error values.

4.2.2 Decoder Design.

After a bit mapping wascompleted the next task was to design the logic necessary to perform

the function of decoding the sign of the error from the six bit filter output. To aid in the decoder

design a logic minimization program called expresso was used to reduce the truth table in appen

dix B to the minterms of the filter outputs A6, A5, A4, and A3. From expresso the following equa

tion was obtained for the sign of the error denoted as

sgn(error)

sgn(error) =T6» A4»T3+A6 • A5 •'^•A'3 +T6»A'5 •A^ +A6« T5 »A4 +T6 • A5 •A(l)
Using DeMorgan's Theorem theMinterms were rearranged to obtain a solution for thesgn(error)

using onlyNAND gates which requires twolevels of logic and thus two gate delays. From equa-

tion2 we seethat a four input NAND gate would benecessary to decode the sign of theerror. How

ever, through simulation it was shown that two NAND gates with a NOR gate canbe made faster

than a four input NAND gate.
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sgn (error) = ((A6A4A3) • (A6A5A4A3) • (A6A5AA) • (A6A5A4) • (A6A5A4)) (2)

Therefore, Equation (2) was again rearranged so thatonly gates with three inputs or less were

required. Equation 3 is the final form used to implement the sign of the error decoder.

sgn (error) = (((A6A4A3) • (A6A5+A4A3)) + ((A6A5A4) • (A6A5A4) • (A6A5A4))](3)

The logic diagram is shown in Figure 4.3. Device sizes were selected to give the minimum proga-

tion delay through all layers of logic.

IHI>

A5~
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Sgn(ek)

Decoder

Sgn(ek)

•^Sgn(ek)

Filterl Output

Figure 4.3 Sign of the Error Decoder.

Standard staticCMOS logic was used to implement all the gates shown in Figure4.3

4.2.3 Error Driver Design

Recall that the signal coming out of the decoder must now feed eight of the coefficientupdate

blocks. At the input of each coefficient update block the sign of the error is passed through an

XOR with the MSB from the corresponding sample. Thus, the output of the decoder must drive the

inputs to eight XOR gates in addition to a large routing capacitance which runs completely across

the chip (refer to Figure4.4). Fromtable4.1 we know that the allottedtime for the feedback signal

to propagate from the output of filterl to the input of each coefficient update block is 1.4T, or
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14nsec at lOOMHz. To attain this speed goal a custom driver was designed at the output of the

decoding block.

C0 Coef. Update Block

1 '-wire

•

•

•

C6 Coef. Update Block * JL
;£c<

C7 Coef. Update Block
' _L

Fi

'
Sgn(ek) - y

^1 Bits Decoder 6 Bits

Filter 1 Output

Figure 4.4 Parasitic Capacitancedriven by the output of the decoder block.

To lower the delay induced by the capacitance at the decoder output several inverters were cas

caded in a row. To determine the numberof inverter stages necessary and the sizing of these buff

ers a design technique outlined in the reader by Jan Rabaey was used [17]. Rabaey has shown that

thereexists a relationship between the optimal numbers stages andthe ratio of the loading capaci

tance to the inputcapacitance seen by a minimumsizedinverter, this is repeated below in equation

4

N = In (x) (4.7)

Where N is the number of stages and x is the ratio of the loading capacitance to inputcapaci

tance of a minimum sized inverter. Applying the above equation to our situation for the loading
CLcapacitance seen by the output of the error decoder we have that x - — where CL is the total

loading capacitance seen by the error decoder and C( is the input capacitance for aminimum sized

inverterused in the decoderblock. For the 1.2umCMOS technology, it was determined that C =

14.69fF while CL=1000fF resulting inx=68.07. Plugging x into Eq. 4.7 we see that the optimal

number of stages is4.22. Four stages were used in spice with extracted capacitance values for CL.

However, through simulation it wasobserved that three stages werejust aseffective as four. Thus,
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only three stages were used, Figure 4.5 shows the circuit diagram of the decoder buffer with actual

transistor sizes.

sgn(ek)

sgn(ek)o-

vdd vdd

•.4/1.2H4 |—C| 16.2/1.2 .-el

'dd

J
48.6/1.2

c, = c . + Y c.L wire Jia k
* = 0

L|U,, U^u L|i, Input to Coefliciem update blocks

.8/1.2

Figure 4.5 Buffer for sgn(ejc)

4.3 Coefficient update block design.
Rlter 1

o Rlter Output

Slicer Errorek

Each coefficient was supplied with a circuit block to update the corresponding tap value. The

individual update blocks execute three main functions. First, a custom XOR gate was design to

make a decision on whether to select Ck+ p orCk - p, based on the signof the errorand the sign

of the corresponding sample both of which are inputted to the update block. A second function of

the update block is to calculate both Ck + p or Ck - p every period of clockl. A third and final

custom block designed for the update operationwas a multiplexer used to select one of three pos

sible values for a new coefficient.
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From Figure 4.6 we see the general layout of this block. Inputs to the block are in the form of

initial coefficients, the value of beta, and a control signal (Init) used to signify the initialization of

the coefficients. Under normal operation the updateblock will begin calculating Ck + p and Ck -

P on rising edge of clockl. An XOR gate is used to evaluate the sign of the error andthe sign of

the corresponding sample, the output of this gate then feeds a custom designed three to one mux

which selects either Ck + p, Ck - p or a set of initial coefficients.The initialization of new coeffi

cients during a start phase is performedby holding the INIT signal high which disables the signal

coming from the XOR gate and allows the passage of new coefficients to the input of filterl.

SUBTRACTER

w -

¥-
12 Bits

Cinit«—o

-/-
12 Bits

it

•*—•-

Init

Clockl

1

+
12 Bits

Clockl

Figure 4.6 Coefficient Update Block.

/ » Cout
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The arrangement of the aboveupdate block as it appears in the layout is shown in figure xx.xx.

Twelve bits of the coefficients are stored and used for the next update. However, only six bits are

feed to the input of the filter. Beta is represent with six bits which are feed in from off chip, another
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six bits for beta is hard wired to ground to correspond to the addition with the 12 bits coefficient

(see

Cinitial

ca. ca ca

i i • i . • • r*
12 BIT SUBTRACTER

i .T" • • • * g

7^
6 Bits

Cout
12 CUSTOM MULTIPLEXERS \-/-±

6 Bits

<

12 BIT ADDER

t i .... -i
ca ca ca "="

Figure 3.7 Layout of the coefficient update block.

4.3.1 NXOR Gate Design

To implement the function of sgn(error).sgn(Xk) a custom NXOR gate was design using static

CMOS logic. The output of the gate is used in each update coefficient block as a control bit which

selects one of two possible coefficients Ck + p or Ck - p. A logic diagram with a truth table is

shown in Figure 4.8.
sgn(error) sgn(Xt) PASS Function

O(-) O(-) 1 Q + P
O(-) K+) 0 <VP
K+) O(-) 0 Q-P
K+) K+) 1 c* + P

Figure 4.8 Function of the NXOR gate.

Transistor sizes for the NXOR gate were selected so as to maximize the speed through the

coefficient update path. We can see that the loading at the output node and intermediate nodes can

be reduced if drain source areas are minimizedin M? and M?. After clockl goes high the error sig-
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nal is generated form the decoder outlined in section 4.x. However, the sign of the sample is made

immediately available to the input of the NXOR gate, this fact was exploited in the gate design.

Therefore, the sign of the sample (which is nothing more thatthen MSB of the Xk) was feed to an

input where the devices were significantly scaled down compared to the sign of the error input.

This was done to reducethe amountof drain capacitance in the NXOR gate, thus allowingthe out

put to switch morerapidly. Also, the sign of the sample Xk inputwas placed closerto the gate out

put with the large devices placed close to the supply for lower resistance while discharging the

output.

4.3.2 Design of the switch network

A three to one multiplexer wasdesign to route thecorrect set of coefficients to the output. This

was done using a network of transmission gates (see Figure 4.9). Essentially the circuit can be

thought of as working in two different phases, start-up and normal operation. When the signal

labeled as INIT is held high new coefficients are feed into the update block. However, under nor

mal operating conditions INIT is held low allowing a selection, based on the value of PASS,
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between Clk +p' and Clk - P' , where Clk is the ith bit of the kth coefficient and P' is the

ith bit of beta added to the corresponding coefficient bit.

PASS J

PASS= MSBrXfcieSGNtSrrar]

Figure 4.9 Bit level logic for the coefficient multiplexer.

A circuit schematic is given in Figure 4.10. Here we see that the INIT signal disables the

buffer for the coefficients coming form the added and subtractor. Thus, only new initialized coeffi

cients are passed to the node labeled as ClkOUT, the same node that feeds the input latches for fil

terl . Now under normal operation INITis lowand thebuffer consisting of M9, Mjq, Mj 1, and M] 2

is enabled leaving the selection of the next coefficient to the control of the PASS signal.

Transistors sizes were again selected so as to minimize the delay in the feedback pathof the

new coefficients. Therefore, Ml through M4 along with the transmission gates associated with the

update coefficients were made minimum size. All the transistors used to initialize the coefficients

were scaled either up or down to reduce the loading on the feedback path of the update coeffi

cients. Accordingly, M9 and Mj2 have high aspect ratios to reduce the series resistance in the out

put inverter, Both the PMOS and NMOS devices affiliated with the INIT transmission gate are

minimum size to againreduce the contributing drain capacitance at the output node.
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PASS= MSBtXfclSSGNtiETTW-]

Figure 4.10 Circuit Schematic for the Multiplexing Network.

4.3.3 Coefficient Scaling

To increase the resolution of the coefficients stored each period 11 bits were stored in each of

the coefficient update blocks while only 6bits are passed to the input of filterl (see figure 4.x)

Additional increases in resolution were obtained by scaling the lower value taps to be on the order

of higher value coefficients. For example the middle coefficient for class four partial response is

typically the largest, for this filter C4 it is approximately2.4 when scaled to a unity pulse, however

C3 and C5 are -0.8 with the rest of the coefficients on the order of 0.004. C4 is the largest of all the

coefficients allowing us to scale up the remaining coefficients which will have the net effect of

increasing the resolution of the lower order taps. To implement this scaling a simple left shift of all
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the bits is equivalent to multiply the coefficient by two. For this design Figure 4.11 illustrates how

each coefficient was scaled to maximize the resolution of all lower order coefficients.

Xk l/2n

Stored Q *<b--»®—»-• Accumulators

Right Shift by n
Left Shift by n

Coefficient Update Block FIR

Figure 4.11 Coefficient scaling in the coefficient update blocks.

Scaling of the lower order coefficients was performed by hardwiring the required amount of

left shifts in the initial coefficients that were applied. Also, the Beta input to each block was left

shifted by the same scaling factor of the corresponding coefficient. The scaled six bit coefficients

are latched into filterl. An equal number of right shifts are performed after the multiplication in the

FIR filters to again scale the output of all the filters back down by the correct amount before being

passed to the accumulators.

4.4 Summary

This chapter was presented to give some of the specifics surrounding the design of the circuits

used to update the individual coefficients. The coefficientsare updated using only the output from

filterl. To reduce the latencyin the feedback path the sign LMS algorithm was used. Because only

the sign of the error is needed a simple fast static CMOS decoder was designed to perform the

operations of slicing and subtracting at the output of filterl. The error signal generated at the out

put of the decoderfeedseightcoefficient update blocks which span the distance of the chip. There

fore, a custom buffer was designed to minimize the delay introduced by a considerable amount of

capacitive loading seen at this node.

Each tap was supplied with a coefficient update block. Included in this block are a custom

multiplexer, a carry look a head adderand subtractor, along with a custom XOR gate. In designing
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each of these blocks reducing the latency in the feedback path was the main consideration. To

increase the resolution of each tap the lower value coefficients were scaled up to ensure all coeffi

cients were approximately the same order of magnitude. Further increase in coefficient resolution

was achieved by storing 11 bits of each coefficient which was used to update the new coefficients.

One of the inputs to the update block was a two input XOR gate which computed sgn(error)s-

gn(Xk). A custom multiplexer was also designed to The sgn(error) was inputting to each update

with
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CHAPTER 5

Testing

5.0 Testing Objective

In designing the test setup for the DSP two objectives were to be fulfilled. First, it was desired

to exercise all the DSP functions including feeding two six bit digital samples into the filter, adjust

ing the initial coefficient values and the ability to set and vary the value of Beta. In addition to test

ing the DSP, it was also desired to interface the adaptive equalizer with the Uehara analog front

end chip allowing testing of the entire read channel. Recall from chapter 1 that the Uehara chip

processes datausing three parallel channels eachrunning at 33MHZ with an effective output rate

of lOOMHz. However, the DSP samples data using two parallel channels each running at 50MHz

also with an effective lOOMHzthroughput. Therefore, to interface the two chips a data conversion

circuitwas designed to take three parallel channels running at 33MHz and convert it to two paral

lel channels running at 50MHz (Figure 5.1). Other features include the ability two measure the

current to different portionsof the DSP, thus, vacillating the calculationof power.



5.0 Testing Objective

Analog Front End

with A/D Converter

33MHz

33MHz

33MHz

PC Board

Interface Circuit

SOMHz

SOMHz

Digital Adaptive

Equalizer

51
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Figure 5.1 Interface Required between Analogfront end andthe AdaptiveEqualizer.

With the first shipment of the Adaptive Equalizer ICs a wire wrap board was built. However,

for lOOMHz data rates the capacitance associated withwirewrap board prohibited high speed test

ing. Therefore, the decision was made to create a custom printed circuit board which would

accomplish the objectiveof fully testing the DSPat lOOMHz, along with the circuitry necessary to

interface the front end chip with the DSP. A two layerdouble supply plane board was design and

laid out at Berkeley after which it was fabricated at Multeck. Description of the board and the test

procedure follow.

5.1 Board Design

Shown in Figure 5.2 is a floor plan for the test board. From the figure we can see the desire to

keep the DSP test switchesandinput separate from the interface circuitry needed for the frequency

conversion. Separation was desired to facilitate modular testing of the DSP and the read channel.

Located in the center on the left hand side is a 128 pin PGA socket to hold the DSP. Space on the

right hand side of the board has been used for the latches and multiplexers necessary for the con

versioncircuitry. Input fromthe analog front end chip is supplied via a 18bit bus plug-in shown on

the right hand side of Figure 5.2. Four on board suppliesarepoweredup via a supply shown at the

bottom. Two clocks are supplied at the top of the board, one for the DSP Master Clock and the

other for the interface clocking. While there aremany details to the boarddesign only the main

components are described in the following sections.
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5.1.1 Regulator Design

Four adjustable on board regulators were designedto create stable supplies which are required

for repeatable test. Two supply planes were provided one of which was used for ground while the

other was used to route all four supplies. Add to each section of the board was routed by separating

one level of the board into separate supply planes.

To maximize the speed of the conversioncircuitry an individual 5 volt supply was used for the

standard TTL parts located in this section of the board. Another 3.3v supply was used to feed all

the supplies on the DSP exclusively. A third supply was used by all the control logic for the DSP.

A fourth and final regulator, generates 2.5volts to bias circuitry for a 5v to 3.3v conversion, this

circuit is explained in detail 5.1.2.

From Figure 5.3 we see a circuit diagramof the on board regulator. A LM317T is used to gen

erate a 1.2 volt reference with one resistor placed across this reference along with a potentiometer

in series. By varying the 2k pot. we get the desired output voltage. This circuit acts similar to a

Vbe multiplier. Ceramic and electrolytic capacitors are used to suppress both high and low fre-
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quency noise. The output voltage(Vout) is then channeled to the desired section of the board via

the Vdd supply plane.

Power 1 \
Supply

• Vout
Electolyiic Cap.

2200pf

Figure 5.3 Voltage Regulator where Vout is the regulated voltage.

5.1.2 Voltage conversion from (5.0 to 3.3volts)

As explained earlier, the output of the interface circuitry is run at 5 volts to meet the speed

requirements of lOOMHz. However, the DSP is a 3.3v IC. Therefore, a circuit was needed to pro

vide a conversion between the 5.0 volt section of the board and the 3.3volt DSP. A simple resistor

divider was considered to shift the logic levels. At lOOMHz low values of R would have been

needed to reduce the effect of any parasitic capacitance. Its was estimate that the R would have had

to have been on the order of 200ohms which would require considerable current from the output

drivers of the TTL gates. Therefore, a similar scheme was developed for the level shifting the 5

volt signal using a simple resistor and a diode. From Figure 5.4 we can see that the output of the

interface circuitry will be level shifter from 5v to (Vdiode + 0.7v) or approximately 3.3volts if

Vdiode = 2.6v.
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Figure 5.4 Simple circuit to perform voltage level shifting between interface circuit and the DSP.

5.1.3 33MHz to 50MHz conversion

The Analog front end chip makes use of three parallel channels each running at 33MHz. How

ever, the DSP receives two parallel samples at 50MHz. Therefore, the following frequency conver

sion circuit was included on the test board. Here data from the analog front end is latched into a

series ofTTL gates. Six samples from the analog frontend are storedat any given time. The output

of the latches are then feed to six multiplexers which areclock at 50MHz, thus selecting the next

sample to be inputted to the DSP.The data is then passed through the voltage conversion circuit

before being latched on to the DSP. Figure 5.5 is a block of the frequency conversion block.

Figure 5.5 Frequency conversion circuit.
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5.2 Test Procedure

To facilitate testing an HP16500 Logic analyzer was used to exercise all the functions on the

DSP. Data for the Logic analyzer was obtained from Ptolemy simulations. Input sample Vectors

were loaded into the logic analyzer. Both the clock and the samples were generated from the ana

lyzer and inputted to the DSP board. The initial coefficients and Beta were adjusted via a bank of

switches found on board.

Data was inputted from the Logic Analyzer after all on board setting were fixed. For the first

sixteen periods the initialization signal was held high to allow the loading of all initial coefficient

states. After initial vectors were loaded, test vectors were then applied to the DSP filter input while

the outputs of all four filters were monitored along with the sign of the errorand the update coeffi

cient vectors.

A set of 200 vectors were run through the filter. If it was found that after the first 200 samples

the filter coefficients were converging on a value the Logic analyzer was then placed in the repeat

mode and the same 200 samples were cycled through to study the stability of the filter coefficients

over time. The chip was defined as being fully functional when the coefficients were able to con

verge and remain stable within 200 sampling periods.

The test procedure was repeated for different valuesof initial coefficients. Also, the frequency

and supply voltage were varied to study the effect on convergence of the filter. After functionality

of the filter was shown for a particular test case the Logic analyzerwas run in the repeatmode and

current measurements were made and used to calculate the power consumption of the DSP. Data

and results for all test conditions are shown in the next chapter of this thesis.
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CHAPTER 6

Results and Conclusions

6.0 Results of functionality test

Initial test on the DSP were run to verify functionality. Recall from chapter 5.0 that the DSP

was defined as being functional if the filter outputs emitted the correct value and the coefficients

converged to their target value while remaining stable. Also, recall that the input signals are

applied via two parallel channels. Thus, to avoid confusion I will refer to the effective applied fre

quency of the input signal. For example, aneffective 50MHz signal is actually two 25MHz parallel

data samples being applied to the DSP.

.6 bits

Effective Sampling Rate = 50MHz
input! (25MHz)

input2 (25MHz)

•^

-/•
6 bits

© ©

OP
Output (50MHz)
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Our testing began with the simplest case of runninga seriesof DC signals through the filters to

confirm the operation of the multipliers and accumulators in the FIR structure. At DC, the filters

and the error generation circuit were fully operational. Next, the Logic Analyzer was attached to

the DSP and test vectors were appliedto the input of the filters at a 10MHz effective sampling rate.

Again, the functionality of the filter and the stability of the loop were both verified. The frequency

of the input signal was then increased to 20MHz, 40MHz, and 50MHz effectively. At these fre

quencies the chip was confirmed to be completely functional for both a 5 and 3.3v supply. Finally

the DSP was increased to a lOOMHz effective sampling rate. With a 5v supply the DSP was con

firmed to be both fully functional with the coefficients remaining stable. However, at lOOMHz

when the DSP supply voltage was decreased to 3.3v the filter coefficients immediately became

unstable. Thus, at 100MHzwith a 3.3v supply the DSP was shown to be nonfunctional. An expla

nation of the chip failure under these conditions will be outlined in section 6.3.

6.1 Power data

After the functionality of the DSP was confirmed, current measurements were made on all of

the chip supplies. These included the supply to filters 1& 2, filters 3 & 4, the supply to the "Viterbi

sequence detector, a supply to all clocks, and finally the supply to the coefficient update section of

the IC. The Logic analyzer was then set in the repeat mode to allow a constant input of samples.
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Power data was obtained as a function of supply voltageand frequency. In figure 6.1 and 6.2 we

see the results of the power data measurements.
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Figure 6.1 DSP power as a function of the effective Frequency.

Here we can see the well know relationship between power and frequency. Notice the linear

dependence of the power as a function of supply voltage. From figure 6.1 we can see that the

power obeys the well know relationship.

Pave =CV2f «,,)
Further data was obtained tosee the relationship between the supply voltage and power dissi

pation, results are shown in figure 6.2. Here, we can see the dependence of the power onthe volt

age squared.

Acomprehensive list ofall the data taken which includes a complete breakdown ofthe power

consumed by each circuit block as afunction offrequency and voltage are given inAppendix B.



6.2 Description of DSP failure at 3.3v / 100MHz

300-

>
£ 200

k.

>
e

100-1

2.5 3.0 3.5 4.0 4.5

Supply Voltage

Figure 6.2 DSPPower as a function of the supplyvoltage

6.2 Description of DSP failure at 3.3v /100MHz

The adaptive equalizer was designed to be functional for lOOMHz at 3.3v. As already men

tioned, the DSP was functional at lOOMHz with a 5v supply. However, at 3.3v, the filter coeffi

cients became immediately unstable. Thiswas attributed to an unexpected delay in the feedback

path of the error generation signal. Recall from chapter 4.0that the most critical circuit design for

the entire adaptive equalizer rested in properly feeding back the sign of theerror in the required

40ns periodof CLOCK1. From Figure 1.1 we see that the inputsamples and the coefficients are

passed through eight multipliers after which they are latched at the end ofthis period and passed to

the accumulators. Now the output of the multipliers have one period of clockl (40ns) to pass

through the accumulators and into thedecoder which produces thesign of theerror. During this

same clock period the sign ofthe error must then feed eight XOR gates which will select Ck +por

Ck - p, the results of this selection are thenpassed to the inputlatches of the filterl where the new

coefficients must bestable onthe falling edge ofclockl. Itwas determined after a series ofexper

iments that the new coefficients were not ready to be latched at the filter input in 40ns. Therefore,

an unexpected delay occurred somewhere along the path from the input of accumulators around

—i—

4.0

^

5.0 5.5

100 Mbits/sec

50 Mbits/sec

40 Mbits/sec

20 Mbits/sec

10 Mbits/sec
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the feedback network back to the input of the filterl. The exact location of the error was deter

mined by a series of experiments.

Each circuit block on the DSP has a separate supply, this feature was exploited to isolate the

problem associated with the extra latency in the update network. The chip was run at 5.0v,

lOOMHz to verify functionality, then the supplies to each block on the chip were individually

lower until a failure occurred. First, with all blocks at 5.0v, the supplies to the on chip clocks were

lowered. The clocks and the equalizer remained functional until the clock supply reached 3.8volts.

The failure of the chip with the clock supply at 3.8v and the rest of the chip at 5.0v was attributed

to the forward biasing of a junction between one of the 5.0v blocks on the chip and the clock sec

tion. However, because forward biasing a junction is normal the clocks were completely ruled out

as the problem associated with update signal. Next, the supply to the coefficient update section was

lowered with the other supplies remaining at 5.0v. Again, the coefficient update network remained

stable until the supply to this portion of the chip fell below 3.8v. The failure here was also attrib

uted to forward biasing of a junction from a 5.0v block to the coefficient update blocks. All sup

plies were returned to 5.0v and the chip was again supplied with a data pattern until the

coefficients became stable about their target value. Finally, the supply to the filters was gradually

lowered, however, unlike the previous trials the chip experienced a failure at approximately

4.6volts. Thus, the filters were now the primary suspect of the latency problem.

To further confirm the latency problem was associated with the filters the supply to the this

portion of the chip was set just above the failure point, at 4.7v. Then, the supply to the coefficient

update section was gradually lowered from 5.0v. When the update supply was lowered to around

4.5v the coefficients again became unstable. This suggests that a considerable delay is introduced

by the filters when the supply to this section is lowered to 4.7volts. When just a little more delay is

added from lowering the supply in the coefficient update section, which is also along the critical

path, the chip immediately fails. However, when the supply to the filters is held at 5.0volts the



6.2 Description of DSP failure at 3.3v / 100MHz

update section of the chip can be lowered to 3.8v. Thus, it was believed that the extra delay in the

feedback of the error generation signal was associated with the accumulation blocks.

MSB(xk) —p=3X>
\

A select

BMUX Y
I ck - p |

J* •

MSB(Xk.,)

MSB(Xk.2)

;=X>
ck-l +p
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Ck.2+ P
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Xm

6X6

Mult.

<
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unexpected
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Filterl
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Figure 6.1 Unexpected latency in the accumulators leading to instability in updating the filter coefficients.

The final goal was to isolate the problem inside the filter. It was believed that the latency prob

lem was associated exclusively with the accumulators in the filter section. To verify this assump

tion, the supply to the filters was lowered to 3.3v with the coefficients frozen in one position. Then

at lOOMHz, the output of the filters were verified to produce the correct output value for the given

coefficients and input samples. This confirmed that the latency problem was not attributed to the

multipliers found in the filters because this would suggest that a failure occurred before the multi

plier output was latched at the accumulator input. Thus, the multipliers were eliminated from con

sideration. Also, because data at 3.3v was being processed correctly to the output of the filters it

was believed that the problem was associated with an unexpecteddelay in the accumulators and

not afailure in this circuit block. It will also be noted that a previously published paper [1] sug

gests that this extradelay was caused byanerrorin the capacitance estimation done during the lay

out circuit extraction which lead to an underestimation of the capacitance at the accumulator

output thus leading to a conservative simulation of the delay in this area. However, the author of

this thesis feels that if the capacitance were improperly extracted this would have created a more
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noticeable latency problem in other portions of this chip. In particular, an underestimation of the

capacitance at the output of the error generation decoder would have created a catastrophic delay

along this critical pathwhich was shown not be the case throughexperimentation.Thus, the author

feels that the latency created by the accumulator blocksis not attributed to an error created by the

original circuit extraction routine done during the design phase. Rather, the accumulator delay is

attributed more to an inconsistency in this circuit block architecture. It is further suggested that a

full redesign of the accumulator section should be consider if another revision of this chip were

attempted.

6.3 Conclusion

The purpose of this project wasto design a digital adaptive equalizer to be used in a magnetic

disk drive read channel. To accommodate newer high speed drives for portable applications both

high speed (lOOMHz) andlow power(less than 500mWatts) weredesired. The chip was fabricated

with a 1.2um CMOS process. All design and testing was done at Berkeley. The major themes,

results, and conclusions for this research project are outlined below.

• Both pipelining and parallelism canbe used to achievehigh data rates for channel equal
ization. In particular, four parallel filter stageswere used to effectively increase the data
throughput by a factorof four. Forour application, four 25MHz filters were used to obtain

a lOOMHz throughput.

•To increase the stability of the feedback signal used to updatethe coefficientsthe sign
LMS algorithmwas used rather thanthe straight LMS algorithm. Although the sign LMS
algorithm results in a morecourse estimate of the new coefficientsa considerable savings
in hardware is achievedbecauseless computation is required for each update. Fewer
operations to updatethe coefficients implies less latency in the feedback of the error sig
nal and greater overall stability to the filter.

•The DSP was demonstrated to be functional at low frequency (up to 50MHz) with a
3.3volt supply. However, due to an error in the accumulator blocks the filter was not func

tional at 3.3v, lOOMHz datarate. It is believed that this filter could work properly with

another design revision because functionality was shown at 5.0volts with lOOMHz data

throughput.
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Appendix A

Convergence of the adaptive filter depends on a reasonable guess for the initial set of coeffi

cients. Therefore, calculations were made to estimate the initial values for our coefficients to use

for both in Ptolemy simulations and asinitial test vectors in the lab. The procedure for calculating

these coefficients values will be outlined below.

Recall that the main purpose of the adaptive filter is to reduce the effects of intersymbol inter

ference. Assumingthechannel is linear we can find the initial coefficients by analyzing an individ

ual lorentz pulse. From figure A.l we seethat the pulse p(t)will contribute components to symbols

both before and afterthe current symbol period. Now, for class IV partial response we wanteach

transition on the disk to be interpretide as two consecutive symbols of the same sign and mag-

netude thus creating a (1+D) effect. Thus, for each pulse we want the FIR filter to remove the

intersymbol interference andoutput only two consecutive symbols with a phase delay as shown in

figure A.l. The goal then of the adaptive equalizer is to remove all of the ISI.

p(nT)

ip+25 ip+15 ip+5j ip-5 ip-15 (p-25

Eight Tap
FIR filter

v(n)

Equalizer
Output

P(n-2) P(n-3) P(n-4) P(n-5) P(n-6) P(n-7)

Again assuming the channel is linear we can use the equation for the lorentz pulse to find the

exact amount of ISI at each point in time. For the sample calculation shown it will be assumed that

p{t) hasbeen normalized to give a 1atp(ts+5) and p(ts-5) wheretsoccurs at the peakenergy of the

lorentz pulse(or t=0=ts), also a PW50/Tof 2.25 will be used throughout these calculations. Thus,

we have the modified equation for the lorentz pulse,

1.198
Pit) =

1+(22B)2
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Where T=10 is the sampling period with channel samples being taken at t=nT. The desired

samples of p(t) are at t +/- 5 in figure A.l. The interfering effect to each adjacent symbol was then

calculate and is tabulated in table A.l.

Table A. 1

Cont. Time
Discrete

Time (n) P(t)

ts+75 n+7 0.0263

ts+65 n+6 0.0348

ts+55 n+5 0.0480

ts+45 n+4 0.0704

ts+35 n+3 0.1121

ts+25 n+2 0.2016

tj+15 n+1 0.4309

ts+5 n 1.0

V5 n-1 1.0

ts-15 n-2 0.4309

ts-25 n-3 0.2016

V35 n-4 0.1121

ts-45 n-5 0.0704

tg-55 n-6 0.0480

ts-65 n-7 0.0348

The FIR filter coefficients can be calculated using information about the input pulse and the

desired output waveform. We know that the filter output is simply the convolution of p(t) with the

impulse response of the FIR filter h(n). This can be expressed in matrix form as

pits+ 5) p(ts-5)

P(ts+\5) p(ts+ 5)

pits + 75)

pits -75)" ~ci
C2

C3

v(n-l)

vin-2)

v(n-3)

C4 v(/z-4)

C5 vin-5)
C6 vin-6)

pits+ 5)
C7

C8
vin-1)

y in - 8)_
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Now the matrix can be completed with information from table A.l and figure A.l and solved

for the filter coefficients.

1 1 0.4309 0.2017 0.1121 0.0704 0.04804 0.03483

0.4309 1 1 0.4309 0.2017 0.11210.0704 0.04804

0.2017 0.4309 1 1 0.4309 0.2017 0.1121 0.0704

0.1121 0.2017 0.4309 1 1 0.4309 0.2017 0.1121

0.0704 0.1121 0.2017 0.4309 1 1 0.4309 0.2017

0.04804 0.0704 0.1121 0.2017 0.4309 1 1 0.4309

0.02635 0.04804 0.0704 0.1121 0.2017 0.4309 1 1

0.02062 0.02635 0.4804 0.0704 0.1121 0.2017 0.4309 1

Cl" 0

C2 0

C3 0

C4 1

C5 1

C6 0

C7 0

C8 0

This is now solved for the initial coefficient values corresponding to a channel with a PW50/

T=2.25

Cl =-0.02448 C3=-0.0001462 C5=2.04390 C7=-0001449

C2=-0.006641 C4=-0.7249500 C6=-724960 C8=-0.006742
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Appendix C

Vdd

100MHz

5V (mW) 4.75V

Filters 1&2 90.75 88

Filters 3&4 99.25 93.2

Viterbi 36.6 34.5

Clocks 68.5 63.65

Update blocks 43.65 40.6

70TAL

Vdd 5V

Filters 1&2

Filters 3&4

Viterbi

Clocks

Update blocks

T07AL

338.75

4.5V

50

54

18.1

34.3

21.5

178.15

319.95

40.36

39.78

14.26

27.09

16.83

138.38

50MHz

4.0V

26.6

31.28

11.04

21.2

13.08

All numbers indicate

measured power in mWatts.

3.5V 3.3V

22.61 19.5

23.41 20.7

8.26 7.32

15.78 14

9.76 8.81

103.2 79.73 70.45

68

3.0V

16.68

16.77

5.91

11.25

7.02

57.63

Vdd 5V 4.5V

40MHz

4.0V 3.5V 3.3V 3.0V

Filters 1&2 36.6 29.5 25.32 16.66 13.101 12.3

Filters 3&4 41 32.08 24.68 18.585 16.63 13.29

Viterbi 14.75 11.56 8.92 6.65 5.97 4.77

Clocks 27.6 21.73 16.6 12.67 11.55 9.09

Update blocks 17.55 13.5 10.4 7.91 7 5.64

707AL 139.55 108.3 86.04 62.47 54.25 45.09

Vdd 5V 4.5V

20MHz

4.0V 3.5V 3.3V 3.0V

Filters 1&2 19.35 14.94 16.48 8.57 8.44 5.58

Filters 3&4 20.25 16.24 12.56 9.24 8.83 6.72

Viterbi 7.3 5.8 4.48 3.32 3 2.4

Clocks 13.7 10.89 8.28 6.3 5.676 2.82

Update blocks 8.65 6.84 5.24 3.88 3.49 4.65

70TAL 69.25 54.72 47.04 31.32 29.007 22.17

Vdd 5V 4.5V

10MHz

4.0V 3.5V 3.3V 3.0V

Filters 1&2 8.95 7.47 10.44 4.79 5.08 4.41

Filters 3&4 10.15 8.1 6.32 4.55 4.15 3.36

Viterbi 3.65 2.88 2.24 1.645 1.48 1.2

Clocks 6.9 5.44 4.16 3.15 2.8 2.25

Update blocks 4.3 3.37 2.64 1.96 1.74 1.41

TOTAL 33.95 27.27 25.8 16.1 15.27 12.63
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The following figure is the actually Ptolemy facet used to simulate all of the non-idealites for

the proposed adaptiveequalizerarchitecture. The facetused to generate the PRIV channel samples

is not shown.
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