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SYMPHONY: An Efficient Mixed Signal Circuit Simulator1

Abstract

With the growing use of mixed signal design techniques, there is a need for tools to simulate mixed

analog/digital designs. Along with CMOS, there is also increasing use of bipolar technology in

today's high performancedesigns. To our knowledge, the issue of simulation of mixed analog/digital

designs with bipolar devices has not been addressed before. In this work, we present SYMPHONY, a

mixed signal simulator that fills this void using techniques specifically targeted at exploiting charac

teristics of such circuits.

SYMPHONY combines a fast simulator for digital subcircuits with a traditional nonlinear solvere

la SPICE for the analog subcircuits.

Dynamic partitioning for BiMOS circuits in an event-driven framework, and a new PWL model for

bipolar device characteristics using expanded Chebyshev points, are the two main contribution of this

work. Dynamic circuit partitioning is used to fully exploit the latency and multirate behavior of the

circuit. ThePWL model allows us to speed-up simulation by using simple models for bipolar devices

in digital parts of the design. These two techniques are combined in SYMPHONY to dynamically

identify subcircuits with potentially analog or digital behavior.

A set of benchmark results are presented on a suit of BiMOS circuits.

t This work was supportedby a grant from SRCcontract95-DC-324.



1 Introduction

Advances in IC technology and on the manufacturing and packaging front have made

mixed signal design with analog and digital circuitry on the same chip a reality. The growing

interest in mixed signal circuit design has also given rise to a new set of challenges to CAD

tools. To verify the functionality of the design at the transistor and layout level, circuit simu

lation is still one of the most important tools. While it is always possible to simulate the entire

transistor level circuit with time trusted tools a la SPICE, for large state-of-the-art circuits this

has long ceased to be a feasible option. There has been some work in this area, but by and

large the standard solution to the problem of mixed signal circuit simulation is to use fast

tools (which trade-off accuracy for speed) for digital parts of the circuit, more accurate simu

lators for the analog parts and hope that there are no problems when both are put together in

the same design. There are some simulation frameworks that provide more refined interfaces

between fast, event-driven digital simulators and time point driven analog simulation [1] but

this approach is valid only for circuitwith little or no feedback from analog to digital subcir

cuits (and vice versa). Another approach to mixed signal simulation is to take ananalog simu

lator and try to incorporate digital circuit simulation techniques into it [26][38]. Since the

basic framework is still that of a slow simulator, this is not very efficient for large circuits

which are mostly digital. Analytic macromodeling [4] is another efficient approach to this

problem.

One problem notaddressed in these works is that of circuit partitioning to identify analog

and digital blocks in the design. Some industrial tools usealibrary based approach to identify

such subcircuits. Most of the tools expect user input to resolve this problem. While this may

be acceptable (though inconvenient!) in thetop-down phase of the design, it cannot be used to

verify flattened circuits extracted from the layout.

With the push towards faster and faster designs, there is a growing use of bipolar devices

in digital designs. Most of the research in recent years has been concentrated on developing

fast circuit simulators for CMOS circuits. These simulators either cannot handle BiMOS cir

cuits or perform poorly on them since they do notexploit anyof the special characteristics of

these circuits.

In this work, we present SYMPHONY, amixed signal circuit simulator which uses special

techniques targeted to address the above issues. SYMPHONY combines a fast simulator for



digital circuits with a traditional nonlinear solvera la SPICE for the analog subcircuits. The

digital simulator uses Stepwise Equivalence Conductance to model nonlinear device conduc

tances and Piecewise Linear voltage waveforms. Device characteristics of bipolarelements in

digital subcircuits aremodeled by a Piecewise Linear approximationusing the expanded Che

byshev Points, such that the worst case approximation error is minimized. Dynamic circuit

partitioning is used to fully exploit the latency and multirate behavior of the circuit and

dynamically identify subcircuits with analog and digital behaviors. The simulator is imple

mented in an event-driven framework with local and global clocks for event management.

This paper is organized as follows: In Section 2 we give the historical background and an

overview of the circuit simulation problem. We briefly review the merits-demerits of some of

the alternative techniques available to us for the digital and analog simulation engines of a

mixed signal simulator.

Section 3 introduces SYMPHONY, a mixed signal simulator developed as a part of this

work. We describe the simulator framework and details of event management and circuit par

titioning in SYMPHONY. Section 4 describes the dynamic partitioning techniques used to

exploit the latency and multi-rate behavior of BiMOS circuits and its implementation in

SYMPHONY. In Section 5, we present a new PWL approximation model for bipolar device

characteristics. Theoretical results on the accuracy of the model are presented along with the

implementation details in the SYMPHONY framework for digital subcircuits containing bipo

lar devices.

In Section 6 we present some experimental results on a set of BiCMOS circuits and Section

7 concludes with a summary of this work.



2 Previous Work

2.1 Historical Background

Assuming for the sake of simplicity, that there are no inductors and only constant capaci

tors in the circuit, the circuit simulation problem consists of solving a set of nonlinear equa

tions of the form [8]

J(V(r))+CV(0 = Is(0 (1)

where V(r) is the node voltage vector, ^F(.) is a vector function of V(r) with its i-th entry rep

resenting the total current flowing out of node i through resistive devices, C is the constant

capacitance matrix, and Is(0 is the vector of inputs.

The problem of mixed signal simulation consists of simulating analog and digital subcir

cuits present in one design. As mentioned earlier, this involves using algorithms and tech

niques that trade-off the requirements of high performance for digital subcircuits and high

accuracy for analog subcircuits. In the rest of the section, we describe some of the available

techniques at our disposal, including slow but accurate direct methods and other approaches

using simplified numerical algorithms/device models to gain speed at a slight compromise of

accuracy.

2.2 Direct Methods

The direct methods use traditional algorithms to solve nonlinear systems of equations. The

steps involved in transient analysis using the direct methods are: construct the circuit matrices

using representations like the Modified Nodal Approach [13]; numerical integration of the

differential equations by a stiffly stable method [11][20][28]; linearization of the algebraic

equations by Newton-Raphson iterations; and sparseGaussian elimination/LU decomposition

to solve the system of linear equations.

Two of the earliest and most widely used circuit simulators SPICE [21], and ASTAP [37]

use direct methods. These methods are accurate, stiffly stable but slow (solution time for an

nxn matrix tends to grow as n , where 1.1 < p< 1.5). Circuit simulators exploiting this time

sparsity or latency by using device-level [21] or block-level bypass [27] [36] [40] schemes

have been implemented to reduce the runtimes. For practical purposes through, direct meth

ods based simulators cannot handle large industrial circuits.



All different algorithms proposed to improve the efficiency of circuit simulation are

broadly based on two approaches: simplify the numerical algorithms and simplify the device

models.

2.3 Simplified Numerical Algorithms Based Methods

Several methods modify the direct approach of SPICE to avoid the large number of New

ton-Raphson iterations, to maximize time steps used, or to exploit the circuit's latency and

multirate behavior.

There have been several works using relaxation methods [23] at different levels of the

solution process (SPLICE [17][22], RELAX2 [18]). The efficiency of these approaches is

determined by the speed of convergence, which heavily depends on the coupling between

nodes and their ordering during solving. Thus, they can be very slow for tightly coupled cir

cuits.

The semi-implicit integration method (MOTIS [5][9]) avoids lengthy iteration process.

However, accuracy considerations usually constrain the time-step to be small, which degrades

the efficiency.

The exponential integration approach (XPsim [2]) represents node voltage as piecewise

exponential. While this allows larger time-steps, it is neither absolutely nor stiffly stable.

Asymptotic Waveform Evaluation method (AWEsim [14]) provides a generalized approach

to linear RLC circuit response approximations. The transient response is approximated by

matching the initial boundary conditions and the first 2q-l moments of the exact response to a

lower order q-po\e model. The efficiency of this approach is however impaired if the circuit

has nonlinear elements.

ILLIADS [30] proposes an approach based on a generic circuit primitive and the exact ana

lytic solution of its nonlinear state equation, i.e. the Ricatti equation. ILLIADS has been used

to simulate large MOS circuits but cannot handle arbitrary circuits with bipolar elements or

lossy lines.

2.4 Simplified Device Models Based Methods

Several approaches using simple device models have been proposed to speed-up the simu

lation by avoiding time consuming Newton-Raphson iterations and the model evaluation of



nonlinear devices.

The effective linear conductance model has been used in timing analyzers Crystal [24], TV

[15], and Rsim [32]. This type of analysis cannot handle analog waveforms. Also, there is no

rigorous way of determining the effective conductance, and thus high accuracy cannot be

guaranteed.

PLATO [31] uses piecewise linear segments to approximate the i-v curve of each nonlinear

device. The Katzenelson algorithm [16] can be used for numerical integration. This becomes

inefficient if many piecewise linear devices are present in the circuit.

SPECS2 [38] uses stepwise constant functions to model i-v characteristic of nonlinear

devices. While this approach is efficient, it cannot be applied to circuits with floating capaci

tors or inductors.

Stepwise Equivalence Conductance approach [19] exploits certain characteristics of MOS

circuits to speed-up simulation. This approach is based on the use of a stepwise equivalent

model of a nonlinear resistive device. When applying the integration to digital MOS circuits,

an additional speed-up in the simulation is achieved by taking advantage of the fact that the

voltage waveforms can be modeled to a good approximation as piecewise linear functions. We

use this approach in SYMPHONY since it provides good speed-ups while maintaining high

accuracy and guaranteeing consistency, stability, convergence In the following, we present a

brief review of this approach.

From EQ (1), the equations for the circuit being simulated are

J(V(0)+CV(r) = Is(r) (2)

This nonlinear system of equations can be transformed to a linear time variant system

below without any loss of accuracy.

G(r)V(r) +CV(0 = Is(r) (3)

G(r) represents the instantaneous equivalent conductance matrix for every branch in the cir

cuit at time r, with G{t)V{t)= ?(V(t)) at every time instant t. G(t) can be expanded in aTaylor

series around t=tn. Retaining only the first two terms, we obtain

[G(tn)+G(tn) (t-tn)] V(r)+CV(0 =Is(r) (4)



This can then be further approximated as,

£V(r)+CV(0 =Is(f) (5)

where, for hn= tn+1 - tn%

£=G(g+G(rn)-^ (6)

The system of EQ (5) can be solved using sparse Gaussian elimination or LU decomposi

tion, and no Newton-Raphson iterations are needed.



3 SYMPHONY: A Mixed Signal Circuit Simulator

SYMPHONY is a mixed signal simulator which combines a fast simulation engine for dig

ital circuits with a traditional nonlinear solver a la SPICE for the analog subcircuits. The dig

ital simulator uses Stepwise Equivalence Conductance to model nonlinear device

conductances and Piecewise Linear voltage waveforms. The pure vanilla simulator is imple

mented in an event-driven framework with local and global clocks for event management. In

later sections we describe some techniques implemented in SYMPHONY to achieve addi

tional speed-up in simulation.

3.1 Simulator Framework

SYMPHONY uses circuit partitioning to identify analog and digital subcircuits in the cir

cuit to be simulated. Digital subcircuits are handled by a fast Stepwise Equivalence Conduc

tance based simulator and the analog subcircuits by a traditional Newton-Raphson iterations

based engine.

From Section 2, during transient simulation, the stepwise equivalent conductance approach

can be used to transform the system of nonlinear circuit equation of EQ (2) in to a linear time

variant system below EQ (5) without any loss of accuracy.

G(f)V(0+CV(r) =Is(t) (7)

G(f) represents the instantaneous equivalent conductance matrix for every branch in the

circuit at time t with, G (t) V (f) = ^T(V (r)) for every time instant t.

Since G(f) = fF(V(0)/V(f), clearly the effective conductance approximationis only suitable

for devices whose conductances are not very sensitive to voltage changes. This dictates the

time-step selection based on the control of the LTE to less than e in EQ (8) [19].

1 n n £e |V n) n <e V device i
I <?;<0 J \ GAt) )

hn\Vj(tn)\£AV Vnode;

Since mixed signal circuits may have bipolar elements (whose terminal currents are expo

nential functions of terminal voltages), the maximum allowable time-step can be very small,

thus nullifying any speed-up gained by the use of the stepwise equivalent conductance model.

Also, in the case of analog subcircuits, very high accuracy is required, which is best provided

(8)



by traditional, exact simulation techniques.

Hence, for the analog subcircuits (which are obtained by circuit partitioning or user input),

we use the traditional Newton-Raphson iteration based approach, briefly described in Section

2.2. Since this approach is well known [21], we do not go into its details here.

3.2 Circuit Partitioning

One of the keys to efficient mixed signal simulation is identifying the analog and digital

circuit blocks in the design. This is best done automatically in order to preserve the generality

and applicability of the simulator. For this reason, we propose the use of circuit partitioning

techniques to separate analog and digital blocks in the circuit. Partitioning is used to identify

the numerically sensitive regions containing bipolar elements so that they can be simulated by

a Newton-Raphson based approach while the rest of the partitions can be simulated by a fast

simulation engine.

The pure vanilla SYMPHONY performs a static partitioning based on the circuit structure

at the start of the simulation. In case of MOS elements, the determination of the gate voltage

need not depend on the voltage at the source or drain node, as long as there is no other charge

transfer path connected between them. Also, if the gate voltage is evaluated prior to the eval

uation of the drain and source node voltages, then the gate voltage can be treated as a constant

voltage source in determining the source/drain voltages. If this ordering can be maintained

during the simulation, solving for the voltage at the gate node can be separated from solving

for the voltages at the drain and source nodes, and no iterations are needed between the two

solving processes.



last time-point = t^
next (predicted) time-point = f^+i

last time-point = t^
next (predicted) time-point = t^+i

Fig. 1 Event Scheduling

Thus, the circuit graph with an edges between each electrically connected node, can be

transformed to an equivalent graph where gate-source and gate-drain edges corresponding to

all MOS elements have been removed. The connected components in this graph are the

regions whose simulation can be decoupled. Note that, local feedback is not a problem for

tightly coupled nodes in the same region. It can be proved that this approach is valid in pres

ence of global feedback also.

3.3 Event Management

SYMPHONY uses an event-driven mechanism to handle feedback loops in large circuits

and further exploit circuit latency. Events are predicted, stored and scheduled in an event

queue. The prediction is based on the input slopes and the conductances of MOS transistors

given by EQ (8) for digital subcircuits and the standard, LTE based error control formula for

analog subcircuits.

For a MOS device spanning two regions, the gate voltage is required to evaluate the

regions containing the source/drain regions. This is obtained by curve-fitting based on the

gate voltage slope. The same predictor is used for curve-fitting until a timepoint when the

change in the gate voltage of a MOS exceeds a threshold. This timepoint is then a breakpoint

of the gatevoltage waveform and the regions containing the corresponding source/drain nodes

have to be (re)scheduled for evaluation for that time. For safe event scheduling, we require



that the gate voltage can be computed correctly any time the corresponding source/drain

regions are evaluated.

Since the simulation of analog subcircuits is iteration based, the time step may have to be

reduced and the event discarded if the simulation at a time point does not converge. Due to

this back-tracking in time, we cannot use a predictor to predict (extrapolate) the voltage wave

forms. Since interpolation is used to compute the nodal voltage at any time, in Fig. 1 the volt

age at node na (in RJ can be safely determined only up to time tm.

In case of digital subcircuits, the time-step is determined such that the current predictor is

guaranteed (by theory) to be valid (i.e. under the error margin allowed by LTE considerations

[19]) until the next predicted event time. i.e. between the current event time and the next pre

dicted event time, there cannot be another event. Thus, in Fig. 1, the voltage of node nd (in

Rd) can be consistently predicted (by curve-fitting) for any time up to ^n+i-

In order to safely evaluate a region R at time f, we need the voltages and slopes of all

inputs to the region at time t. For the input from a digital region, this requires that r^+1 > t.

For an input from an analog region, this requires that tan > t.

Thus, the time counter (event time of the subcircuit under evaluation) does not increase

monotonically. Each region has a local event queue and a local clock. The local clock repre

sents the earliest time the region can be scheduled for evaluation. Each event is placed on the

local queue in wait state. Once the local clock passes this event time, the event is labeled

active and transferred to a global queue from which events are scheduled for evaluation in the

increasing order of time. Each region also maintains information about its boundary node

voltages at previous timepoints, since neighboring regions with slower local clocks may need

this information as and when their local clocks advance. A global clock representing the earli

est simulation time of all regions is also maintained. All nodes have valid voltage waveforms

till this timepoint, and no waveform information earlier than this time need be maintained.

10



4 Dynamic Partitioning for Simulation of BiCMOS Circuits

4.1 Introduction and Motivation

Circuit partitioning to improve the speed-up simulation has been known for a while. The

concept of channel connected components was introduced first in [3], and has been used in

various forms since then. This approach is based on the weak coupling between the gate and

drain/source of a MOSFET and the unidirectionality of signal propagation. Using this, a cir

cuit can be partitioned a priori (statically) based on its structure, and as long as the ordering

between the gate and the drain/source node can be maintained during simulation, the solution

for the gate voltage can be separated from the drain/source voltage computation.

In case of bipolar circuits, there is a strong coupling between the base and the collector/

emitter nodes. The unidirectionality of signal propagation also cannot be assured. Conse

quently, the circuit partitioning technique based on channel connected components is applica

ble to MOS circuits only and cannot be used to partition bipolar circuits.

There are several works in the areaof dynamic partitioning for transient circuit simulation.

[29] proposes a dynamic partitioning technique to partition the nonlinear equation solution

phase for bipolar circuits. In [35], an explicit solution method is used to solve the linearized

nodal equations, with separate dynamic partitioning management for MOS circuits. Recently,

[41] proposed an approach to selective dynamic regionization for specific MOS memory

structures. None of these works address the areaof dynamic partitioning for arbitrary BiMOS

circuits in an event-driven framework.

4.2 Dynamic Partitioning of BiMOS Circuits

A common feature of BiMOS designs is the number of predominantly MOS subcircuits

with a few bipolar devices asoutputdrivers etc.These subcircuits usuallyrepresent indepen

dent functional blocks in the design. Unfortunately, if only static partitioning is used during

the simulation of such circuits, bipolar devices can act as a glue between two functionally

independent regions, resulting in large regions containing many functional blocks. Since the

partitioning is performed statically before the simulation, the circuitbehaviorunder the input

stimuli cannotbe exploited to take advantage of the latency andmulti-rate behaviorbetween

these functional blocks.

Dynamic partitioning can be used to speed-up the simulation in such cases by taking

n



advantage of the special behavior of bipolardevices placed in digital MOS subcircuits. These

bipolardevices toggle between the on and testate of the device, with little time spent in the

transitions. When the bipolar device is off, there is no coupling between the base and the col

lector/emitter nodes. This can be exploited to decouple the solution for the base node from the

solution for the collector/emitter nodes.

In order to perform the dynamic partitioning with minimum overhead, we use incremental

dynamic partitioning, i.e. maintain dynamic partitions by examining the currently evaluated

regions and test them to determine if those regions should be split or merged with others.

Since the overhead of data management for dynamic partitioning can nullify any potential

speed-up, we need to use efficient implementation techniques and data structures.

4.3 Dynamic Partitioning in SYMPHONY

SYMPHONY starts by initially partitioning the circuit at MOSFET gates (if any), and

labels the partitions with BJTs as analog. For each analog subcircuit, a signal flow graphG is

constructed by inserting a directed edge between nodes / and j if there is any coupling

between nodes i and j in the circuit. This graph is used for further partitioning of the analog

region.

At each timepoint based on the conductance of each bipolar device in the subcircuit, some

of the edges may be active (if the bipolar device connecting the two nodes is on) or inactive

(if the bipolar device is off). The signal flow graph G may have one or more disconnected

components after the removal of all inactive edges. Each such disconnected component repre

sents a dynamic partition of the analog subcircuit. Since there is no coupling between these

partitions, each can be simulated independently with different time-points.

During the simulation process, a bipolar device can change states from on to off and vice

versa. At each such change, the signal flow graph G has to be updated to reflect the deletion/

addition ofactive edges. This can result in one dynamic partition being divided in one or more

child partitions or two dynamic partitions being merged. The first case does not pose a prob

lem since all child partitions have the same time-stamp as the original partition. Merging two

partitions can however be a problem if both have a different time-stamp. In this case, both

regions aresynchronized by schedulingat the current simulationtime.

12



5 Simulation of Digital Bipolar Circuits using Piecewise
Linear Approximation

5.1 Introduction and Motivation

The Stepwise Equivalence Conductance method is a powerful technique for the simulation

of digital MOS circuits. It relies on approximating device characteristics with time-varying

linear segments at each instance of simulation. The accuracy of this approach depends on the

simulation time interval for which such segments remain valid approximations of the device

characteristics. Thus, for devices whose conductances are very sensitive to terminal voltage

changes, the time-step is constrained to be very small in order to ensure that the current

approximate segment remains valid for the entire time-step. In case of bipolar elements

(whose terminal currents are exponential functions of terminal voltages), the maximum allow

able time-step is very small. Thus, the Stepwise Equivalence Conductance approach is not

very efficient for bipolar circuits.

We propose to approximate the i-v characteristics of bipolar devices by piecewise linear

segments. Unlike stepwise equivalent conductance, this approximation is done statically,

before the simulation. The number of segments used for the approximation is small (typically

3 to 4). Thus, the bipolar device can be replaced by time-varying linear resistors and current

sources. The only constraint on the time-step now is that every time a device makes a transi

tion from one segment to another, an event is generated.

5.2 Piecewise Linear Modeling

Obtaining a good approximation to the exponential device characteristics is the most criti

cal issue in the suggested approach. While there has been a lot of work in the area of simula

tion via the PWL approximation [6][10][16][33][38][39], most of the works assume the

existence of a PWL model of a nonlineardevice, and just address the issue of simulating net

works of PWL devices. We propose a formal method to obtain the breakpoints required for the

piecewise linear approximation, such that the worst case approximation error is minimized.

Definition: Let nn be the setof all polynomials of degree <n, and pn(x) e n approximate

a given function/(*) uniformly well on some interval a<x£b. The error in the approxima

tion ofpn(x) tof(x) is measured by the norm

13



\\f-P\\~= ™**<h\f(x)-P(x)\ (9)

Ideally, we would want a best uniform approximation from rcn, that is a polynomial pn (x)

of degree £ n for which

min

l^-M--,.«„«/-'»- <10>
We denote the number (/-/^H^ by dist^, (f, nn) and call it the uniform distance on the inter
val a £ x £ b tilffiom polynomials of degree < n.

min

<Bst„y;nB) = iiz-pil an
" n

Theorem 1 : A functionf which is continuous on a<x£b has exactly one best uniform

approximation on a<iX< bfrom nn. The polynomial pe Knis the best uniform approximation

tofon a<,x<b ifand only if there are n+2 points a £ x0 £... £ xn+x £ b so that

i-D'ifiXi) -P(xi)] = e||/-plL i = 0 n+1 (12)

with e = signum[f(xo)-p(x0)J.

A proof of this theorem can be found in [25]. The construction of a best uniform approxima

tion from nn is, in general, a nontrivial task. By proper interpolation, almost best approxima

tions to nonlinear functions can be obtained with much less computation.

Theorem 2 : Let pn (x) e nn, interpolate f(x) at the points xQ<x1<...<xn in the interval

a£x<b of interest. Then

dist„ V. V S|/-P.|„S (1 +1| A„||J dist„ (f, *„) (13)

where II All is the uniform norm ofthe Lebesgue function An (x) given by,

i = 0

X-Xi

n 7-iX- — X
j = 0,j*i l J

(14)

A proof of this theorem can be found in [7]. It is thus desirable to choose the interpolation

points *o,..., xn m a^x^b such a way that IIA II be as small as possible. This is almost

accomplished by the expanded Chebyshev points for the interval a<x<>b, given by

14
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Figure 2. The static Ebers-Moll model, including second-order effects

xi =l[a+b+ <«-*> e^Sr!*)' (C0S2^T2>] ' =°—n (15)

It can be shown that the || A*!^, corresponding to the expanded Chebyshev points is within
2% of the smallest possible value of II A* II for all n. From Theorem 6.2 and by computing
the values of Aj oo, itcan be shown that for n<47, the error in the polynomial interpolating
f(x) at the expanded Chebyshev points is never bigger than 4 times the best possible error

dist^ (/", nn) (obtained by using the best uniform approximation polynomial pn (x)), and is

normally smaller than that (by contrast, if A" denotes the Lebesgue function for a uniform

spacing of interpolation points, then |Ajjfl £en/1% which grows very rapidly with n).

We use the expanded Chebyshev points as break points for the piecewise linear approxima

tion of the bipolar i-v characteristics, i.e. at these points, the piecewise linear approximation

exactly matches the exponential i-v characteristics.

5.3 Simulation with PWL Device Models in the SYMPHONY
Framework

From Section 2, the stepwise equivalent conductance approximation is only suitable for

devices whose conductances are not very sensitive to voltage changes. Since the bipolar

device models (e.g. the Ebers-Molls model in Fig. 2) include diodes, whose current is an

exponential function of the terminal voltages, the stepwise equivalent conductance approxi

mation cannot be applied to BiMOS circuits. One solution to this problem is to use the tradi

tional Newton-Raphson iterations based solver for any subcircuit region containing bipolar

15



devices. Unfortunately, this precludes us from exploiting the properties of digital MOS sub-

circuits, and can introduce avoidable speed-loss for digital subcircuits consisting predomi

nantly of MOS devices with very few bipolar devices (which is the most typical case in digital

BiMOS design).

SYMPHONY uses PWL models .for the i-v characteristics of bipolar devices present in

digital subcircuits. For digital subcircuits, after applying the stepwise equivalent conductance

based transformation, the circuit equations are of the form (from EQ (5), EQ (6))

£V(l)+CV<0 =IS(0 (16)
where, for hn= tn+J - frt,

Kg=G(tn)+G(tn)-£ (17)

Since at every instant, each diode in the bipolar device model is still modeled by an effec

tive conductance (which is a PWL function of the terminal voltages) the structure of the sys

tem of equations from EQ (5) remains unchanged.

We use standard techniques for the solution of PWL circuit networks. At every time-point

t^i, the previous state of the bipolar device at tn is used as an initial guess for the solution at

tn+\. If at the end of the solution process, we find that any device changed its state, we need to

reduce the time-step and repeat the process. We iterate until we get a consistent solution (i.e.

the initial guess of each device state is consistent with the computed device state).

The time-step selection is now dictated by two types of constraints: to ensure the validity

of the stepwise equivalent conductance approximation of the nonlinear devices in the circuit,

the time-step is controlled by the LTE criterion given by (from EQ (8))

$<'.)*:
<w

<,t
I G((,„) r V device i

(18)

hn\Vj(tn)\£/aV Vnode 7

In addition to this, the PWL approximation of bipolar device characteristics adds an addi

tional constraint on the time-step. Specifically, the validity of each PWL approximation of a

bipolar device also has to be maintained. This is achieved by enforcing that for the V^ and

Vfc of each device the following is satisfied:

16
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Where V^p^ and V/^^. are thebreakpoints of thecurrent segment of thePWLapproxima

tion (or current state) of the base-emitter and base-collector diodes of a device. Clearly, if the

V(tn+\) obtained at the end of the computation lies outside this range, the initial assumption

about the state of the corresponding diode is invalid. In this case, a new hn is computed using

thesevaluesof V(rn+1) and V(tn+ j), and the process repeated until a time-stepis accepted by

the abovepost-processing check on V(rn+1) and V(tn+ x).

The PWL approximation of bipolar devices can be effectively combined with dynamic par

titioning by using the digital simulator with PWL models for subcircuits (previously classified

as analog) containing only off bipolar devices (or devices with gate voltages less than some

threshold) and the analog simulator for the rest.

17
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6 Experimental Results

SYMPHONY was tested on a set of BiMOS benchmark circuits. The results were obtained

on a DEC 5100/25 platform with a 24 Mbyte memory. The performance comparison of pure

vanilla SYMPHONY against SPICE3e is presented in Table 1. It was found that SYMPHONY

yields a reasonable speed-up while maintaining very high accuracy.

The amount of speed-up strongly depends on the mix of analog and digital blocks in the

design under simulation. SYMPHONY yields ~3x speed-up for circuits with a high percent

age of analog subcircuits like the BiCMOS Adder and Regfile while it is more than 20 times

faster than SPICE3e for the Counter, a largely CMOS circuit. This is due to two reasons: the

analog subcircuits are simulated by a slower simulation engine; and the presence of bipolar

transistors results in larger partitions, since the static partitioning is performed across MOS

elements only (this is an unavoidable penalty for performing automatic partitioning and can

be improved by user provided partitioning).

Circuit # nodes SPICE3e
cpu time (sec)

SYMPHONY

cpu time (sec)

Adder 38 10.80 3.46

Regfilel 610 192.10 68.80

Counter 86 288.80 13.51

Table 1: Results on benchmark circuits

The performance comparison of the SYMPHONY version including dynamic partitioning,

against SPICE3e is presented in Table 2, including the data from Table 1 on SYMPHONY

without dynamic partitioning. The benchmarks set is same as in the previous case. It was

found that SYMPHONY yields and additional 1.5x speed-up by using dynamic partitioning.

Circuit # nodes SPICE3e

SYMPHONY

No Dyn Part w/ Dyn Part

Adder 38 10.80 s 3.46 s 2.13 s

Regfile 610 192.10 s 68.80 s 43.20 s

Table 2: Results on benchmark circuits

The PWL approach described above has been implemented in the digital simulator using

stepwise equivalent conductance. We use SPICE3e along with this program to compare

18



Fig.3 BiCMOS Adder sum bit Fig. 4 BiCMOS Regfile: writelines

benchmark results. For the purpose of this benchmarking, we used MCNC benchmark cir

cuits. Table 3 shows the runtime results for these circuits. (SPICE3e could not converge on the

ring oscillator circuit during our benchmarking. MCNC documentation reports a runtime of

260 seconds for this circuit but does not specify the hardware platform on which this result

was obtained).

Circuit # nodes SPICE3e SYMPHONY

Bipolar Inverter 5 0.300 0.067

BiCMOS Inverter 8 0.800 0.300

bjtinv 37 4.200 2.100

bjtff 170 41.800 19.600

ring 11 99 .* 38.433

Table 3: BenchmarkResults (MCNCCircuits) (* did not converge)
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Circuit # nodes SPICE3e

SYMPHONY

No Dyn Part w/ Dyn Part w/ Dyn Part,
PWL

Adder 38 10.80 s 3.46 s 2.13 s 1.76 s

Regfile 610 192.10 s 68.80 s 43.20 s 28.6 s

Table 4: Results on benchmark circuits

Table 4 compares the final version of SYMPHONY including both PWL approximation of

bipolar devices and dynamic partitioning against SPICE3e. Again, the benchmarks set is same

as in the previous case. It is found that SYMPHONY can get an over all speed-up of - 6-7x

over SPICE3e. The waveforms are compared in Figures 3 and 4, demonstrating the high accu

racy of SYMPHONY

20



7 Conclusions

The increasing use of mixed signal circuits with analog and digital circuitry on the same

chip have created a set of demands that traditional circuit simulators cannot meet very well.

As far as we know, there are no efficient mixed signal simulators which can simulate mixed

analog/digital designs with bipolar devices. In this work, we present SYMPHONY, a mixed

signal simulator that fills this void using techniques specifically targeted at exploiting charac

teristics of such circuits.

SYMPHONY combines a fast simulator for digital circuits with a traditional nonlinear

solver a la SPICE for the analog subcircuits. The digital simulator uses stepwise equivalent

conductance to model nonlinear device conductances and achieves additional speed-up by

modeling the voltages by piecewise linear waveforms.

Dynamic partitioning for BiMOS circuits in an event-driven framework, and a new PWL

model for bipolar device characteristics are the two main contribution of this work. Dynamic

circuit partitioning is used to fully exploit the latency and multirate behavior of the circuit.

The PWL models allow us to speed-up simulation by using simple models for bipolar devices

in digital parts of the design. These two techniques are combined to dynamically identify sub-

circuits with potentially analog or digital behavior. This eliminates the need of user-input to

partition the circuit.

A set of benchmark results were presented on a suit of BiMOS circuits. We demonstrate

that a speed-up of 6-7x can be obtained for mixed signal circuits with substantially analog

components without compromising accuracy. Work on further improving the performance of

SYMPHONY is under progress.
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