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Abstract

Noise, Speed, and Power Trade-offs in Pipelined Analog to Digital
Converters

by

David William Cline

Doctor of Philosophy in Engineering
Electrical Engineering and Computer Sciences

University of Californiaat Berkeley

Professor Paul R. Gray, Chair

Power dissipation isbecoming an increasingly important issue in thedesign of analog to digi

tal converters as signal processing systems move into applications requiring either portability, or

asin the case of sometelecommunications applications, ahighdegree of parallelism. This research

focuses on minimizing power dissipation in high resolution pipelined analog to digital converters,

which are needed in applications requiring both high data rates and high resolution, such asmedi

cal imaging, high data rate digital radio receivers, and in some telecommunications systems.

Power dissipation was minimized in this research through the appropriate choice of the per stage

resolution, optimizing thedistribution of thethermal noise budget among the various stages of the

pipeline, theappropriate choice of opamp architecture, and through optimal sizing of opamps.

This thesisconcludes that the optimumperstage resolution increases as the resolution specifi

cation increases. Per stage resolutions of less than one bit per stage are ideal for low resolution

pipelines, but higher per stage resolutions are optimal for pipelines that have tighter noise con

straints. This thesis also concludes that power is saved by scaling down the sizes of the sampling

capacitors in later stages of the pipeline.

The trade-offbetween speed and powerdissipation for opamps in switched capacitor circuits

was also studied. It was found that for low gain high speed switched capacitor circuits, the single

stage, telescopic cascode, and preamplifier driving a single stage opamp met the speedrequire-



ments with the least power dissipation. For lower speeds, the preamplifier driving asingle stage

opamp had the least power.

Paul R. Gray, Chair
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1.1 Motivation

CHAPTER 1

INTRODUCTION

1.1 Motivation

This research is concerned with improving the efficiency of analog to digital converters

(ADCs). For a long time, ADCs havebeen used widely in digital test equipment. Recently, the

applications for ADCs have expanded widely as many electronic systems that used to be entirely

analog have been implemented using digital electronics. Examples of such applications include

digital telephone transmission, cordless phones, transportation, and medical imaging. Further

more, ADCs have found their way into systems that would normally be considered as being

entirely digital as these digital systems are pushed to higher levels of performance. Data storage is

one example of such a system. As storage density in disk drive systems is increased, the signals

handled by the read circuitry have become increasingly analog in character. Presently, 6-bit ADCs

are commonly used in the read circuits of disk drives.

Frequently, ADCs are integrated with other functions on a single monolithic device. Because

the ADC must share the power budget with other functions on the integrated circuit, powerdissi

pation is often an important consideration. Furthermore, many new applications, such as cordless

phones and cellular phones, require portability and battery operation. Because of these require

ments, powerdissipation is becomingincreasingly important.

1.2 Organization of the Dissertation

This dissertation is divided into eight chapters. The first chapter introduces the concept of ana

log to digital conversion and discusses methods used to characterize ADCs. Chapter 2 is a survey

of ADC architectures. Chapter 3 focuses on pipelined analog to digital converters. In particular,

error sources and techniques for dealingwith them arediscussed.
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The sample and hold amplifier isakey block in pipelined ADCs. Therefore, in chapter 4,

switched capacitor circuits using several different operational transconductance amplifier architec

tures are discussed with an emphasis on optimally trading off speed and power dissipation. At the

end of the chapter, the speed performance ofeach ofthese architectures iscompared with the oth

ers.

Chapter 5discusses the optimization ofthe complete pipeline system to minimize power. A 14

bit prototype ADC is described in chapter 6, and the results oftesting this ADC are presented in

chapter 7.

Chapter 8contains asummary ofthe conclusions ofthis research and presents aproposal for

future research.

1.3 ADC Definition

An analog to digital converter (ADC) is adevice that converts real world (analog) signals into

digital codesIShcingold86]. Conceptually, an ADC works as shown in figure 1.1. Analog signals have a

continuous range of values as do numbers on the real number line. An ADC takes arange of the

real number line and divides it into smaller subranges. The size of each of the subranges is often

referred to as the step size. These steps are usually uniform in size, but not always. A companding

ADC for codecs is oneexample of an ADC having nonuniform step sizes. In this case the step

sizes follow a logarithmic scale.

To each subrange or step a code is assigned. Then, during the conversion process input sam

ples are taken and mapped onto this real number line. The ADC then decides which subrange cor

responds to the sample and sends the appropriate digital code tothe output.
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a: Real Number Line

00 01 10

*min

b: A range is selected and subdivided into smallerranges.

00 01

*min

input

samples

ADC

10

11

11

max

digital
output
codes

01

max

c: ADC maps input samples to the realnumber line anddecides which digital output code
is appropriate.

Figure 1.1 Description of an ADC

To perform its task, an ADC always uses at least one comparator. A comparator is a device

that compares two quantities andmakes a decision based on which of the quantities is larger. The

operation of a comparator is illustrated in figure 1.2. In general, the inputs to a comparator canbe

either analogor digital,but the output is alwaysdigital. In analog to digital conversion applications
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the inputs tothe comparator are analog, and the output isabinary digital quantity.

Vr Vi

Figure 1.2 Comparator Circuit and Transfer Function

1.4 ADC Characterization

Analog to digital converters are characterized inanumber of different ways to indicate the

performance capability, cost, and ease ofuse. Some ofthe most important characteristics ofADCs

are introduced below.

1.4.1 Resolution

Resolution describes the fineness of thequantization performed by the ADC.A high resolution

ADCdivides the input range into a larger number of subranges than a low resolution converter.

Resolution is usually defined as thebase 2 logarithm of the number of subranges the ADC input
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rangeis divided into. Thisquantity is referred to as thenumber of bits resolved by the ADC. Thus,

for a fixed full scale input range a high resolution ADCcan resolvesmaller signals than a low res

olution ADC is able to resolve. Resolution is usually degraded by either noise or nonlinearity.

Therefore, mosttechniques for characterizing the trueresolution of an ADCmeasure eithernoise,

nonlinearity, or both.

1.4.1.1 Nonlinearity

Someapplications, suchas telephone codecs, require an ADC that is intentionally nonlinear.

However, most ADCs are intended to have a transfer characteristic that approximates a straight

line. As the resolution increases, the input-output characteristic of the ADC better approximates a

straight line.The transfer characteristic for an ideal version of such an ADC progresses from low

to high in a series of uniform steps. Because of this fact, nonlinearity is present even in an ideal

ADC. The transfer characteristic of a practical ADC contains steps which are not perfectly uni

form, and this deviation generally contributesto furthernonlinearity. Two types of nonlinearity are

used to characterize this deviation. Differential nonlinearity (DNL) measures how far each of the

stepsizesdeviates fromthe nominal value of the stepsize. Integral nonlinearity (INL)is the differ

ence between the actual transfer characteristic and the straight line characteristic which the ADC is

intended to approximate. DNL and INL are both plotted as a function of code. DNL and INL are

generally expressed in terms of least significant bits (LSBs) of converter input. An LSB of con

verter input is equal to the full input range of the ADC divided by the number of steps. Figure 1.3

illustrates DNL and INL.
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output signal

maximum step size(1.5LSB)
maximum DNL = 0.5LSB

maximum

INL = 1.5LSB

V\

\A
nominal step size(1 LSB)

input signal

Figure 1.3 Example Transfer Characteristic ofa 3Bit ADC Showing DNL and INL

1.4.1.2 Signal to Noise Ratio

The signal to noise ratio (SNR) is the ratio ofsignal power to noise power in the output ofthe

ADC. One way to measure SNR is to plot the spectrum ofthe output ofthe ADC. The SNR is cal

culated by measuring the difference between the signal peak and the noise floor and including a

factor toadjust for the number ofsamples used to generate the spectrum as shown below.

SNR(dB) = signal peak (dB) -noise floor(dB)-lOlogN (1.1)

The last term in the above equation may be understood as follows. To generate an Npoint fast

Fourier transform (FFT) ofa signal, Nsamples ofthe signal are taken. Sampling the signal Ntimes

increases the signal energy by a factor ofN2 and the noise energy by a factor ofN. Thus the ratio
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of signal power to noise power is increased by a factor of N and the signal to noise ratio of the FFT

is higher than the signal to noise ratio in one sample of the signal. The signal to noise ratio

improvement in dB is lOlogN. Thus, the noise floor in the FFT becomes lower relative to the sig

nal as more samples are taken. This idea is illustrated in figure 1.4.

Power

signal peak N Point FFT

signal peak - noise floor = SNR + 10log-|0N

third harmonic of signal noise floor

Frequency

Figure 1.4 Procedure for Computing SNR from an N point FFT

1.4.1.3 Signal to Noise + Distortion Ratio

The signal to noise plus distortion ratio (SNDR) is often used to measure the performance of

an ADC. It measures the degradation due to the combined effect of noise, quantization errors, and

harmonic distortion. The SNDR of a system is usually measured for a sinusoidal input and is a

function of the frequency and amplitude of the input signal. When a sinusoidal signal of a single

frequency is applied to a system, the output of the system generally contains a signal component at

the input frequency. Due to distortion, the output also contains signal components at harmonics of
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the input frequency. An ADC usually samples an input signal atsome finite rate. As aresult, some

of the harmonic distortion products are aliased down to lower frequencies. Furthermore, the ADC

adds noise to the output, and this noise generally present to some degree at all frequencies. The

SNDR of the ADC is defined as the ratio of the signal power in thefundamental to thesum of the

power in all ofthe harmonics, all ofthe aliased harmonics, and all ofthe noise.

1.4.1.4 Dynamic Range

Dynamic range is another useful performance benchmark. Dynamic range isa measure ofthe

range ofinput signal amplitudes for which useful output can be obtained from a system. Dynamic

range can bedefined in a number ofdifferent ways. One way todefine dynamic range for a system

is as follows. Apply a sinusoidal input ofa single frequency tothe system and vary the amplitude.

Measure the maximum power obtainable from the system at the input frequency. The dynamic

range could be defined as the ratio ofthe maximum power atthe fundamental frequency tothe out

put power for a minimum detectable input signal. The minimum detectable input signal power is

the value of thesignal power when the signal to noise ratio is OdB. If the noise power is indepen

dent of the sizeof the signal, thedynamic range isequal to theSNRat full scale. However, in some

cases the noise power increases as the signal level increases. In these cases, the maximum SNR is

less than the dynamic range.

1.4.1.5 Spurious Free Dynamic Range

Another way to define dynamic range is the spurious free dynamic range. The spurious free

dynamic range is the ratio of the input signal level for maximum SNDR to the input signal level

for OdB SNDR. This measure of dynamic range is useful because it indicates the amount of

dynamic range that can be obtained before distortion becomes dominant over noise. Figure 1.5
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indicates how to determine spurious free dynamic range from a plot of SNDR versus input level.

SNDR

Performance here is limited by harmonic distortion.

SNDRmax

Performance hei e is limited by noise.

OdB

purious free dynamic range*Uspuri V,(dB)

Figure 1.5 Typical SNDR versus Signal Level for anADC

1.4.2 Sampling Rate

The sampling rate indicates the number times the inputsignal is sampled persecond.

1.4.3 Input Bandwidth

ADC resolution is a function of the frequency of the input signal. At high input frequencies,
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the SNDR ofthe ADC output can be reduced by anumber ofeffects. The input bandwidth ofthe

ADC isthe input frequency at which the SNDR is3dB below the maximum value.[van ^ nmdwM]

1.4.4 Power Supply Rejection Ratio

Noise on the power supply lines can couple into the output signal of an ADC. The power sup

ply rejection ratio (PSRR) measures how well an ADC resists this tendency. It is the ratio ofsup

ply noise power tooutput noise due tothe power supply noise.

1.4.5 Input Capacitance

Input capacitance is the capacitive load presented by the ADC to the circuit driving it. The

input capacitance ofan ADC is an important parameter because the input capacitance can load the

circuitdrivingthe ADC anddegrade its performance.

1.4.6 Input Signal Swing

Input signal swing indicates the allowable range ofvalues for the input. The input signal swing

indicates the maximum and minimum values that the input signal may have without driving the

ADCoutof range orresulting in an unacceptable level of distortion.

1.4.7 Power Dissipation

Power dissipation isbecoming an important ADC specification because many ADCs are being

implemented in portable systems powered by abattery with limited energy. Reducing power dissi

pation can reduce system weight or improve battery life. Reducing power dissipation can also

makeit easier to keep the temperature of the ADCatareasonable level.
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CHAPTER 2

REVIEW OF ANALOG TO DIGITAL

CONVERTER ARCHITECTURES

Much research has been done onthe implementation of analog to digital converters (ADCs).

As aresult, anumber techniques for doing analog to digital conversion have been developed. In

this chapter, some of the prominent architectural styles are introduced and compared. Each archi

tecture has advantages and disadvantages, and each has aset ofapplications for which it isthe best

solution.

2.1 Flash ADC

The flash ADC architeCtUre[DingWaii79]jShcingold86][Joy86]lKumamoio86][Peet286][Mangc1sdorf90HMcCalI92]' alS0

known as a fully parallel architecture, is fundamentally the fastest architecture. This architecture is

also conceptually the easiest tounderstand. Ann-bit flash ADC consists of an array of 2n-l com

parators and aset of 2n-l reference values. Each of the comparators samples the input signal and

compares the signal to one ofthe reference values. Each comparator then generates an output indi

cating whether the input signal is larger or smaller than the reference assigned to that comparator.

The set of 2n-l comparator outputs that results isoften referred to as athermometer code. This is

name is derived from the fact that if the comparator outputs are listed in a column and ordered

according to thereference values associated with the comparator that produced them, the ones

wouldallbe at the bottom,and the zeros all atthe top.The level of the boundary betweenonesand

zeros would indicate the value of the signal, muchasthe level of mercury in a mercury thermome

ter indicates the temperature.
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binary output

0.375VR

0.250VR

0.125VR

comparator outputs

Figure 2.1 Simple 3-bit Flash ADC

A simple 3 bit flash ADC is shown in figure 2.1. Theencoder converts thethermometer code

produced by the comparators to abinary code as shown in the truth table in table 2.1. As seen

from the figure, thecomparators all operate in parallel. Thus, theconversion speed is limited only

by the speed of the comparator or the sampler. For this reason, the flash ADC is capable of high

speed.
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Table 2.1 Truth Table for Flash ADC of Figure 2.1

c7 Q c5 c4 c3 c2 c, B2 B, Bo

V,<0.125VR 0 0 0 0 0 0 0 0 0 0

0.125VR<V,<0.25VR 0 0 0 0 0 0 1 0 0 1

0.25VR < V, < 0.375VR 0 0 0 0 0 1 1 0 1 0

0.375VR<V,<0.50VR 0 0 0 0 1 1 1 0 1 1

0.50VR < V, < 0.625VR 0 0 0 1 1 1 1 1 0 0

0.625VR<V,<0.75VR 0 0 1 1 1 1 1 1 0 1

0.75VR < V, < 0.875VR 0 1 1 1 1 1 1 1 1 0

V,>0.875VR 1 1 1 1 1 1 1 1 1 1

The two primary drawbacks to the flash ADC are the large hardware requirement and sensitiv

ity to comparator offsets. As mentioned earlier, 2M comparators are required. For this reason, a

high resolution flash ADC requires alarge circuit area and dissipates high power. Furthermore, the

large number ofcomparators present alarge capacitance to the output ofthe sampling circuit. The

required comparator offset voltage for aflash ADC with nbit resolution is less than l/2n. At high

resolutions, this required comparator offset becomes very small. Because comparators with small

offsets are difficult to design and expensive to build and because so many comparators are

required, ADCs with resolutions higher than 8bits rarely use the flash architecture.

2.2 Two Step Flash ADC

AtWO Step flash ADC[vandeP,assche79][Shiinizu89][Maycs89)(Docrnbeig89][Ra2avi92) COnsiStS Of tWO Stages, each

containing aflash ADC. The block diagram in figure 2.2 illustrates the structure ofatwo step flash

ADC. In this type of ADC, the conversion does not happen all at once as in the flash ADC. Here,

the conversion takes two steps. During the first step, the most significant bits of the digital output

are determined by the first stage flash ADC. Then aDAC converts this digital result back to an

analog signal to be subtracted from the input signal. This residue is then sent to the second stage

flash ADC. The second stage flash then determines the least significant bits of the digital output.
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The conversion time for a two step flash ADC is longer than for a simple flash, but it is still very

fast. Furthermore, the two step flash ADC requires only 2• 2n/2 comparators, which is fewer

comparators than required by a simple flash ADC.Thus, the two step flash ADC saves hardware.

As a result, two-step flash ADCs are often used in the 10bit resolution range.

ttt

Ni
MOST SIGNIFICANT BITS

Figure 2.2 Two Step Flash ADC

LEAST SIGNIFICANT BITS

The folding ADC architecture[van ^ Grift87][van de Plassche88][van Valberg92][Rynn95][Nauta95]is a popular SUD-

set of the two-step flash architecture. In this architecture, the DAC and differencing blocks are

replaced by an analog preprocessing circuit called a folding circuit. The folding circuit has atrian

gular input-output characteristic. The output of this block can beused as the input toa fine ADC

thatdetermines the least significant bits of the digital output. A block diagram for this converter

architecture is shown in figure 2.3.
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input
FOLDING

CIRCUIT

LASH

ADC<

. /ELASHl \-K^d£J=ti
FINE BITS

DIGITAL ADDER AND
CORRECTION CIRCUIT

COARSE BITS

TTTTT

DIGITAL OUTPUT WORD

Figure2.3 Block Diagram of aFolding ADC
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2.3 Subranging ADC

A SUbranging ADC architecmrelDingwa],85jiftn^to88IIbhikawa89][Kolluri89][Pei$chachei90][Mer^ *s a™>ltl-

step converter architecture that includes two-step flash ADCs and also includes ADCs that extend

the concept ofthe two-step flash ADC to alarger number ofsteps. By breaking the conversion pro

cess into multiple steps, fewer comparators are required, but the conversion time is longer. The

block diagram in figure 2.4 illustrates the structure ofthe subranging ADC. Each stage isrespon

sible for resolving some part of the digital output word and delivering aresidue to the following

stage. The conversion time required increases with the number of stages while the hardware

required decreases with the number of stages. Thus, there is atrade-off between speed and hard

ware. The comparators in the front stages need not be accurate, but the comparators in the last

stage mustbe accurate to the full resolution of theADC.
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digital output word

^^
input » STAGE 0 STAGE 1 STAGE 2

residue

y^LASHl r+l A/%

Figure 2.4 Subranging ADC

2.4 Successive Approximation ADC

A SUCCeSSive approximation ADC(McCreary75jjSuarei75]iHainade78HRcdfcra79][Fotouhi79][Connolly80J rnmko80J[Boy-

acigilIer81][Saul81][Crol!a82J [van de Plassche82][Lee84][Croteau86][Bacrania86] [ManoIi89]lHesiei90][Hadidi90]rran90]IFattaniso90][Satou94]»

also known asabinary search ADC, is a special type of subranging ADC that usesa DAC to pro

duce an analog signal that approximates the input sample. By adjusting the DAC until the DAC

output matches the input sample, adigital code representing the analog input can be generated. A

successive approximation ADC consists ofonly one stage containing asample and hold, an ADC,

aDAC, and adigital processor that controls the DAC. An example of a successive approximation

ADC is shown in the block diagram in figure 2.5. In the example shown, the ADC consists of a
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gle comparator. The operation of the successive approximation ADC is as follows. The control
logic is initialized, and this initializes the output of the DAC. Asample ofthe input signal is taken

by the sample and hold circuit, and the initial DAC output is subtracted from the input sample. The

difference is quantized by the comparator which instructs the control logic to either increase or

decrease the DAC output. The new DAC output is again subtracted from the input sample, and the

process repeats until the desired accuracy is obtained. This single comparator successive approxi

mation ADC resolves one bit per cycle.

sin

control

logic

Bbits

Figure 2.5 Successive Approximation ADC

This converterarchitecture has the advantage of using very little hardware. No amplifiers are

required, and only asingle comparator isrequired. Bycalibrating or trimming the DAC, very high

resolution canbe obtained. This technique has the disadvantage that the numberof cycles required
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per sample is proportional to the number of bits. Therefore, this converter architecture is slower

than a flash.

2.5 Pipelined ADC

A pipelined ADC [Kyung80][Uwis87][Sutarja88][Un9l][Real91][Lewis92A]lLewis92B][Yotsuyanagi93][Conroy93]ISonc93] [Collc-

nm93] [Kusumo«o93j[Ka™co^ »s a™11** typeof subranging ADC that has features

that improve the throughput rate and tolerance to comparator errors. The block diagram in figure

2.11 showsthe structure of a pipelined ADC.The pipelined ADC is similar to the subranging ADC

with theexception that a sample and hold circuit and amplifier has been added to each stage. The

sample and hold circuit is used by the first stage to sample the input. Subsequent stages use a sam

ple and hold to sample the residue from the previous stage. This feature allows each stage of the

pipeline tobegin processing anew sample as soon as its residue is sampled by the following stage.

Thus, the throughput rate is independent of the number of stages in the pipeline. Because of this

feature, pipelined ADCs can generally operate at much higher sampling rates than other subrang

ing ADCs.
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Although the throughput rate is independent of the number of stages in the pipeline, conver

sion time for any given sample is proportional to the number of stages in the pipeline. This is true

because the signal must work its way through all of the stages before the complete output word is

generated. This delay can be an issue if the pipelined ADC is partof a feedback system.

The amplifier is used to amplify the residue before passing it on to the next stage. By doing

this, the resolution requirements for the following stages are relaxed. One significant implication

of this is thatthe comparators in the last stages of thepipeline neednotbe accurate to the full ADC

resolution as they arerequired to be in othersubranging ADCs.

The disadvantage of adding the gain blocks is that they tend to be the dominant source of

power dissipation in the ADC. Therefore, pipelined ADCs tend to dissipate more power than sub-

ranging ADCs. However, like the other subranging ADCs, pipelined ADCs can achieve high reso

lutions with relatively little hardware. Furthermore, mismatches can easily be eliminated as a

limitation to resolution by self-calibration techniques.

Becauseof theirtolerance to comparator offsets and the abilityof the pipelinestages to operate

in parallel, pipelined ADCs are well suited for high resolution applications where high speed is

required.

2.6 Recirculating ADC

A recirculating ADCIU84][Shih86](ohara87i[Onodera88pong90] consists ofasingle pipeline stage with the

output fed back to the input. The operation of arecirculating ADC is the same as for a pipeline

except that one stage does all of the processing. A block diagram is illustrated in figure 2.7. The

delay from input sample to complete digital output is the same as for a pipeline. However, the

throughput rate ismuch less than for apipeline because the entire digital word must begenerated

before a new sample can be taken. In spite of their low throughput rate, recirculating ADCs are

very attractive for many applications because they use very little hardware and dissipate low

power.
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input—

X

sample and hold

sample and hold

/_

Figure 2.7 RecirculatingADC
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residue Q^DAcfe

<ElashH

2.7 Oversampled ADC

The Oversampled ADC architeCtUrefHauscgsjjCandygsjpyanjaiudoSeilKochSeilDel Signore90]IBrandt91A][Brandt91-

B]lRibna91][Kcrth92]tJantti93][Fattaiu$o93]n««oniemi94][Song95][vanGog95][SiDgoi95] is mother architecture that is Capable

of achieving high resolution with a small amount of hardware. A simple oversampled ADCis

shown in figure 2.8.The operation is based on a sigma-delta modulator which repeatedly samples

the input and performs aone bitquantization of the error between the signal and the estimate of the

signal. By sampling the signal many times, errors due to the coarse quantization and noise are

averaged out. This ADCarchitecture is used widely for audio applications, geophysical applica

tions, and other low frequency applications requiring high dynamic range. Presently, the highest

resolution ADCs use oversampling.
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sample and hold

Figure 2.8 Simple Oversampled ADC

1 bit ADC

decimation

filter

23

digital output word

2.8 Serial ADC

The serial ADC architecturetMusa761(Sinarandoiu76]tLandsburg77][MasUda78] is theslowest typeof ADC, but

it is very simple and the resolution tends to be high. A simple serial ADC is shown in figure 2.9

This type of architecture compares the input signal to a ramp signal. A digital counter begins

counting when theramp crosses zero and then stops counting when theramp becomes larger than

the input signal. The final value for thecounter is then equal to thedigital code.
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sample and hold

input

ramp generator

Figure 2.9 Serial ADC

comparator

stop

digital
counter
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digital output word

2.9 Recent Performance Achievements

In this section, a number of recently published high resolution analog to digital converters are

compared. The following table lists the majorperformance characteristics of each ADC.

The graph in figure 2.10 shows a scatter plotof normalized powerversusdynamic range. This

figure is of interest because it is an indicator of the inefficiency of analog to digital converters of a

given resolution. As resolution increases, the powerdissipation required to meet that resolution

tends to increase because largercomponents are needed. It is assumed here that ADC power also

tends to increase linearly with sampling rate and the minimum available channel length. In reality,

this is a simplification because the power dissipation required becomes nonlinear as the speed

capabilities of a process technology are pushedto the limit. Furthermore, ADCs arecomposed of a

number of different types of circuits that scale differently in power as the process technology is

advanced. For example, the power delay product in digital circuits potentially can scale with the
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cube of thechannel length if voltage is scaled with channel length .[Hodges88j The power delay prod

uct of an analog circuit that is limited by thermal noise issues, on the other hand, is likely not to

scale with channel length. Therefore, it is difficult to estimate an appropriate relation between

power dissipation, speed and channel length. However, if the ADC contains both digital circuits

and noise limited analog circuits, and if an attempt is made to optimize the trade-off between the

power in the analog circuits and the power in the digital circuits, then it isreasonable to expect that

the ratio of power tosampling rate should scale at arate comparable tothe first power of the chan

nel length. For the case of pipelined ADCs, an attempt to quantify some of these scaling issues is

discussed in chapter 5. The conclusion of that analysis is that the ratio of power to sampling rate

should scale approximately as the channel length toapower of 0.75.

In spite of these limitations to the comparison, this graph is still useful for observing some

overall trends. The dynamic range used in this plot is the spurious free dynamic range reported in

the publication ofthe ADC performance. In cases where this figure was unavailable, maximum

SNR was used instead. From the plot, it can be seen that oversampled converters dominate the

highest resolution applications. However, pipelines tend to be the most efficient at achieving a

given resolution and sampling rate specification. Furthermore, because ofthe development ofcali

bration techniques, pipeline resolution capabilities are improving and becoming competitive with

oversampledconverters in this respect.
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CHAPTER 3

DESIGN TECHNIQUES FOR PIPELINED
ANALOG TO DIGITAL CONVERTERS

This chapter discusses the operational principles of pipelined analog to digital converters

(ADCs), sources of errorin pipelined ADCs, and correctionand calibrationtechniques for dealing

with these errors. The calibration techniques are of particular interest because these techniques

have relaxed the matching requirements of pipeline components. These relaxed matching con

straints have made it possible to design pipelined ADCs with improved resolution. A second result

of these calibration techniques is that it is now possibleto design pipelined ADCs that arelimited

by thermal noiserather than matching considerations. As a result, it is possibleto build pipelined

ADCs with smaller componentsthat dissipate relatively low power for a given samplingrate and

resolution. Optimization techniques that take advantage of this fact andreduce power dissipation

in thermal noise limited pipelined ADCs arediscussed in chapter5.

3.1 Introduction to the Concept of Pipelined ADCs

Pipelining is a method of speeding up high volume processes. Situations where pipelining is

useful include consumer manufacturing systems that produce a high volume of products, such as

automobiles, computers, and radios. Pipelining is also useful in sampled data signal processing

systems that process ahigh volume of samples. High speed data acquisition is one example of an

application.

When pipelining is applied to atask, thetask is divided into anumber of steps, each requiring

an approximately equal length of timeto perform. To each of these manufacturing orprocessing

steps a performer is assigned to do that step. The steps are then ordered into a sequence. For each

product to bemanufactured or for each sample to be processed, these steps are performed in suc

cession. When performer 1 completes step 1 of the sequence, that performer passes the product or

sample to the next performer who performs step 2 of the pipelined process. At this point, per-
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former 1begins to perform step 1on the next product or sample. Thus, the various processing

steps can be performed concurrently, and this improves the rate at which products are produced, or

in the case ofsignal processing systems, improves the rate at which samples are processed. On the

other hand, alarge delay exists from the time work is begun on agiven product or sample until the

work on that product or sample is complete. In other words latency is associated with pipelined

systems, and this latency or delay is equal to the number ofsteps in the pipeline multiplied by the

time required to execute the slowest step. An automobile assembly line is agood example ofa

pipelined manufacturing system.

A pipelined analog to digital converter is agood example ofapipelined signal processor. One

example ofapipelined analog to digital converter is apipelined subranging analog to digital con

verter. Ina subranging ADC, theconversion operation is divided into anumber of steps. During

each step of the conversion, acertain number ofbits of the digital output are resolved. The most

significant bits are resolved inthe first step, and the least significant bits are resolved inthe last

step. A pipelined subranging ADC is asubranging ADC which has aprocessor dedicated to each

step of the conversion operation. In other words, apipelined ADC contains anumber of stages.

Each stage of the pipeline isresponsible for resolving some segment of the digital output word. In

apipelined ADC, the various stages of the pipeline operate concurrently. For example, as stage 3

processes sample 1, stage 2 processes sample 2, and stage 1processes sample 3.

To further illustrate pipelined subranging analog todigital converters, thealgorithm executed

by asubranging analog to digital converter is very similar to the commonly known long division

algorithm. This analogy will be used heavily inthis chapter to help illustrate errors introduced by

comparator offsets, gain errors, and nonuniform DAC levels. This analogy will also beused to

describe techniques for correctingthese errors.

Inalong division problem, adividend and divisor are given, and thegoal is to determine the

quotient. The procedure begins bycomparing the most significant digit of the dividend with num

bers in amultiplication table. This comparison allows the most significant digit of thequotient to

be determined. Oncethis determination is complete, the appropriate entry from the multiplication

table, in this case the largest entry smaller than the mostsignificant digit of the dividend, is sub

tracted from the dividend to obtain a residue. This residue is then amplified (multiplied by 10 in a
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decimal system) in orderto obtain a value that lies within the rangeof the multiplication table. The

comparison process is then repeated with the amplified residue in order to determine the second

most significant digit of the quotient. The process continues until the residue is zero or until the

desired precision is obtained.

A subranging analog to digital converter can be obtained by making the appropriate substitu

tions for elements in the above description. In a subranging analog to digital converter, the divi

dend is replaced by an analog input, the quotient by a digital output, and the multiplication table by

a set of references. The subranging analogto digital conversion algorithm begins by comparing the

analog input to the reference values in orderto determine the most significant bits of the digital

output. Once this decision has been made, the appropriate referencevalue is then subtracted from

the analog input. This algorithm yields a residue as a result. This residueis then amplified so that

the comparison process may again be done with the same set of references in orderto determine

the next most significant bits of the digital output. The process is repeated until the desired accu

racy is obtained.

A typical pipelined analog to digital converter is a subranging converter having the basic

comparison/subtraction/amplification block repeated. Thus, a pipelined analog to digital converter

has one block for each time the processing step is repeated. Each of these blocks also includes a

sample and hold circuit to holdthe analog input signal orresidue signal. This feature allows the

first stage of the pipeline to perform a coarse quantization on a sample of the signal whilethe sec

ond stage processes the previous sample. In a subranging converter without pipelining, all the

steps in quantizing asignal must becompletely finished before the next sample can betaken. In a

pipelined analog to digital converter, ahigher throughput rate can be obtained because anew sam

ple can betaken as soon as the first stage of the pipeline has finished processing theold sample.

Figure 3.1 shows ablockdiagram of atypical pipelined ADC
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3.2 Switched Capacitor DAC and Residue Amplifier

This exampleillustrates one way of implementing the DAC andresidue amplifier, a major

component of the pipelined ADC shown in figure 3.1. A diagram of such a system is shown in fig

ure 3.2. In the example shown here, the residue amplifier has a gain of two. The function of this

circuit is threefold; to sample and hold the input signal, to generate a residue that is the difference

between the input and some reference, and to amplify this residue.

In this approach, the circuit operates on two phases, a sampling phase and a hold phase. Dur

ing the sampling phase shown in figure 3.2a,the input signal is sampled onto the capacitors Q and

C2. During the hold phase the capacitorsarethen switched to one of three voltages, +Vref, -Vref, and

ground.The voltage is chosen based on the digitaloutput of the analogto digital converter block in

figure 3.1. As the voltage is switched, the input voltage to the high gain amplifier, also known as

the summing node voltage, tends to change. As it does, the output of the high gain amplifier

changes a great deal. The negative feedback through the capacitor CF drives this summing node

voltageto zero. The result is thatthe charge initially stored on capacitors Cj andC2 is transferred

to the capacitor CP For the case shownin the figure, the outputvoltageis a function of the input

voltage and reference voltage.

V - (-1 ?^v -V -V ~ (3 \)

Vrefl could be+Vrcf, -Vref, or0 depending onwhere Q is connected during theholdphase. Vre0

is determined in a similar manner.
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V|

(a) sampling phase

vtHh

v^Hr-1
-VreU ^

(b) hold phase

Figure 3.2 Operation of Switched Capacitor Sample/Hold BlockwithDAC,Subtraction, and
Residue Amplifier Included
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A modified version of this switched capacitor circuit is shown in figure 3.3. In this scheme, the

feedback capacitor is used for sampling during the sampling phase since it would normally be idle

at this time anyway. The modified circuit has the advantage that it uses fewer capacitors. Because

there are fewer capacitors at the input of the amplifier, the feedback, and thus the speed, is

improved. However, there is a drawback to this technique. During the hold phase, the switch in

series with the feedback capacitor may degrade the settling speed. This degradation may cancel the

improvement from the improved feedback factor.

The output voltage of this modified circuit is given by the following equation.

(Cj +Cc) C,V0=^-^VI-elvref (3.2)
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(a) sampling phase

V| ^

vl^

-Vref -♦ C!

(b) hold phase

Figure 3.3 Operation of Switched Capacitor Sample/Hold Block with Shared Feedback
Capacitor

50
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3.3 Sources of Error in Pipelined Analog to Digital Converters

In this section, some error sources affecting typical implementations of pipelined ADCs are

discussed. These error sourceshave historically limited the performance of pipelined ADCs. These

error sources may be divided into two categories; noise, which varies from sample to sample, and

mismatches, which do not vary from sample to sample. This distinction has an important impact.

Mismatch related errors can be corrected by calibration. Noise related errors, on the other hand,

cannot be easily corrected by calibration.

The discussion in this section attempts to quantify the effect of some of the error sources on

theperformance of the ADC. In order to simplify the analysis, it is assumed ineach of thesections

below that a single error source acts alone in the absence of other errors. For example, whencom

parator offsets are discussed, noise and gain errors are assumed absent, and theDAC levels are

assumed ideal. In areal pipelined ADC, anumber of these errors could act simultaneously and this

could result in compoundingeffects not predicted by this analysis.

3.3.1 Thermal Noise

Thermal noise is causedby the random motion of electrons. All particles at temperatures

above absolute zero are in random motion. Since electrons carry charge, the thermal motion of

electrons results in a random current that increases with temperature. This noise current is present

in all circuits and corrupts any signals passing through. In a pipelined analog to digital converter,

the sample and hold circuit is the most important source ofnoise. Within the sample and hold cir

cuit, two noise sources are significant: thesampling switches and the sample and hold amplifier.

The sampling switch isused to sample the input signal onto asampling capacitor. Asthis happens,

noise from the sampling switch issampled with itonto the sampling capacitor. This source ofther

mal noise iscommonly referred to as kT/C noise because the noise power isproportional tokT/C

where C is the size of the sampling capacitor. The sample and hold amplifier also contributes ther

mal noise degradation to the signal being processed. The contribution of the sample and hold

amplifier is also inversely proportional to acapacitance. In asingle stage amplifier, itis inversely

proportional to the load capacitance. In aMiller compensated amplifier itis inversely proportional

to the compensation capacitance.



3.3 Sources of Error in Pipelined Analog to Digital Converters 52

Thermal noise isperhaps the most fundamental source oferror inapipelined ADC. Because it

israndom from one sample tothe next, it isnot easily corrected bycalibration. Thermal noise can

be alleviated by using large components or by oversampling. However, for afixed input bandwidth

specification, both ofthese remedies increase the power dissipation. Thus, afundamental trade-off

exists between thermal noise, speed, and power dissipation. The impact of thermal noise onanalog

to digital converter design willbe discussed further inchapter 5.

3.3.2 Comparator Offsets

The comparator isa fundamental part ofan analog to digital converter. Its function istomake

acomparison between two input signals and produces an output indicating which of the two inputs

is larger. A comparator may bethought of as doing this by subtracting thetwo inputs and generat

ing abinary output of 1if the difference is positive and 0 if the difference is negative. Comparator

nonidealities affect circuit performance in important ways. One of themost important nonideal

characteristics is the offset of the comparator. When the comparator computes the difference of

between the twoinput signals, an internal offset voltage is added to this difference. Thus, when the

two inputs are close together, the comparator maymakea wrong decision. When the comparator

makes awrong decision, theoutput code is wrong, and the wrong reference is subtracted from the

input. The result is aresidue that is out of range of the next stage of thepipeline when amplified.

This idea may be illustrated by going back to the long division analogy. Consider an example

where it is desired to divide the dividend50 by the divisor7. In the ideal casethe process proceeds

as shown below.

multiplication table

quotient digit comparator thresholds reference values
0 0 0
17 7
2 14 14
3 21 21
4 28 28
5 35 35
6 42 42
7 49 49
8 56 56
9 63 63



3.3 Sources of Errorin Pipelined Analog to DigitalConverters 53

7.142857

7| 50.000000
subtracted ref - 49

residue 1

amplified residue
subtracted reference

residue

amplified residue
subtracted reference

residue
amplified residue
subtracted reference

residue
amplified residue
subtracted reference

residue

amplified residue
subtracted reference

residue
amplified residue
subtracted reference

residue

1 0

- _z
3

30

- 28

2

20

- 14
6

60

- 56
4

40

- 35
5

50

- 49

Notethat in long division thecomparator threshold is equal to thereference value. Comparator

offsets havethe effect of movingthe comparator thresholds. The example below illustrates long

division withbaddecision thresholds (comparator offsets). Notethatin the multiplication table the

reference valuesused in the subtractions are stillcorrea,but the valuesused to make the decisions

are wrong.

multiplication table

cruotient digit comparator thresholds reference values
0 0 0
1 8 7
2 13 14
3 19 21
4 26 28
5 36 35
6 41 42
7 50 49
8 55 56
9 66 63

incorrect output digit
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7.143000 ...

7| 50.000000
subtracted ref - 49
residue 1
amplified residue 1 0
subtracted reference - 7
residue 3
amplified residue 30
subtracted reference - 28
residue 2
amplified residue 20
subtracted reference - 21 <wrong reference subtracted
residue . - 1
amplified residue - 10<amplified residue out of

range

subtracted reference - 0
residue -10
amplified residue -100
subtracted reference - 0
residue -100
amplified residue -1000
subtracted reference - 0
residue -1000

Note that afterthe error is made, the amplified residue-10 is out of rangeof the multiplication

table. The result is that the residue continues to get amplified at each subsequent stage with the

sameoutputcode from each stage. The accuracy of the result is limitedto the accuracy of the quo

tient at the stage where the error was made.

Figure 3.4 shows a plot of the amplified residue versus the input where comparator errors are

present. This plot further illustrates the effect of these errors on the ADC output. The ideal com

parator switching thresholds occur where the thinvertical linesare. The actual comparator switch

ing thresholds arelocated at the heavy vertical lines. Note that the maximum amplified residue is

greater than V,,^ for the casewhere comparator offsets are present. This overrange situation

causes information about the signal to be lost.

Some techniques for reducing comparator offsetshavebeen developed. Capacitive interpola

tion is one example of such a technique(Kusumot093j. Furthermore, it is common practice to alleviate

the effects of comparator offsets by adding extra comparators to each stageof the pipeline.This

technique, called digital error correction, helps keepthe maximumamplified residue in range and
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is discussed further later in this chapter.

In addition to comparatoroffsets, the transfercharacteristic in figure 3.4 has a second problem.

The nominal transfer characteristic has a switching threshold at VpO. This trait is undesirable

because it means that all of the ADC output bits are likely to change nearly simultaneously as the

input signal makes a transition from a negative to positive value. This trait tends to result in a high

degree of distortion and noise for small input signals that are biased closed to zero.

Figure 3.5 shows a modified transfer characteristic where extra comparators have been added

to bring the maximum output signal in range. The comparator thresholds have also been shifted in

this figure so that there is no threshold near V|=0. This figure is alsoused to illustratethe effect of

gain errors discussed in the next section.
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56

ideal behavior

_ actual behavior

Figure 3.4 Exampleof the Effect of Comparator Offsets on theTransfer Characteristic of a Pipeline
Stage, V^-Vr, VOS2=0.5VR, Vos3=-Vr

3.3.3 Residue Amplifier Gain Error

In a pipelined analog to digital converter, errors in the perstage gain canbe caused by a vari

ety of sources. In a pipeline using switched capacitor gain stages theseerror sources couldinclude

capacitor mismatches and noninfinite opamp gains. An error in the per stage gain causes nonlin

earity in the transfer characteristic from input to output of the pipelined ADC. This effectmay be
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illustrated by thinking about the long division analogy. Pipelined analogto digital conversion with

a gain error is analogous to long division where the residue of each step is multiplied by some

number other than 10. In both cases, the multiplier is different from the assumed radix. If a plot of

the quotient versus the dividend is made for the long division case where the multiplier is different

from 10, discontinuities will show up in the plot. If the multiplier is greater than 10, the plot dis

plays nonmonotonicity. If the multiplier is less than 10, some quotient values are never obtained.

In an ADC, this is analogous to missing codes.

The effect of gain error in a pipelined ADC on the differential nonlinearity (DNL) may be

determined graphically as follows. Inthis analysis, the comparators areassumedto be ideal, refer

ence levels are assumed to be uniform, and the gain is assumed to be linear. Linear gain error is the

only nonideality treated in this analysis. Figure 3.5shows aplotof the amplified residue versus the

input for one stage of the analog to digital converter. It is assumed that digital error correction is

used to deal with the comparator offset problem. Therefore, this transfer characteristic has twice as

many comparator thresholds as figure 3.4, and as aresult the nominal output swing is smaller. The

gain error shown produces jumps intheinput output transfer characteristic of the ADCas shown in

figure 3.6.
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Slope=Gjdeal

slope=G

-Vmay -3Vn -2VR -V

-iv
2 R

ideal behavior

actual behavior

Figure 3.5 Effectof Residue Amplifier Gain Error ontheTransfer Characteristic of aPipeline
Stage (In theexample shown figure, theactual gain is smaller than thenominal value.)

By the following analysis, an algebraic relation between the differential nonlinearity (DNL)

and the gain error can be determined|Conroy90). It is assumed here that the input range is equal to the

output range. This analysis also assumes uniform DAC reference levels as shown in figure 3.5.
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ideal behavior

.actual behavior
Figure 3.6 Effect of Residue Amplifier Gain Error on theADC Transfer Characteristic
(In the figure, the actual gain is smaller than thenominal value.)
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Furthermore, the comparator thresholds are also assumed here to be uniform. The implication of

these assumptions of uniform reference levels and comparator thresholds is thatthe DNL is the

same for each transition point.

First, the relationship between the reference levelVR andthe number of comparators is deter

mined. VR is the DACreference level subtracted from theinput to obtain the residue. From figure
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3.5,

Vma,= Gideal(Vmax-^VR) (3.3)

nc = number of comparators per stage (3.4)

Vmsa isthe maximum peak swing ofthe input signal. Because the output swing isassumed to

be equal to the input swing inthis case, V^ is also the peak output swing. By rearranging equa

tion (3.3), the following equationis obtained.

V - — (1-—— )V (3-5)
R ~ n G., / maxnC uideal

VR can also be related to the peak value VP ofthe residue by the gain by using figure 3.5 as

shown below.

VPideal =Gide4VR (36)

Vp =GIVR (3.7)

The error voltage e at acomparator threshold can be expressed as the difference between VP

and Vpjdeai as follows.

Now substitute (3.5), (3.6), and (3.7) into (3.8) inorder toobtain the following expression for

the errorvoltage, as a function of gain error.

_ r^deal-Qy^deal-1^ (3 9)
I Gideal A nc J «

Now, to determine the DNL, note that the amplified residue just tothe right ofthe threshold is

too large by e while the amplified residue just to the left ofthe threshold is too small by e.There

fore, the magnitude ofthe mismatch between these two points is 2e .To refer the error back to the

input, the error is divided by the ideal gain ofthe stage with the error and the ideal gain ofevery

stage proceeding it. Therefore, the input referred discontinuity in the transfer characteristic ofthe
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ADC is given as follows.

2e (Gideal - GVGideal ~1̂ 2Vmax - Q.
Gideal V ldeal JK C ;Gideal

The parameterk is the number of gain stages preceding the one with the error. The magnitude

of the DNL as a fraction of full scale can then be determined by dividing the input referred value of

the discontinuity by the full scale swing of the input. The DNL in LSBs is then found by multiply

ing by the number ofquantization levels in the ADC. In the result shown below, N is the number of

bits resolved by the ADC.

A
DNL(fraction offull scale) =^ (3.11)

max

DNL.rW^vW^_£L (3,2)

The DNL caused by the first stage (k=0) is the largestand is given by the following formula.

DNL(LSBs) =(?}^Zl)(^Zl)JL (3,3)
I Gideal )\ nC JGideal

Note from the above equationthat the effect of gain error on DNL can be reduced if the num

berof comparators is increased. It is also possible to usecalibration to alleviate this problem. Cal

ibration techniques capable of correcting the gain error are discussed laterin this chapter.

An exampleillustrating the use of equation 3.4is now shownto providesome numerical intu

ition. Commonly, pipelined ADCsare built such that nc=2(Gidearl). With this assumption, Gideal=4,

and (Gideal-G)/Gideal=l/2N, the DNL is 0.125LSB.

3.3.4 Nonuniform Reference Levels (Nonlinear DAC)

Nonuniform spacing of the DAC reference levels also contributes to the nonlinearityof the

analog to digital converter. The DAC reference levels are the signals subtracted from the input
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sample to generate aresidue. The DAC reference levels are often controlled by aresistor string or

capacitor array. Nonuniformity is caused in this case by mismatches in the resistors or capacitors.
The effect ofthis type oferror on the amplified residue is shown graphically in figure 3.7. In this

max Rk v Rk+1

actual behavior

ideal behavior

Figure 3.7 Effect of DAC Nonlinearity on the Transfer Characteristic of aPipeline Stage

figure, the height ofthe kth discontinuity is determined by the reference values as shown below.

stepheightk =G(VRk+ l - V^) (3.14)



3.3 Sources of Error in Pipelined Analog to DigitalConverters 63

In the above equation, G is the residue amplifier gain discussed in the previous section.

The long division analogy may also be used here to demonstrate the effect of nonuniform ref

erence values on the output. In this case, the threshold values in the multiplication table are cor

rect, but the reference values subtracted from the dividend to generate the residue are not correct.

quotient digit comparator thresholds reference values

0 0 0

1 7 8

2 14 13

3 21 19

4 28 26

5 35 36

6 42 41

7 49 48

8 56 55

9 63

7.295555...

66

7| 50.000000

subtracted ref 43

residue 2

amplified residue 2. 0

subtracted reference -1 3
residue 7

amplified residue 70

subtracted reference - $6
residue 4

amplified residue 40

subtracted reference - 36
residue - 4

amplified residue -40

subtracted reference -36
residue - 4

amplified residue - 40

subtracted reference -36

residue 4

amplified residue 40

subtracted reference -36

residue 4

In the above example the use of incorrect references in the multiplication table leads to an

incorrect quotient.

Reference level nonuniformity in an ADC is causedby component mismatches. In order to

explain the source ofreference nonuniformity in acircuit implementation ofan ADC, examples of
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techniques of generating the references will nowbe described.

One architecture, called aresistor suing DAC, consists of a set of series connected resistors

between two well defined referencevoltages as shown in figure 3.8.

Figure 3.8 Resistor String DAC

In this architecture, the reference voltages are given as shown below.

Ro £Ri
i= 1

(3.15)

In the above equation, R is the total resistance of the resistor string. Rj is the resistance of the

ith element of the string.
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VRi =VRM +<VRP- Vrm) 1^- =VRM+ X Wj (3.16)
j= 1

wj= (VRP-VRM>5 (3-17)
In the above equations,Vrm is the referencevoltage at the negative end of the resistor string,

and VRP is the reference voltage at the positive end of the resistor string. The Wj in the above

expression are the weights associated with each segment of the DAC, in this caseeachresistor in

the resistor string. The stepheights in the transfer characteristic shown in figure 3.7 arerelated to

the DAC weights as shown below.

stepheightj = Gw. (3.18)

G in the above expressionis the gain of the residueamplifier.

Ideally each of these resistors would be identical, and thus each of these Wj would match. In

reality, these resistors do not match perfectly dueto process variations. The process variations

cause the size and shape of the resistors to vary from oneto the next.Voltage dependence of the

resistor values can also contribute to this error. To correct errors due to mismatches in these resis

tors, laser trimming is frequently used to adjust the resistance of eachresistor.

Another architecture often used to implementthe reference voltagesuses switched capacitors

that can be switched between the input, areference voltage, and ground as shownin figure 3.9.

Thiscircuit realizes the sample and hold, thereference voltages, and the subtracter circuit. Charge

redistribution on the setof capacitors is usedto generate aresidue. The circuit performs its opera

tion intwophases as follows. During the first phase, called the sample phase, the four switches on

theleftside connect theinput totheleftsides ofthecapacitors while theswitch ontheright tiesVs

to ground. At this time, the charge Q = -CTVj is stored at node Vs where

CT = Cj +C2 +C3 +C4. During the second phase, called the hold phase, the right hand switch

is opened. This leaves Vs without aDC path to any other nodes in thecircuit. During this phase,

the left hand switches connert the left sides of the capacitors to eitherVRor ground. Because Vs
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has no DC path to ground, the charge at this node does not change, but remains Q = -CTVr By

charge conservation, thevoltage Vs may bedetermined as follows.

vs =

v„ V,

r IS
iv.-v.i^-

^

(CT+CIp), ' * cT i
I )

c,

c4

Figure 3.9 SwitchedCapacitor DAC

(3.19)

H>

1 C|P

In this architecture, the referencevoltagesVRi andthe segment weights Wj are given as fol-
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lows.

VRi=VRlr (3-20>
j=l T

Wj -VR^. (3.21)
Now, a quantitative relationship between thenonlinearity of the reference levels and the DNL

willbe developed. Ingeneral, areference voltage Vw can berepresented as the sumof a setof seg

ment weights as shown below.

VRi= £Wj (3.22)
j-l

Theerror ev may be expressed as thedifference between the actual VRi and thevalue VRi
VRi

would have if all the weights were equal.

*v =i>i--5>i (3'23)vr» .~ J n.*- J
j= l j= i

In the aboveequation, n is the number of weights perpipelinestage.

*•' (i-D "= y w. y w.
Ri-i ~ J n *" J

j= l j= i

(3.24)

The size e of the discontinuity is equal to the difference in the errors in two adjacent refer

ences.

n-1 1
e = e,

n- i i v (3.25)

Thus, the standard deviation o of the discontinuity may be expressed by the following equa

tion. To obtain thisequation, it is necessary to assume that thevariations in the weights are uncor

rected.

2 n-1 2 n-1 2 0,1 I. 2 fin<\
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The discontinuity may bereferred to theinput by dividing by thenumber of gain stages pre

ceding the stage where the error is made. The DNL is then found by multiplying this input referred

DNL by the ratio ofthe number 2N ofquantization levels to the full scale range 2VImax. Thus, the

standard deviation of the DNL is found as shown below.

o ( 2N ^ ^f^-bf 2N
n <!R« - £ I * I - " '' ' —- ' (3.27)•dnl<lsb» -Gl,2VImaJ- Gk \lWlam) (

The weight w in this case is equal to VR as given by equation (3.5). Thus, the DNL can be

rewrittenas shown below. It is assumed herethatthe number of independentreferencesis equal to

thenumber of comparators divided by 2 because this is thecase in acommon implementation of

pipelined ADCs.

^

^2(1-1) N
o™ (LSBs) = * , — (1-p-—) (3'28>DNLV ' ' Gk UcJ Gideal

a

Note that for agiven —- increasing the numberof comparators iic reduces the DNL. However,

increasing the number of comparators also has the disadvantage of increasing the area of each

pipeline stage.

3.3.5 Residue Amplifier Nonlinearity

Ideally, the residue amplifier produces an output that is proportional to the input. In a real

implementation, the amplifier is not perfectly linear, but introduces somedistortion to the signal.

Often, this nonlinearity takes the form of a saturating characteristic or "S curve".The qualitative

effect of such a nonlinearityon the relationbetweenthe amplifiedresidue andthe input is shown in

figure 3.10. In the example shown, the actual residue matches the ideal residue at the comparator

threshold points. This is the case in a pipelined ADC withdigital calibration of the gain. Digital

calibration is discussed later in this chapter.
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-V.

ideal behavior

actual behavior

Figure3.10 Effect of Residue Amplifier Nonlinearity ontheTransfer Characteristic of a
Pipeline Stage
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Figure 3.11 shows the effect of the amplifier nonlinearity on the overall input-output transfer
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characteristic of the ADC. Note that verylittle differential nonlinearity is present atthecomparator

maximum exterior INL

maximum interior I ML

V,

ideal behavior

actual behavior

Figure 3.11 Effect ofResidue Amplifier Nonlinearity on the ADC Transfer Characteristic

thresholds in the example shown above because at the threshold, the actual amplifier output

matches the ideal at the comparator thresholds. However, the integral nonlinearity (INL) is not

zero, and the INL contributed by thenonlinearity of theamplifier will next becalculated. In the

figure the exterior INL refers to the INL that occurs for an input greater than the maximum com

parator threshold or smaller than the minimum comparator threshold. Interior INL is defined here
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as INL thatoccurs for inputs smaller than the maximum comparator threshold and greater thanthe

minimum comparator threshold.

The feedback system in figure 3.12 isused to model theresidue amplifier in order to determine

its contribution to the INL. In the figure, Vr represents theinput to a stage of the pipeline, and VE

represents the summing node voltage. If the gain block A(Vj) is linear, the ratio of output to input

Figure 3.12 Model used to Analyze Effect on Opamp Nonlinearity on DNL

is given as follows.

V G
o o

Af

(3.29)

G0 in the above equation isthe value ofthe closed loop gain Gthat isobtained if the loop gain

Af is infinite.

Ifthe gain isnonlinear, then amore in depth analysis is necessary. The error voltage VE in the

above figure is given as follows.

VE«fG0V,-fV0 (3.30)

In order tocompute the INL, the deviation ofthe input for aknown output iscomputed. There-
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fore, the aboveequation is solved forthe inputV! asshownbelow.

Vn VF
VT = ~ + — (3.31)

1 G fG
^o o

v0
The error e is found by subtracting theideal input value ^ from the input given by the

Uideal
above equation.

Vn VP ii
e = vf — = —+ V (-L--J-) (3.32)1 Gideal fG0 °lG0 Gidea/

The error e. referred to theinput of the ADCis found by dividing the above error by the gains

preceding the amplifier being studied.

e. =4 (3.33)
1 Gk

Inthe above equation, k is the number of gain stages preceding the stage being studied.

The INL in LSBs is thencomputed by dividing thisvalueby the full scale range andmultiply

ing by the number of quantization levels as shown below.

2N 2N rVE i i >i
INL(LSBs) =^f-E. = Vfl+Vo(rG } (3'34)2Vmax 2VmaxGfdealU°o Go Gideal )

In the above equation, N represents the number of bitsresolved by the ADC.

EXAMPLE 1:

An example is worthwhile to make the above analysis more specific. In this example it is

assumed that the outputto input characteristic of the amplifier has a hyperbolic tangent shapeas

shown below. This transfer characteristic corresponds to that of anemittercoupled pair with infi

nite output resistance.

V. = V tanh
o • max IV I

V Y max J

\-2-l\ (3.35)

In this amplifier, themaximum swing is +/JVmsx, and themaximum small signal gain is Ao. In
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orderto use the analysis just discussed, it is necessary to get the error voltageVE as a function of

the output voltage V0.

VE =^atanhf-^ (3.36)
E Ao lVmaxJ

The above relation is used to replaceVE in equation [3.34] as shown here.

oN , V / V \ i i\INL= L^r^^atanhf^Uv^-i---^-) (3.37)
2V G* AfAoGo lVmaxJ Go Gideal )

max ideal

Now, the ideal gain Gidea, mustbe determined. This is calculated by assuming that the actual

transfer function crosses the ideal transfer function at V0=0.5Vmax. This simation will occur if the

ADC is calibrated to be continuous whenthe inputis equal to acomparator threshold. This calibra

tion technique is discussed later in this chapter.

iv Iv vj 2 ma* 2 m« vmax . lv ,, ,„\
V,(Jvb„> =-g— " -G- +fCTA atanh(2> (338)

*" ideal o o 0

This equation can then besolved for G0 as a function of Gideai as shown below.

Oo-Gid...[i +is;«»*<3>] (339)
In order to find theoutput voltage Vom at which INL is maximum, thederivative of theINL in

[3.37] is set to 0.

dINL

<JV0
= 0 (3.40)

V = V
o om

The result is that Vom is given as follows.

Vnm = Vmax \\ —.r- (3.41)om max I ]
2atanh(-)

The maximum INL is then given by the following formula.
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INL = - I I atanh 1 -_ j- 2atanh<-) 1 —11^ 2fA0Gfdeal l^1 +̂aunhti) J{ ^ 2atanb<±)j ^ 2atanh(-)))

(3.42)

INL = 2N | ^J 0.43)
ork fA I , 1.09861 I

Now, inorder to get anumerical idea ofthe gain required to achieve alinearity to acertain

number of bits, a few more assumptions are made. It isassumed that 0.5LSB INL isdesired. It is

also assumed that the first gain block contributes the most to the nonlinearity, so k=0. Also fGidea, is

assumed to be0.5. With these assumptions, equation (3.43) can be solved for the open loop gain

with the following result.

This above result gives the required gain toobtain half LSB linearity inthe interior region of

the ADCtransfer characteristic. In other words, themaximum interior INL is 0.5LSB for the gain

shown above.

It turns out that the maximum exterior INL is muchworse thanthe interior INL because the

amplifier must swing to full scale at the endpoints ofthe transfer characteristic. The generalized

INLdue to nonlinearity in an emitter coupled pair is given bythe following formula.

r 2k+i ^
INL(LSBs) =1 f*°G"«* i{atanhf^^-2f^^atanh(l)} (3.45)

I l +_£_atanh(-) | VVomax>' V omax^
( fA, 2)

Now, if k=0, N is large, fGideal=0.5, and A,, is large, the following table may begenerated.
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Table 3.1 Required Gain in order to
Achieve .5LSB Linearity at N Bits

Vo
A0

V
omax

0.6 0.136. 2N

0.7 0.393 •2N

0.8 0.879 •2N

0.9 1.934. 2N

0.95 3.152. 2N
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Notethatthe open loop gain required to achieve adequate linearity is surprisingly small in the interior

region, but quite high near the endpoints.

EXAMPLE 2:

In this example it is assumed that the opamp is a MOS source coupled pair with a large signal charac

teristic shown below.

V =AV l-^^2
° °V 4lVmaxJ

(3.46)

Inthis amplifier, the maximum swing is +/-VmiX, and the maximum small signal gain is A^. In order to

usethe analysis just discussed, it is necessary to getthe error voltage VE asa function of the outputvoltage

V,.

VH=l
( max J2

The above relation is used to replace VE in equation (3.34) as shown here

(Vm„j2
INL =

2V.

»N
max

fA0G0G Imax ideal ^

Now, the ideal gain Gidcal must be determined. This is calculated by assuming that the ideal actual

transfer function crosses the ideal transfer function at V^O-SV^. This simation will occur if the ADC is

V.
,. fi-C^J +V (±-

lVmaxJ ° Go Gideal )
1

1
) I

(3.47)

(3.48)
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calibrated to be continuous when theinput is equal to acomparator threshold. This calibration

technique is discussedlaterin this chapter.

i 2Vmax 2Vfflax Vmax^ L BV (Iv ) - z = ± + max 1- 4 (3.49)
VI<2 ma*} - G Gn fGftA H U

*" ideal o o o

This equation can then besolved for G0 as a function of Gidcal as shown below.

Go = Gideal l+irJl->tl (3.50)

In order to find theoutput voltage Vom at which INL is maximum, thederivative of the INL in

(3.37) is set to 0.

dINL

dV0
= 0 (3.51)

v = v
o om

The result is that Vom is given as follows.

Vom = 0.2966Vmax (3.52)
om max

The maximum INL is then given by tiie following formula assuming Aois large.

INLmaT = =^—r (3.524 . 10-3) (3.53)
max n /-tk+ 1

fAoGideal

Now, in order to get a numerical idea of the gain required to achieve a linearity to a certain

number of bits, a few more assumptions are made. It is assumed that 0.5LSB INL is desired. It is

also assumed that the first gain block contributes the most tothenonlinearity, so k=0. Also fGideai is

assumed to be 0.5. With these assumptions, equation (3.43) can be solved for the open loop gain

with the following result.

2N
A = -=— (3.54)

° 70.95

This above result gives the required gain to obtain half LSB linearity intheinterior region of

the ADC transfer characteristic. In otherwords, the maximum interior INL is 0.5LSB for the gain
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shown above.

It turns out that the maximum exterior INL is much worse than the interior INL because the

amplifier must swing to full scale attheendpoints of the transfer characteristic. Therefore, theINL

inthisregion willbeconsidered, as it was for thebipolar case. The generalized INLdue to nonlin

earity in anemittercoupled pair is givenby the following formula.

INL(LSBs)

r 2NV2

2fA0GfdMl

I
I1 +

w2(1- fv
fA„

.fAW^\CTl (3.55)

Now, if k=0, N is large, fGideai=0.5, and Ao is large, the following table maybe generated.

Table 3.2Required Gain in order to
Achieve .5LSB Linearity at N Bits

omax

0.6

0.7

0.8

0.9

A,

2N
124.8

2N
31.78

»N

15.09

2N
7.663
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Table 3.2Required Gain in order to
Achieve .5LSB Linearity at N Bits

1.00
2N

2.639

From the abovetwo examples, the MOS source coupled pair mightbe expectedto be morelin

ear than the bipolar emitter coupled pair. However, this analysis neglects the effects of nonlinear

output resistance and multiple gain stages. Therefore, the linearity performance of the source cou

pled pair is most likely similarto the emittercoupled pair.

3.3.6 Incomplete Settling of the Sample and Hold Amplifier Output

Errors introduced by incomplete settling of the sample and hold amplifier are important

becausethese errors limit the maximum sampling rate of the ADC. Therefore, this sectionincludes

an analysis of opamp settling behavior for both first order andsecond order linear systems. This

type of analysis is frequently performed by pipelined ADCdesigners in an effort to determine the

time constant required in order to meetagiven sampling rate specification. A discussion of nonlin

ear settling of first order systemsthat includes slewrate effectsis performed by Chuang.(Chuang82]

During hold phase, the switched capacitor sample and hold amplifier behaves as a feedback

circuit with a unit step applied to the input. The output response of this circuit is a step response

that requires a finite amount of timeto settle to a given accuracy. Failure to settle accurately thatis

caused by inadequate holdtime results in errors thatdegrade the performance of ADCs andother

systems using switched capacitor sample and hold amplifiers. If the settling is linear, the error is

proportional to the input, and theresult is a fixed gain error justas described previously. If the set

tling is nonlinear, the effect is a signaldependenterror.

In many pipelined ADCs the available settling timeis somewhat less than halfthe sampling

rate. The following analyses for first order and second order linear systems relate the required set

tling timeto thetimeconstant and required accuracy. With this information, arelation between the

time constant andthe maximum sampling rate canbe determined. Slewing effects arenot treated

here.
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3.3.6.1 Settling Time of a Single Pole System

The time domain unit step response of a single pole system with time constant x and final

value yM is given by the following formula.

y(t) = yjl-e'^) (3.56)

The relative error e is the differencebetweeny and y^ normalized to y^ as shown below.

e= (J-ZLl) =-c-" (3.57)

For settling to N bit accuracy, |e| shouldbe equal to —. Therefore, the settling time u of the
2

single pole system is given by the formula below.

ts = Nxln2 (3.58)

3.3.6.2 Settling Time of a Critically Damped Two Pole System

The s domain transfer function H(s) of a critically damped system is given by the following

formula.

H(S) = X— (3.59)
(1 + xS)

The s domain unit step response Y(s) of the critically damped system is found by multiplying

the above H(s) by the s domain unit step input X(s) as shown below.
1

x

s(l +xs)2" « (s+l} (s+l}2Y(s) = H(S)X(S) = 1 , = i l— —•= (3.60)

The time domain unit step response is then given by the following formula.

y(t) = (l-e-t/t--e"t/t)u(t) (3.61)

The relative error in the output is the difference between y and the value y would have after an

infinite amount of time normalized to the final value of y. For this case the relative error is given as
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follows.

e = y-1 = -(l +^e"^ (3.62)
x

3.3.6.3 Settling Time of an Underdamped Two Pole System

The s domaintransfer function H(s) of an underdamped systemis given by the following for

mula.

H(s) =-j—? (3.63)
s2 2Cs
—- + + 1

2 to
© n

n

Inthis system, thetwo poles p, and p2 form a complex conjugate pair with thelocations shown

below.

Pi =-Ccon-jconVr^ =-I-jc^VT^ (3.64)

p2 =- ;%+j<on77Tc2 «- I+j»nJuT2 (3.65)

Thes domain unit step response Y(s) oftheunderdamped system is found bymultiplying the

above H(s) by the s domainunit step inputX(s) as shownbelow.

Y(S) = H(S)X(S) = r (3.66)

.r4+*<!+ri

Tofind the time domain unit stepresponse, the s domain unit stepresponse is rearranged as

shown below.

(s+C©) £©
Y(S) =1--J n—r- 2 ^ " r (3.67)

(s^+ 2C©ns+ op (s*+ 2£©ns +©n)

The time domain unit step response y(t) is then given by the following formula where
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10d=%^ - ?-
-Co t

ny(t) = 1-e cos(co.t) + sin(© .t)
(0

The relative error e is then given as shown below.

-Co t
* n

e = y-y. = -e
O.

cos(<o.t) + sm(oo .t)
d CO „ °
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(3.68)

(3.69)

Figure 3.13 shows aplot of theratio of settling timeto timeconstant for an underdamped sec

ond order system. The settling time inthe plot isthe time required to guarantee that themagnimde

of the relative error e is lessthanorequal to l/2n where n is givenin bits.The time constant x is 1/

(C © ). Note that in some cases it is theoretically possible toreduce settling time by carefully con

trolling thedamping factor so that aminimum point insettling time isreached. In practice it isusu

ally not very useful to do this because process variations make it too difficult to control the

damping factor accurately enough to ensure that the settling timewill be ataminimum point.

However, reducing the damping factor from 1 to 0.7 for a fixed time constant can significantly

improve thesettling time regardless of whether or not this corresponds to aminimum point If sta

bility considerations allow, it may therefore bebeneficial to design asystem with adamping factor

smallerthan 1.These secondordersettling issues are further treated by Yang^^^o]-
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20bits

18bits

16bits

14bits

12bits

10bits

8bits

0.20.40.60.81

dampingfactor

Figure3.13SettlingTimeversusDampingFactorforaTwoPoleUnderdampedSystemfor
DifferentSettlingAccuracies
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3.3.6.4 Settling Time of an Overdamped Two Pole System

In a second order system with a transfer function described by equation (3.63) with £ > 1, both

poles are real and given by the following formulas.

<0j =<Dn(C-<A2-l) (3.70)

G>2 =<Dn(C +</c2-D (3.71)

The unit step response y(t) is given by the following formula.

r fi>9 \ -<Dtt / ffl1 \ -Q-t
yet) = 1- [ —]e J+ — e 2 (3.72)

^2-qJ l»2"ttlJ

It is convenient to define an overdampingfactor c0 in terms of the damping factor as follows.

<o=H (3-73)
The error in the unit step response is expressedby the following formula.

E =

—CO -1

-e

2'o
l + c-(l-cje (3.74)

Figure 3.14 shows aplotof co -ts versus £ where t^ is thesettling time. Again, theplotshows a

number of different settling accuracies. For large values of damping factor co2»0)1.For these

cases the overdamped systemis well approximated as a first order system, and equation (3.58)

gives a goodprediction of the relation between the settling timeandthe time constant. Note that

the ratio of settling timeto timeconstant is maximum for the critically damped case (C=l). This

might leadoneto believe thatit is nonoptimal todesign forcritical damping. If the timeconstant is

held fixed, this is true. However, in many cases designing for critical damping makes it possible to

reduce the time constant to a value not possible in an overdamped system. This is usually the case

in a two pole opamp with fixed power dissipation. As a result, critical damping often does offer a

higher speedsolution than overdamping, especially if the powerof the systemis fixed.
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Figure 3.14 Settling Time versus Damping Factor for aTwo Pole Overdamped System for
Different Settling Accuracies

84
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3.3.6.5 Tabulated Settling Times

Now the settling time tj required to reach a certain number of bits of accuracy is listed for the

single pole and two pole systems.

Table 3.3 Ratio of Settling Time to Time Constant Versus Resolution in bits

one

pole
or

two

pole

one two two two two two two two two two

£•* 1.0 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2

N

bits

error

e
X X X X X X X X X X

8
i

256
5.55 7.71 5.02 5.97 4.97 5.61 5.68 5.63 5.27 5.31

9
1

512
6.24 8.49 5.23 6.43 6.46 5.91 6.13 6.00 6.17 5.96

10
1

1024
6.93 9.26 7.58 6.79 7.22 6.11 6.36 7.02 6.97 6.61

11
1

2048
7.62 10.03 8.44 7.06 7.65 7.80 7.73 7.38 7.28 7.26

12
1

4096
8.32 10.79 9.14 7.25 7.95 8.16 8.05 8.41 8.18 7.91

13
1

8192
9.01 11.54 9.74 9.52 8.16 8.40 8.23 8.75 9.04 9.03

14
i

9.70 12.29 10.26 10.14 10.04 9.93 9.69 9.79 9.27 9.70
16384
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Table 3.3 Ratio of Settling Time to Time Constant Versus Resolution in bits

15
1 1

10.40 13.04 10.72 10.60 10.56 10.39 9.94 10.13 10.19 10.37

32768

16
1

11.09 13.78 11.10 10.97 10.91 10.67 11.23 11.18 11.08 11.03

65536

17 7.6c-6 11.78 14.53 11.41 11.24 11.16 11.83 11.62 11.50 11.27 11.68

18 3.8c6 12.48 1527 11.65 11.43 12.76 12.60 11.82 12.56 12.19 12.34

19 1.9c6 13.17 16.00 13.65 13.68 13.44 12.93 13.23 12.88 13.09 12.99

20 9.5e-7 13.86 16.74 14.65 14.30 13.85 13.14 13.52 13.94 13.91 13.64

3.3.7 Sample and Hold Tracking Nonlinearity

Tracking nonlinearity refers to the distortion created bythe sample and hold circuit as ittracks

the input signal. This type of distortion tends to increase as the input frequency increases. In a

pipelined ADC, this effect is usually an issue inthe first stage, where ahigh frequency input is

present In aswitched capacitor sample arid hold circuit the nonlinearity isprimarily caused by the

nonlinear resistance of the MOS switch and the nonlinear junction capacitance associated with the

source and drain diffusions. A thorough analysis of this problem in a mixer application is pre

sented by Keys(Keys94]. In this section, asimplified analysis ofthe distortion caused by the nonlin

earity of the switch resistance isperformed. This analysis might beuseful when trying to choose

the switch sizes, the switch on voltage, orthe signal swing. This analysis neglects the nonlinear

capacitance.

The switched capacitor sample and hold circuit during the sampling phase ofoperation isbasi

cally aMOS switch inseries with acapacitor. This circuit may be thought of as an impedance

divider with the output taken across the capacitor. This impedance divider consists of a frequency

dependent impedance (the capacitor) and anonlinear impedance (the resistor). Atlow frequencies,

the output across the capacitor tracks the input signal closely. However, at higher frequencies, the

outputis attenuated anddistorted.

TTie analysis presented here isbased on the model shown in figure 3.15. The model consists of

a fully differential sample and hold consisting ofalinear resistor (RL) in series with aCMOS
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switch and a linear capacitor. Because of the fully differential architecmre, the second harmonic

component of distortion is largely reduced. However, a significant third harmonic component of

distortion still remains. The purpose of this analysis is to estimate how this third harmonic distor

tion varies with various parameters such as signal amplitude, switch size, switch matching.

Int
DD

0.5RL I
2C

r*j o.5v, 5
lpT

v"6 6
•nb

0.5V,
DD

0.5RL v -L

5
tm 2C

"^—IpB
Figure 3.15 Model of Sample and Hold Circuit in theSampling Phase of Operation

I

To beginthe analysis, the current I is expressed in terms of the voltages atthe terminals of the

MOS devices. The long channel model for the MOS devices is used with body effect included.

Mobility degradation and velocity saturation effects areignored.
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During the sampling phase the MOS transistors are usually in the triode region, so the current

may be expressed by the following equations.

1= INT+IPT= Inb +ipb (3/75)

current IOT in the top NMOS switch:

IOT =MnC0X^ [<VDD- Vtp- VTN0- YN7Vtp+ 2«F+ yN^) (Vip-Vtp) -\<Vip- V,p)2] (3.76)

current Iprin the top PMOS switch:

IPT =MpC0X^[(VDD- VTpo-7p<v/VDD-V.p+2«F+ y?JI^) (Vip- Vtp) -\ (Vjp- Vtp) *] (3.77)

current In-b in the bottom NMOS switch:

INB =%Cox^ PVDD- Vim" VTN0" ^An* 2*F+̂V2^ <V.n,- Vim> "^V«m" Vim>2] (3-78>
LnL

current IPB in the bottom PMOS switch:

Ipb =mpcox^[(VIm- vTP0- yPfJwDD- vm+ 2,F+ yp^) (Vtm- vim> -I(V|m- Vjm)2] (3.79)

It is assumed herethatthe voltage drop from drain to source of each of the switches is small.

This means that thedistortion is asmall perturbation of the signal. Thisassumption is valid for fre

quencies below the bandwidth ofthe sample and hold, but it breaks down for higher frequencies.

With this assumption, the following expressions may be written.

V. =Vtn =Vcm+iv. (3.80)
ip tp cm 2 *
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Vim= Vt« Vr-iv. (3.81)
im tm cm 2 *

With these assumptions, the conductances of each switch may be expressed as follows,

conductance of the top NMOS switch:

GTN^„Cox^[VDD-VTNO-VCM+ y^F- 5Vi-TNJVCM+2*F+iVi] (382>

conductance of the top PMOS switch:

GTP= "pCox-r[VDD-VTP0+ yPJl*F+ 3Vi-TP,/VDD+2*F-Vcm-iVi] 0XS>

conductance of the bottom NMOS switch:

. 1 / i 1
.84)GBN= %C0xr[VDD-VTNO-VCM^N^F+ ^i'^jw^] &'

conductance of the bottom PMOS switch

W

GTP= n Coxl2[Vcm-VTP0^Vi+ Yp^-YPJvDD+ 2*F- Vcm+ ivj (3.85)

total nonlinear conductance G:

(GTN +GTP) (GBN +GBp)
G = —-p •= •= p; (J.oO)

GTN + GTp+ GBN + GBp

Because the distortion is assumed to be a small perturbation, the circuit model may be simpli-
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fied to the single ended equivalent circuit shown in figure 3.16. In this circuit, RN represents the

Rl RN

0

j
Figure 3.16 Simplilied Circuit Model for the Sample and Hold Circuit During the Sampling Phase

combined resistance of the MOS switches. RN is related to the previous analysis by the following

expressions.

R.= i =
GTN+GBN+GTP+GBP

N G GTNGBN +GTNGBP +GTPGBN +GTpGBp

GTN +GBN = kN

Gyp +Ggp = Kp

j V xN V TxNj

•I I. 2
Iv, iv.1

2

2V"W^I/J1+v^+f ~V^

1 vxnJ A

(3.87)

(3.88)

(3.89)

(3.90)
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( ( Iv^V ( iv^
gtpgbp =4jvyP-IvrTp Vxpl 1+LI11!vyP+ IvrTpkpli~\\ (3.91)

I O 1 1 I I 1 I 0 I I I
gtngbp =kNkpjvyN- -v.- Y vxNl i+— I]|vyP--vry vxPl i +— I; (3.92)

GBNGTp =kNkp] Vyp+ Iv.- YpJVxpl 1-IJj |jVyp+ Ivr Tpkll -l^j | (3.93)

W

kN =^„CcxlT (394)

wkp =MpCox^ (3.95)

VxN = VCM+2*F (3.96)

VxP= VDD+2*F-VCM (3.97)

V =VDD" VTN0" VCM +̂ fi*F <398)

VyP =VCM-VTP0+V^ (3-")

In order to simplify the algebra, some more assumptions were made. First of all, VCM=0.5VDD

was assumed. Secondly, it was assumed that Yn=Yp=Y and that VtopV^pVxq. These assumptions
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result in the following simplifications to the above equations.

V*P=VxN =V*= 2VDD +2*F

VyP =VyN =Vy ={vDD- VT0*yj2^

GTN +GBN _ kN

GTP +GBP - kp

.2l„ 1

(

I

r

I

iv.

iv.
2 l

r M(2 * Ik, . 1

Iv.)
2VWVxiJi +̂ rf*J1-¥i

U

Iv.1

sV^IJi +V +J'-V
).

GTOGBN =4| Vy- ivr TJVXI1+̂ Ij] Vy+ iVi-TJVS(, -̂ jj

92

(3.100)

(3.101)

(3.102)

(3.103)

(3.104)

2i„ u, L !. 2 >!n„ . i VI 1-4-I (3.105)GTpGBp=kp|Vy-iVrlr Vll. — liJV^^-, VI1-— ,
I V*J A

I V*J

1 2 • |U, iGTNGBP =kNkP| Vy" 2Vi" T»N !+V7j I

r

GBNGTp= kNk JV +IVi-T Vj1" v •
1 2V' I

J

(3.106)

(3.107)
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These expressions are simplified still further by using the following approximations that are

valid for small x.

7Toc+ VT7x =2-ix2 (3.108)Ix2
4X

Vl-x- Vl +x =-x (3.109)

With these approximations, the above expressions may be rewritten as shown below.

f r- 1 vhGTN+ GBN +GTP +GBPS <kN+ V i2Vy- 2yJVx +^Y"^ (3.110)
I x J

GtnGbN+GtpGBP- <4+4> {<Vy-v7v\)2+ (- r 7^=~gV +T^]^ (3-H1)
I ^ 4VVx x 16Vx J

GTNGBP+ GBNGTP" *nM 2(Vj- vyyjv~x+ Y2VX) +Ti +I-Zl +r^=]v?} (3.112)

Finally, the nonlinear resistance may be expressed by the following formula.

R0(l +bV?)
RN= — ^- (3.113)

1 + aV?

R0 = j=- (3.114)
(kN+kp) (V -yVVx)

1(ttVv 2 )

32yb=-^-^ _ (3.116)
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Now that an expression for the nonlinear resistance has been obtained, anodal analysis of fig

ure 3.16 is performed as shown below.

dVftVrV0o (RL+RN)C^ (3.117)

Now, equation (3.113) is substituted into the above equation to yield the following result.

dV dVVj+aVf =V0+aVfV0+ (RL+R0)C^ +(aRL+bR0)CV^ (3.118)

Now assume that the input signal is asinusoid given by the following equation.

V. = Vpcos(cot) (3.119)

The output voltage V0 isexpressed bythe Fourier series as shown below.

V0 = ]T {Vckcos (kcot) +Vsksin (k©t)} (3.120)
k= o

The third harmonic distortion HD3 is a good indicator of the degradation. By plugging equa

tions (3.119) and (3.120) into (3.118), the third harmonic distortion is given approximately bythe

following relation.

V iv2(b-a)R0C<Dm ?"mJLj. ^_. (3.121)
C1 1+J»^+i<*VP>"

Note that to first order, thelinear resistance RL has no effect onthedistortion. Also, thethird

harmonic distortion is proportional to the input frequency and the square ofthe signal amplitude.

Thus, a fundamental trade-off between distortion and noise can be seen. Increasing signal swing

relaxes noise constraints but makes the distortion worse. If dynamic range is fixed, a factor of2
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increase in signal swing results in a reduction in required capacitance by a factor of 4. However,

the distortion saved by reducing the capacitance is cancelledto first order by the increase in signal

swing. Therefore, to fundamentally improve distortion behavior it is necessary to either improve

the linearity of the switchresistance orreduce the switchresistance. Linearitycanbe improvedto

some extent by matching the PMOS conductance to the NMOS conductance. Switch resistance

can bereduced by using wider switches. The useof wider switches to limit distortion is eventually

limited by the fact that asthe switch is widened parasitic capacitances at the source and drain are

also increased. If the switchis large enough, thisparasitic capacitance dominates the capacitance C

of equation (3.121). As aresult, any improvement indistortion obtained by reducing switch resis

tance is cancelled out by the associated increase in capacitance.

Another wayof reducing switch resistance is to increase thevoltage swing on the clocks driv

ing theswitch, either by raising thesupply voltage orbyusing acharge pump to boost thevoltage.

This technique iseffective, butusually technology constraints such as breakdown voltage limitthe

maximum voltage that can be used.

Example:

This example is included to givea sense of the kind of performance degradation that canbe

expected.

Table 3.4 Example Parameters

supply voltage VDD 5V

substrate doping Nsub 8*1016cm3

gate oxide capacitance Cox 1.535 fF/|im2

nominal threshold voltage V^ 0.9V

2<|>F 0.6V

body effect parameter y 0.613V*5

N channel mobility ^ 524cm2/V/s

P channel mobility |ip 160.5 cm2/V/s
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Table 3.4 Example Parameters

sampling capacitanceC 6pF

input frequency f 2 MHz

Wk/Ln 512/1.2

Wp/Lp 512/1.2

-0.0909 V

0.00352 V2

R„ 179 Q

1.65 V

HD, 2.65*l(T = -71.5dB

The distortion is also graphed versus channel width for anumber of different supply voltages

in figure 3.17. In this graph the signal amplimde isproportional tothe supply voltage.
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Figure3.17 HD3 versus WpAVN, WN=512pm, Vp=0.2VDD

Note that the distortion is can be reduced by increasing the clock voltage, even when the signal

amplitude is increased in proportion tothesupply voltage. Tlie graph also indicates that thedistor

tioncan be greatly reduced by appropriately adjusting theratio of thewidthof the PMOS device to

the width of the NMOS device. In reality, other effects not included in the model used here would

probably limit the extent to which the distortion could bereduced.
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3.4 Error Correction Techniques

A number of error correction techniques have been developed to make high resolution analog

to digital conversion possible inspite of the sources of error mentioned earlier inthis chapter.

Some ofthe techniques are based on adding circuit enhancements to reduce the error to atolerable

level. Analog offset cancellation, analog calibration, and capacitor error averaging are all exam

ples ofthis type oftechnique. Other techniques do not attempt to fix the error but instead are based
on design changes that make the error more tolerable. Digital error correction and digital calibra

tion are examples oftechniques that work this way. These error correction techniques are impor

tant because they have resulted in an improvement ofthe resolution capability ofpipelined ADCs.

This improvement has made it possible to design pipelines with resolutions that are limited by

thermal noise rather than matching constraints.

3.4.1 Analog Offset Correction

Asmentioned previously, comparator offsets are sources oferror that can potentially limit the

resolution ofan analog to digital converter. The technique discussed here isone example ofatech

nique to reduce the input referred offset voltage ofan amplifier.pjegrauwessiioharas?] It is useful because

acomparator is sometimes composed ofalatch driven by an amplifier. In this type ofdesign the

offset isusually dominated by the offset of the amplifier. Also, amplifiers are used inpipelined

analog to digital converters as residue amplifiers. The offset ofthe residue amplifier can sometimes

be aproblem. For example, the offset ofthe residue amplifier is asource oferror in an analog to

digital converter that uses parallel pipelines. An example ofaparallel pipelined ADC is presented

by Conroy[Conroy93].

In analog offset cancellation, the amplifier offset is sampled and stored at the input ofan auxil

iary amplifier that shares the same output as the main amplifier. The operation is illustrated con

ceptually in figure 3.18. Two phases ofoperation are illustrated. During the offset sampling phase,

the main amplifier isconnected inan open loop configuration, and the auxiliary amplifier iscon

nected inaunity gain configuration. The result isthat the offset voltage of the main amplifier

scaled up by -^- is stored on the capacitor at the input ofthe auxiliary amplifier. During normal
om A

operation, the auxiliary amplifier inverts and amplifies the offset stored at its input and adds the
result to the amplified offset from the main amplifier. The result isthat the offset iscancelled out
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by the auxiliary amplifier.

An analysis is now done in order to relate the effective offset voltage after correction to the

input offset voltages of the mainamplifier and the auxiliary amplifier andto the transconductance

of each of the amplifiers. In order to perform this analysis, the system is modeled as shown in fig

ure 3.19.First, the offset sampling phase is analyzed in order to determine the voltageVc storedon

the capacitor C/a at the input of the auxiliary amplifier.

VC = gmRoVOSM+ g„,ARo<VOSA- VC> (3122>

In the above equation, V0SM is the offsetvoltage of the main amplifier, and V0SA is the offset

voltage of the auxiliary amplifier. The above equation is thensolved for Vc.

_ gmRoVOSM gmARoVOSA „ 123x
C= l+SmAR0+ 1+8mARo

Now the block diagram corresponding to normal operation is analyzed in order to determine

the output voltage in the presence of an input and the offsetvoltages.

Vo = gmW VOSM" ™o> +gmARo<VOSA- VC> (3124>

In the above equation, f is the feedback factor. Now, equation (3.123) is substituted into equa

tion (3.124), and the equation is solved for V0.

V - gmR°Vl gmRoVOSM gmARoVOSA (3 125)
° = 1+fgmRo +<*+gmARo) (* +fgmRo> " <l +gmARo> (!+fgmR0)

The output voltage can beexpressed as a function of theoffsetvoltage as follows.

v° =71^*7 (V<+v°-> (3126)
Then the effective inputreferred offset voltage V0Seff is found by equating the abovetwo equa

tions to obtain the following result.
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Figure 3.18 Operation ofAmplifier with Offset Cancellation
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vc

VOSM

~v
VOSA

(a) offset sampling

V|

(b) normal operation

Figure 3.19 System Diagram of the Operation of OffsetCorrectedAmplifier
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V T~VOSA
vOSM { *m (3127)

OSeff" d +gmARo) (1 +gmARo)

Thus, the offset voltage of the main amplifier has been largely cancelled out. Unfortunately,

the offset voltage ofthe auxiliary amplifier has been introduced as anew contributor to the effec

tive offset voltage. Therefore, the degree of improvement obtainable bythis technique isulti

mately limited by the input offset voltage of the auxiliary amplifier.

The following analysis isperformed to determine to analytically the minimum offset voltage

this correction technique can achieve. If the offset voltages are approximately known, the offset

cancellation circuit can bedesigned to minimize the effective offset as follows. First, it isuseful to

observe that the output resistance drops as the auxiliary amplifier becomes larger. Therefore, the

output resistance R0 is rewritten as afunction ofthe transconductance ofthe auxiliary amplifier as

follows.

Ro = A° (3.128)
«m + cmA

A0 in the above equation is the gain the amplifier would have if the main amplifier were

present alone with no auxiliary amplifier. Now equation (3.127) and equation (3.128) are com

bined to obtain anexpression with R0 eliminated.

gmA
SmVOSM+ gmA^VOSM+ VOSA> +-f-VOSA

V ,, = — (3.129)VOSeff gm+(A0+DgmA

Now tooptimize the design, equation (3.129) isdifferentiated with respect to g^, the result is

set to zero, and then the resulting equation is solved for g^.

dV
OSeff

demA
= 0 (3.130)

£mA = ^mAopt

'mAopi l^Ag+lJ
i/A°v°SM i'I

-,+ ,+ ,V"l VOSA 'I
(3.131)
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Now if Vosa=V0sm. the optimized result simplifies to the following formula for the transcon

ductance of the auxiliary amplifier.

SmAopt = IA +1J^m (3.132)

For this case, the optimized offset voltage is given by the following formula.

2I(A0+1)VOSm+(A0-1)Vosa]
VOSeffopt " " ~~2 V-l**)

Thus, the minimum obtainable offset voltage is approximately twice the sum of the offset volt

ages of the main and auxiliary amplifiers divided by the gain. In most cases, it is not attractive to

design for this optimum case because the auxiliary amplifier would have to have a transconduc

tance equal to thatof the mainamplifier. Doing this wouldadd a significant amount of powerdis

sipation assuming the speed is fixed. Furthermore, the open loop gain of the opamp is degraded if

a large auxiliary amplifier is used.

3.4.2 Digital Comparator Error Correction

Digital comparator error coTxtaion^^-my^^^ is a technique used to prevent comparator

offsets from limiting the resolution of ananalog to digital converter. In this technique, the compar

ator offsets are not corrected. Instead, the ADC is designed in a way that is tolerant of comparator

offsets. Without digital error correction, thecomparator offset mustbe no more than the least sig

nificant bit of the ADC. With digital error correction, larger offsets can be tolerated. This technique

is attractive because it allows the use of simplified comparators. This can potentially save hard

ware and power. This technique also allows analog todigital converters to achieve resolutions that

would not be possible without it.

To show how this works, the long division analogy is again useful. Analog to digital conver

sion with comparator offsets is analogous to long division with incorrect decision levels in the

multiplication table. The result of the incorrect decision levels is that sometimes alarge residue

outside of the range of the multiplication table is generated. To getaround this problem, the range

of themultiplication table can beextended so that the large residues can be accommodated. The

resulting quotient does not look thesame as before, but no information has been lost. If an attempt

is made to reconstruct the dividend from the residue and the quotient, the correct answer is
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obtained as shown.

multiplication table

quotient digit comparator thresholds reference values

-9

-8

-7

-6

-5

-4

-3

-2

-1

0

1

2

3

4

5

6

7

8

9

subtracted ref

residue

amplified residue
subtracted reference

residue

amplified residue
subtracted reference

residue
amplified residue
subtracted reference

residue

amplified residue
subtracted reference

residue

amplified residue
subtracted reference

residue
amplified residue
subtracted reference

residue

-66 -63

-55 -56

-50 -49

-41 -42

-36 -35

-26 -28

-19 -21

-13 -14

-8 -7

0 0

8 7

13 14

19 21

26 28

36 35

41 42

50 49

55 56

66 63

incorrect
|

output dig

7.143(--2)57 ..,.

50.0000 007|
- 49

1

1

104

3

30

- 28

2

20

- 21 <wrong reference subtracted
- 1

- 10

±1A
4

40

=25.
5

50

=A1
1
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reconstruction of the dividend

^ ^ ^ 1 49 35 14 21 28 7 .. „ ,* **A\dividend = —- + —- + —= - + —^+^+^ +49 = 50 (3.134)
106 106 105 104 103 102 10

As shown above, the out of range residues were anticipated, and extra decision levels were

added to accommodate them. Thus, no information was lost.

To apply this technique to analog to digital conversion, extra comparators are added beyond

the number that would be needed if the comparators were free of offsets. The full scale linear

range of the amplifier must also be extended to accommodate residues that are larger than

expected. The following plot of the input-output characteristic of one pipeline stage helps to fur

ther illustratehow digital error correction works. This plot is useful for deriving a relationbetween

the number of comparators andthe maximum allowable comparator offset.
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max

-Vmax

-Vmax-3VR -2VR -VR 0 VR 2VR 3Vb Vmax V|

ideal behavior

actual behavior

Figure 3.20 Transfer Function from Input to Output ofaPipeline Stage with Comparator Offsets

Note that in this example the value of the amplified residue is never more than O^V^^ in the

absence of comparator offsets. If comparator offsets are present, the amplified residue is still

within range provided that the comparator offset does not go beyond acertain limit. This maxi

mum allowable comparator offsetwill now bederived. From figure 3.20 the following relation can
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be inferred.

GVTm« = Vm« (3.135)

The maximum allowablecomparator offset VcoffsetIMX at DC is equal to the difference between

the maximum comparator threshold given by the above equation and the ideal comparator thresh

old. For higher input frequencies, the maximum allowable comparator offset is reduced if there is

a timing mismatch At between the comparator sampling instantandthe sample andhold sampling

instant,cho95]-

Vmax j
2*fmaxVmaxAt+Vcoffsetmax =VTmax "VTideal =-ff5 " 2VR (3136)

fmax in the above equation is the maximum allowable input frequency. Thereference value VR

in the above equation is given by equation (3.5). Substituting for VR results in the following for

mula for the maximum comparator offset.

V— __1
lmax^lvmax + vcoffsetmax Q Kl n

max2*f_AtV„ +V„„„,„„ =-=^(l-^-(0- D) (3.137)

From this formula it is evident that the maximum tolerable comparator offset is increased by

reducing the interstage gain (residue amplifier gain) and by increasing thenumber of comparators.

3.4.3 Analog DAC/Gain Calibration

As noted in section 3.3.4, mismatchedcomponents contribute to nonlinearityin digitalto ana

log converters. An analog calibration technique has been developed byUnm^u to correct this

problem. This technique also corrects the gain error inthe residue amplifier. In this technique, the

matching between two components is tested. Then based onthe result of thetest, one of thecom

ponents is sized upor down. The test is then run again. This process continues until thecompo

nents are well matched.

How this technique works is now described further by explaining how it is applied to a

switched capacitor DAC/residue amplifier implementation such as theonediscussed in section

3.2. Nominally all the capacitors are the same size. However, inareal implementation, thecapaci

tors do notmatch perfectly. To correct for this problem, small trimming capacitors are putin paral

lel with capacitors Ci and C2 and switched in or out as necessary to match these capacitors to the
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feedback capacitor CP

Figure 3.21 illustrates how the capacitor sizes are compared to determine whether Cj is too big

or too small. During the sampling phase, the reference voltage is sampled onto capacitor C,. Then,

during the hold phase C, is switched to ground. The reference voltage is amplified by Cj/Cp and

sampled by the comparator. Then adecision is made as to whether the amplified output is larger or

smaller than the reference voltage. If the amplified output is larger, Cj ismade smaller by switch

ingouta trimming capacitor. Otherwise C] is made larger.
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(a) sampling phase

(b) hold phase

Figure 3.21 Analog DAC/GainCalibration
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Note that this scheme is sensitive to the input referred offset voltage ofthe amplifier. If an off

set is present, the comparator will think there is amismatch in capacitor sizes when there is none.

Therefore, an offset cancellation technique such as that described insection 3.4.1 must be used to

make this technique effective.

3.4.4 Capacitor Error Averaging

Capacitor error averagingISong88] is another technique for achieving aprecise gain of2in the

residue amplifier. In this technique, calibration is not used. Instead, the residue is amplified twice,

each time witha different feedback capacitor. By averaging these two results together, the error

introduced bycapacitor mismatch can be averaged out. The disadvantage ofthis technique isthat

it requires the use oftwo amplifiers rather than one for each sample and hold stage, and an extra

clock cycle is needed since the signal isamplified twice. Figure 3.22 illustrates what happens dur

ing each phase. During the sampling phase, the input signal Vr is sampled onto capacitors Cj and

C2. These two capacitors do not match perfectiy. Therefore, using either capacitor as the feedback

capacitor will result in again that istoo large or too small. Therefore, there are two hold phases,

one where Ct isused for feedback and the other where C2 is used for feedback. During the first

hold phase, C2 isused for feedback, and the output ofthe first amplifier is sampled onto capacitor

C4 while its inverse is sampled onto capacitor C3. During the second hold phase, Cj is used for

feedback, and the new output is connected to C3.



3.4 Error Correction Techniques 111

(a) sampling phase

(b) hold phase 1

(c) hold phase 2

Figure 3.22 Capacitor Error Averaging
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Now theabove figure is analyzed to get the output voltage Vo2 as a function of the input volt

age V, and the reference voltage VR. From the sampling phase and hold phase 1, the following

expression is obtained.

C1 + CoN C

'2

From the sampling phase and hold phase 2, the following expression is obtained.

rct +c2> C2
VolB " ^ c, ) l C, R

Finally, from hold phases 1and 2,the following expression isobtained.

(C.-C,)Vn, Co
V „= -i 3 ol - -iv in (3.140)vo2- C4 c4 olB

Now, combining equations (3.138), (3.139), and (3.140), the following formula for Vo2 is

obtained.

vo2= l, +c-Jv«+c-4i-qc7Jv>-^vR+c^i-qc7A (3-I41)
Now Cj and C2 are rewritten in terms ofanominal capacitance Cand an error capacitance 6C.

C^C-isC (3.142)

01 l c2 jvi c2v*
(3.138)

C2=C+i8C (3.143)

Bycombining equations (3.141), (3.142), and (3.143), and using the following approximation,

the effect of mismatches on the output may be seen.

1 ,_"! for i?«l (3.144)
8C c c

"-c

Note thatif C3 =0.5C4, the mismatches are wellcancelled. Even if C3 is not exactly0.5C4, the
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mismatch cancellation is very good.

3.4.5 Digital DAC/Gain Calibration

Digital DAC/gain calibration is atechnique developed by Karanicolaspknujcotosps]. A general

ized discussion of thistechnique is also discussed by Conroy(Conroy94]. Digital calibration is similar

to the analog calibration technique discussed in section 3.4.3 in thatit is atechnique usedto elimi

nateerrors caused by the nonlinearity of the DAC and by the gain error of the residueamplifier.

However, unlike in the analog calibration techniquewherecomponents aremeasuredandthen cor

rected until they match, in the digital calibration technique component ratios are measured,

quantized by following stages of the ADC, and thenstored digitally. No effortis made to correct

thecomponents to makethem match. Theresults of themeasurements are later usedwiththe digi

tal output of the analog to digital converter to generate a corrected digital output with improved

linearity. This technique hasthe disadvantage thatit requires the use of digital adders not required

by the analog technique. However, the technique greatly relaxes the design requirements for some

of the analog components andresults in a designthat is very reliableand robust

The concept of digital calibration may be better understood by going backto the long division

analogy. In the example discussed in section 3.3.4, the quotient is wrong becausethe multiplica

tion table is wrong. In other words, the values subtracted from the dividend or previous residue to

generate anew residue are wrong. However, all of the information about the dividendis contained

in the incorrect quotient and incorrect multiplication table. Therefore, none of the information

about the dividend is lost. The incorrect quotient was simply obtained by a nonlinear transforma

tion of the dividend. If the inverse of the nonlinear transformation is done, the dividend can be

recovered fully. This fact is illustrated below forthe example discussedin section 3.3.4. Recall the

incorrect multiplication table shown below.

quotient digit comparator thresholds reference values
0 0 0

17 8

2 14 13

3 21 19

4 28 26

5 35 36

6 42 41

7 49 48

8 56 55
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9 63 66

This multiplication table was used to generate theincorrect quotient of 7.295555 and aresidue

of4. If an attempt is made toreconstruct the dividend bysimply multiplying this quotient by7,the

result is 51.0688... This result is off by 2.1%. However, the dividend canbereconstructed by using

the quotientand the incorrect multiplication table as shownbelow.

.. •, J „o 13 66 36 36 36 36 4 nmn nu^
dividend = 48 + — + —-: + -—ttx + —r + —?+—r + —r = 50.000 (3.146)

10 100 1000 jq4 jo5 10 10

In acalibrated pipelined ADC, the procedure works as follows. In each stage of thepipeline,

the comparators divide the range of possible signal values into aset of smaller ranges or bins.

Associated with each binis adigital code and DAC weight. Each stage of the ADC assigns thesig

nal to acertain bin and generates aresidue signal. When the conversion is complete, thesignal has

abin assignment for each stage ofthe ADC. Thus, the signal isassigned adigital code and weight

by each stage of the ADC. To reconstruct alinear digital representation of the input signal, the

weights are all summed. This summation of weights tolinearly reconstruct the input is analogous

tothe sum inequation (3.146). In that case there is aterm inthe sum associated with each digit of

the quotient. In the pipelined ADC, there isaterm in the sum for each stage ofthe pipeline.

To see how this might beimplemented in areal circuit, the following example is considered.

The circuit consists of two comparators, aswitched capacitor DAC, and aresidue amplifier, and is

followed by an analog todigital converter. In this example, the ADC isthe remainder of the pipe

line. A circuit diagram is shown in figure 3.23, and ahypothetical plot of theamplified residue ver

sus the input is shown in figure 3.24.
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+0.5Vref

-0.5Vref

Figure 3.23 Exampleof a Pipeline StageContaining Two Comparators and Requiring Calibration
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Theheight ofthediscontinuity in figure 3.24 isrelated tothe binweights inthe following way.

Imagine two signals on opposite sides ofthe discontinuity but infinitely close to it. When the linear

reconstruction of the inputs is done, the results for both signals should match each other. If w is

used to denote theweights from thestage of interest, and Dis used to denote thecode resulting

from the rest of the ADC, then

codej =Wj +Dj (3.147)

code2 = w2+D2 (3.148)

It is desired that the codes match. Therefore,

w2-w, = Dj-D2 (3.149)
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max

-Vmax

max VRn-1 max V|

w -w „=D.I-D- = G(V_1 -V_, „)
n n-1 1 2 vRn Rn-r

Figure 3.24 Transfer Characteristic of a Pipeline Stage with Two Comparators and Requiring
Calibration
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Dj - D2 is the height of the discontinuity. Thus, the height of the discontinuity is the differ

ence in the weights corresponding to the bins on either side of the discontinuity. Therefore, the

weights are measured by measuring each of the discontinuities.

The method for measuring the discontinuities is as follows. Imagine, that a signal Vn is

applied to the input of the pipeline stage of interest. This signal is close to the threshold for the dis

continuity as shown in figure 3.24. Two measurements are then made with this signal. In the first
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case, the DAC level immediately belowthe comparator threshold is subtracted from the input sig

nal. The resulting residue for this case is then amplified and quantized by the rest of the pipelined

ADC. Therefore, theresidue output Dj is obtained from the ADC. Then, the input signal is keptthe

same, and the DAC level immediately above the comparator threshold is subtracted fromthe input

signal. The residue for this case is also amplified and quantized bytherest of the pipeline. For this

case, theresidue output D2 is obtained. D,-D2 is then computed to obtain theresult for the weight

difference. This measurement is done at each threshold. Thus, for the circuit shown here, two mea

surements are made. However, three bins are present, and three weights need to be assigned.

Therefore, it seems that someinformation is still lacking. Actually, the information from the two

measurements performed issufficient toensure the linearity ofthe ADC. The assignment of one of

the weights can bearbitrary. For instance, inthis example the middle weight can beassigned the

value zero. With this assignment made, thetwo measurements provide enough information.

The accuracy of thecalibration is dependent on the accuracy of the ADC used to perform the

calibration. DNL in the ADC used to measure the weights corrupts the measurement, and the new

ADC that includes themeasured pipeline stage and therest of theADC will have DNLatthecom

parator thresholds. This presents aproblem if the pipelined ADC isbeing used to calibrate itself,

because one might wonder how an n bit DNL would berealized if, the ADC being used in the

measurement has aresolution that is good onlyto n-xbits. Fortunately, the DNL caused by the

ADC during this measurement is scaled down because the measurement occurs on the amplified

residue. Therefore, if the DNL of the ADC without the calibrated stage is x, then the DNL of the

ADC withthecalibrated stage is x/G where Gisthegain of theresidue amplifier. Thus, it is possi

ble to calibrate apipelined ADC starting near the tail end and working forward toward the front.

The weights for the stage near the tail end are measured, and these weights are used when the

weights for the stagebeforeit are measured.

Some accumulation of errors does occurduring the calibration process. However, this accu

mulation of errors can be kept toaminimum if the pipeline is designed in such away that small

variations inthe input signal only affect the code produced bythe end stages ofthe pipeline. In the

example shown this isaccomplished inthe following way. The input signal isclose to acompara

tor threshold during calibration. This results in the output of the first stage being close to either
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+0.5V^ or-O.SV^. When 0.5V^ or-0.5V^ is quantized by the following stage of the pipeline

the output of the following stage of the pipeline is close to zero. This zero is passed to the subse

quent stages of thepipeline, each of which also produces an output near zero. Eventually, whenthe

signal reaches the last stages of the pipeline it gradually drifts away from zero either dueto mis

matches or to noise. The result is that the codes produced by many of the pipeline stages are

identical for boththe highcase and the low case. This means that anyerrors in the calibration of

these stages will notcontribute to the error in the stage currently being calibrated. As a result, the

onlyerrors accumulated in thecalibration come from thetail endof the pipeline, and the error con

tribution of these stages is very small.

Figure 3.1 shows ablock diagram of how adigitally calibrated pipelined ADCmightoperate

during normal operation. Theoperation is similar totheoperation of an uncalibrated pipeline with

the following exception. Instead of incorporating the ADCoutput bits from each stage directly into

thedigital output word, thebits from each stage are instead used as the address to alookup table. A

decoder translates the address into a signal that selects the appropriate DAC weight from the

lookup table. This DAC weight is then added to thedigital result from the previous stage. At the

endof the pipeline, the final digital output word is the sumof each of the selected DAC weights,

one from each stage of the pipeline.
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CHAPTER 4

SAMPLE AND HOLD AMPLIFIER
ARCHITECTURES AND OPTIMIZATION

The sample and hold amplifier is akey component of pipelined analog to digital converters. It

is also an important building block in other electronic systems, such as switched capacitor filters.

Settling time and power dissipation are key issues in the design of these amplifiers. Therefore,

issues of speed and power optimization for these amplifiers are smdied here for several of the most

important amplifier architectures. This chapter begins with adiscussion of techniques used to

model the current and transconductance in MOS devices since these models directly affect speed

estimates. Then, thesemodels are used in the later part of thischapter to assist in the transient anal

ysis ofanumber ofdifferent amplifier architectures. Atthe end ofthis chapter, the settling perfor

mance of the various amplifier architectures is compared. Throughout this chapter, the amplifiers

are assumed to operate in a switched capacitor environment. Furthermore, only a linear settling

analysis is performed here. Slewing effects are neglected in this study.

4.1 MOSFET Models for Transient Analysis

Before beginning the transient analysis of sample and hold amplifiers, it is worthwhile to dis

cuss thecircuit modeling of the metal oxide semiconductor field effect transistor (MOSFET). The

modeling of the transconductance of this device is of key importance to the transient analysis of

amplifiers using MOSFETs. The models used here were chosen because they model some of the

most important second order effects in MOS devices without adding too much complexity. These

models and othermore accurate (and more complex) models are discussed by Tsividis.rTSividis87-

A][Tsividis87B][Tsividis87C] Figure 4A shows aschematic representation for the MOSFET to be used
throughout this document.
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+

VGS I
£

(a) N channel MOSFET (b) Pchannel MOSFET

Figure 4.1 MOSFET Schematic Symbols Used inthis Document

4.1.1 Long Channel Model for the MOSFET

The long channel model for the MOSFET is auseful tool for getting abasic description of

device behavior. Because of its simplicity, it is especially useful in hand analysis, and it can be

used to obtain analytic results to optimization problems. These analytic results are useful because

they are simple enough to provide ahigh level of intuition.

In the long channel model the saturation drain current ID of the MOSFET isgiven by the fol

lowing function of the gate to source voltage VGSrMuiier86]-

ID =̂ CJ£(VGS-VT)2 (4.1)
In the above equation, \i represents the mobility, Cox represents the capacitance per unit area

between the gate and channel, and VT represents the threshold voltage of the transistor. The width

of the device is represented byW and the channel length by L. The transconductance &„ is then

given by differentiating thedrain current with respect toVGS as follows.

gm =dv| =,lC<»r(Vos-vT) <42>
Ob

It is oftenuseful to express the transconductance in terms of the drain current. This can be

done by combining equations (4.1) and (4.2). The result is given by the following formula.

gm =J2HC0X^ID (4-3)
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The unity gain frequency using the long channel model is givenby the following formula.

Sm 2U. ( ID
©„, =T C0XWL ^

4.1.2 Vertical Field Mobility Degradation

The IC industry is being driven toward the use of smaller transistors by the desire for higher

speed circuits that dissipate less power. Small transistors with short channel lengths and thin gate

oxides also allow increased levels of integration on a singleintegrated circuit (IC) and thus allows

the production of more complex ICs. As the size of thetransistor drops, the long channel model

becomes lessaccurate in predicting the behavior of the transistor. Therefore, it is sometimes neces

saryto use more sophisticated models for the MOSFET.

The long channel model tends to overestimate thetransconductance of a MOSFET. Two pri

mary effects responsible for this inaccuracy are vertical field mobility degradation and velocity

saturation. Vertical field mobility degradation is treated in this section, and velocity saturation is

treated in the next section.

To model this problem, theMOSFET is assumed to be oriented such that thechannel liesin a

horizontal plain. When a voltage is applied to the gate of the MOSFET, a vertical electric field

between thegate and thechannel is setup. This electric field extends down into the semiconductor,

and it is responsible for attracting charge carriers to the surface of thesemiconductor and creating

aconducting channel there. A side effect of this vertical electric field is areduction in the mobility

of thecharge carriers. For circuit analysis, this effect is often conveniently modeled by the follow

ing equationrrsividis87A][Hu88]-

^eff =1+6(VGS-VT) (4*5)
The parameter 0 inthe above equation iscalled the vertical field degradation factor. A modi

fied drain current can then be found by replacing the mobility in equation (4.1) with the effective

mobility in equation (4.5). The result is shown below.

1 ( ^ ox ^W 21d =Hi+e(vGS-vT) It (vgs"vtO

(4.4)

I. = i . .„;,0X „, £ (Vr.s - Vt) * (4.6)
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From the above equation, it can be seen that athigh gate voltages, the transconductance satu

rates. This result differs from the long channel model, which predicts that the transconductance is

proportional to VGS-VT. The maximum value ofthe transconductance predicted by this model is

given as follows.
^ W

^Coxl« ,. . = - (4.7)
omhmit 20

4.1.3 Velocity Saturation

When a voltage is applied between the drain and source of aMOSFET, ahorizontal electric

field is set up that moves charge carriers from the source toward the drain. Asthe electric field is

increased, the average velocity (drift velocity) of the charge carriers increases. For low electric

fields, the drift velocity vd is proportional to the electric field as shown below where u,eff is the

mobility.

vd = neffE (4.8)

As the horizontal electric field is increased, scattering mechanisms responsible for slowing the

charge carriers become more significant, and evenmally the velocity of the charge carrier reaches a

maximum called the saturation velocity vmax. For electrons in silicon, this saturation velocity is

about 10s m/s. In order to account for velocity saturation, the drift velocity is often modeledby the

following formula[Tsividis87B][Hu88].

UeffE
Vj = (4.9)

Esateff

Thus, the maximum velocity v^ is HeffEsateff. E^f is the saturation electric field. The max

imum velocity is independent of the gate to source voltage VGS. Since |ieff isa function of VGS,

Esateff ™ust also De a function of VGS as shown below.

vmax = uEsat = HeffEsateff <410>

Esateff =TT^sat =Esat 0+* (VQS- VT) ) (4.11)
In the above equations, Esa, is the value of saturation electric field whenVGS=0.
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A formula for the samration drain current is now derived for the case where velocity samration

is present. The analysis refers to the MOSFETshownin figure 4.2.

V,

I gate

' vD

I
Vs

I
oxide

n+
source silicon

. . n+
drain

y=0 y=L

Figure 4.2 Cross Section of aMOSFET Showing theSource, Drain, and Channel

The voltage at position y along the channel is represented by the variable Vc(y). The charge

per unitarea in thetransistor channel is then given by the following formula.

Q„(y> =Cox<VGS-VT-VC> <412>

The current ID is equal to the product of thecharge per unitarea, the transistor width, and the

drift velocity as shown below.

ID = QnWvd

Now combine equations (4.9), (4.12), and(4.13) to get the resultshown below.

(4.13)
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T C0X(VGS-VT-Vc)WneffE
xd ; e

1+E"csat

The electric field here is defined to be the derivative ofthe channel voltage with respect to the

channel position yas shown below. Thus, the sign of the electric field as defined here is the oppo
site ofthe sign ofthe electric field as defined in most electromagnetic books. This change was

made here simply to reduce the number ofminus signs in the equations.

E=^£ (4.15)
dy

Now combine equations (4.14) and (4.15) to obtain the following differential equation.

E=d2- - - =- (4.16)
dy . IdnC^wcVcs-V-r-VcJ-g-

^sat

Now integrate equation (4.16) to obtain the following relationship between drain current,

channel position, and channel voltage. The fact that Vc(y=0)=Vs is also used. The source voltage

Vs is assumed here to be zero.

, CoxWneff(Vcs-VT-0.5Vc)Vc

y+g-
csat

At y=L, the channel voltage Vc is equal to the drain voltage VD. This fact leads to the follow

ing formula forthe drain current.

Co*Wneff(VGS-VT-^)VD
T — (4.18)

^sat

Toobtain the samration current, it is somewhat arbitrarily assumed that the drift velocity atthe

drain is equal to the half the maximum velocity when samration is reached. Thus, the samration

current is givenby the following formula.
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W =QnWjlWW =KffEsa,effWC:ox (V°S "VT~ VDSa.) <4-19>
By equating the above two formulas for the drain current, the saturation drain voltage may be

determined as shown below.

(VrQ-VT)Ecat„ffL
V,, = GS T sateff (4.20)
vDsat V -V + E ,,L

When this result for the samration drain voltage is substitutedinto equation (4.19), the follow

ing equation for the samration drain current is obtained.

jHeffEsa,effCo,W(VGS-VT)2
lDsat = VGS-VT+EMteffL (42,)

Now equations (4.5) and (4.11) are inserted intoequation (4.21) to obtain the following equa

tion for IDsat.

^Esa,C„xW(VGS-VT)2
t = ^ (4 22)'Dsa. EsatL+(l+eEsalL)(VGS-VT)

For an n channel MOSFET, E^pl .5V/u.m is a typical number.

From the above equation for drain current, the transconductance is given by the following for

mula.

^Esa.CoxW(VGS-VT> [2Esa,L +(1 +9EsatL) <V0S-VT) J
g = i , (4.23)

[EsalL+(l+eEsatL)(VGS-VT)]2

The unity gainangular frequency CD- is then given by the following formula.

^satgm £1— (Vcs -VT) [2EsatL +(1 +8EsatL) (VGS -VT) ]
C0T = «-==• =—- j (4.24)

CoxWL [EsatL +(1 +eEsatL) (VGS - VT) ]

The maximum unitygain frequency (corresponding to VGS -» «>) is then given by the follow

ing formula. .

CD- 271 OQT 2

fTma, ="^ = ^ (4.25)
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4.1.4 Subthreshold

Sometimes, it is desirable to bias the MOSFET device at very low current densities (current

per unit width) to reduce power dissipation. A device operating in such away is said to be biased

in the subthreshold region. A transistor with a low current density has the disadvantage of a low

unity gain frequency. However, the ratio of transconductance tocurrent ishigh. This fact makes

the use of low current density attractive incases where low power dissipation but nothigh speed is

required.

In the subthreshold region, also called weak inversion, the amount of charge inthe conducting

channel isnotlinearly related tothe gate voltage as inthe strong inversion case described by equa

tion (4.12). Instead, the charge and therefore the current is exponentially related to the gate volt

age. A simple way to model the current in the subthreshold region is given by the following

formula.rTsividis87C]
qYGS

Id =V^ <4-26)
—19In the above formula, q represents the magnimde of charge on one electron (1.602x10 C),

kB represents Boltzmann's constant, and T represents temperature. Using this model for the cur

rent, the transconductance is given by the following formula.

g = q D (4.27)
Sm 2kBT

Note that in equation (4.27), the transconductance isproportional tothe current. This behavior

differs from the strong inversion behavior given by equation (4.3). In that case the transconduc

tance is proportional to the square root of thecurrent.

4.1.5 Putting the Models Together

Sometimes it is nice to have a model that is applicable to all the regions of operation of the

MOSFET. While the complexity of this model makes it impractical for hand calculations, it is still

reasonable for use with a computer.

The goal of the combined model is to calculate aratio of transconductance to current (gjl) as

a function of current density (I/W) that is valid for very small current densities and very large cur

rent densities. To accomplish this, equation (4.22) is first rearranged to find VGS-VT as a function of
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current density in the strong inversion region. This model incorporates vertical field mobility deg

radation and velocity samration, but not subthreshold. In the subthreshold region, VGS-VT is not

particularly meaningful, so subthreshold will be incorporated later. The formula for VGS-VT is

given as follows.

l+eE^.LNL

VGS " VT " r
sat

^EsatCox )

DIf L 2u£satCoxEsatL 1^Jl+ 11 +
(1+0E...L)

sat

Now, equation (4.22) is rearranged again as shownbelow.

2ID (^GS ~ ^V

C —VCoxl J1+(li+9(VCS-VT))

(4.28)

(4.29)

Now subthreshold is included by adding an extra term to equation (4.29) as shown below.

(VGS-VT)
2sltafei+

21,

IJ J^ox? J1 +(e^l +6)(Vgs-vt)
(4.30)

Now the transconductance is calculated by differentiating the above equation with respect to

VGS. The result for transconductance is shown below.

em

l + (
E X

sat

1+i(rLL+e)(VGs-vT)
sat

(4.31)

+6)(VCS- VT>]
3^f2kBT

I'd 2uCox^ID,
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In the above formula, VGS-VT is given by equation (4.28). Figure 4.3 shows a plot of gm/I ver-

*n (V1)
20.0

10.0

5.0

2.0

1.0

0.5

0.2

^=0.4)1111

w\
11

L=3.0|irrrIk
\»

^
0.001 0.01 0.1 1.0 10.0 100.0

W^fim

Figure 4.3 Ratio ofTransconductance to Bias Current versus Current Density
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sus current density, and figure 4.4 shows a plot of unitygain frequency versus current density. The

fT(GHz) 30

0.001

0.0003

0.001 0.01 0.1 1.0

Figure 4.4 NMOS Unity GainFrequency versusCurrent Density

following assumptionswere made aboutthe process parameters.

Table 4.1 Process Parameter Assumptions

10.0 100.0

wUmJ

Temperature (T) 300K

Gate Oxide Capacitance (Cox) 1.535 fF/pn2
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Table 4.1 Process Parameter Assumptions

6 0.4092V-

'sat
1.5V/um

Low Field Mobility (p.) 524 cm2/V/s

4.2 Settling Time Analysis of Switched Capacitor Gain Stages

A transient analysis ofswitched capacitor gain stages will be presented here now that a few

transistor models have been introduced. First, the simplest amplifier architecmres will be analyzed,

and then the analysis will proceed on to more complex architecmres. Figure 4.5 shows the opera

tion ofasample and hold circuit to be smdied here. During the sampling phase, the input is sam

pled onto capacitors Cs and CF. During the hold phase, an amplified version ofthe signal is
presented at the output. The closed loop gain ofthe system is approximately 1+CS/CP
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(a) sampling phase

(b) hold phase

Figure4.5 Sample/Hold Operation

Figure 4.6 shows ageneral circuit diagram modeling the sample and hold circuit during the
hold phase. During this phase ofoperation, the sample and hold circuit is afeedback amplifier with

aunit step applied to the input. The output response is therefore the step response ofthis circuit.

This response requires afinite amount of time is to settle to agiven accuracy, as discussed in chap-
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Figure 4.6 General Model forthe Switched Capacitor Sample and Hold Amplifier During

Hold Phase

136

ter 3. The length of time required for this settling during thehold phase of operation is thefocus of

this chapter.

Figure 4.6 applies to all of the amplifier architectures discussed here. The amplifier is repre

sented by the triangular region. Five capacitors are shown. Thefunction of Cs and CF is described

above. CLE represents the load capacitance connected to the output of the amplifier that is not

related to the feedback network or the outputparasitic capacitance of the amplifier. C0p is the out

put parasitic capacitance of the amplifier. CGj is the input capacitance of the amplifier. In reality

both the sampling capacitor and feedback capacitors have parasitic capacitances to ground associ

ated with them. Theseparasitics arenotconsidered here. However, theycouldbe modeled without
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changing the analysis by lumping these extra parasitic capacitances in with Cs. The circuit shown

here is single ended for simplicity, but the single ended analysis also applies to differential circuits.

In reality, the switches shown in figure 4.5 are resistive, and this switch resistance adds poles

to the response characteristic during the hold phase ofoperation. However, this resistance is not

included inthe model shown in figure 4.6 and isnot included inthe analysis of this chapter.

The ratio ofsampling capacitance Cs to feedback capacitance CF is represented in this discus

sion by the letter G.

G=^ (4-32)

The above ratio has astrong influence on the feedback factor. The feedback factor isdefined as

the ratio ofthe input voltage vs to the output voltage v0 in the closed loop circuit.

f - I® B * = _J (4.33)

A number ofamplifier architecmres for switched capacitor circuits are analyzed in this chap

ter. Atthe end ofthis chapter, the efficiencies with which each ofthese architecmres achieves aset

tling time for agiven value ofGare compared. In this comparison G=l was chosen, because ifthe
feedback capacitor function is shared with the sampling capacitor function, aswitched capacitor

circuit with aclosed loop gain of 2 results. The switched capacitor amplifier with aclosed loop

gain of2is avery useful circuit in many pipelined ADC designs because itoften results in avery

simple pipeline.

4.2.1 Single Stage Single Pole Amplifier

The single stage amplifier having 1pole is the simplest architecmre imaginable. Because ofits

simplicity, it can be extensively analyzed and optimized by hand analysis. The single pole ampli
fier is also ofagreat deal ofinterest because ofits inherent stability. The simple single pole archi

tecmre makes this amplifier the most attractive for high speed applications with low closed loop

gain.
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Figure 4.7 shows asimplified model ofthe sample and hold circuit using asingle stage ampli

fier. In aswitched capacitor application the input voltage Vin isaunit step function.

'In

cF

DD

BIAS d

%
1
5

'LE

Figure 4.7 Hold Phase of aSingle Ended Sample and Hold

Amplifierwith a SinglePoleOpamp

Figure 4.8 shows acircuit diagram used to model the small signal transient behavior of the

above circuit. Note that theoutput parasitic capacitance Cqp is assumed to be proportional to the

input capacitance. The parameter a is used to relate the output parasitic capacitance to the input

capacitance. In this model, the output resistances of the transistors are assumed to be infinite.

Finite output resistance inacmal transistor circuits has the effect ofmoving the poles somewhat to

the leftof what is predicted here. The effect is small if the product gmr0 is high. The output para

sitic capacitance ofthe amplifier is assumed to be proportional to the input capacitance as shown in

figure 4.8.
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Figure 4.8 Small Signal Model of theSingle Pole Sample and Hold Amplifier During Hold

Phase
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'LE

This circuit will now be analyzed and optimized using a number of different sets of assump

tions in order to suit different applications.

4.2.1.1 Fixed Current Density

In this analysis, the current density is assumed to be fixed. This assumption implies that the

unity gain frequency ofthe transistor in the critical path isalso fixed. This assumption also implies

that power dissipation is proportional to the input capacitance Cq\. Another feature of this

assumption is that it leads to an analysis that is technology independent. The analysis is general

enough to apply to bipolar transistors as well as MOSFETs. For more information, this type of

analysis is treated carefully by Conroy[c0nroy94]-

To begin this analysis, the transconductance gm is related to the input capacitance CG1 by the

unity gain frequency coT asshown below.

gm = ^Gl (4.34)
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In the analysis here, the ratio Gofsampling capacitance to feedback capacitance is assumed to

beconstant. A nodal analysis of figure 4.8 yields the following formula for the time constant t.

CLE +CF(l-f)+oC01
x =

1
T =

V^l
(\+G+-^(CLE+CF+aCG1)-CF

The above equation can be solved for the input capacitance of the amplifier. The result is

shown below.

CFB= [(DTt-a(l+G)-l]^-l (4.37)
'-LE

(4.35)

fSm
Now equations (4.33), (4.34), and (4.35) are combined to eliminate f and gm. The result is

shown below.

C
(4.36)

Cgi =£-V- 1-^^-fl+G+G-^l} (4.38)
Gi 2a1 4 b2CLeI cleJ

A graph of input capacitance versus feedback capacitance is shown in figure 4.9. From the

graph, it is seen that for every speed an optimum sized feedback capacitance exists tominimize the

input capacitance. This is significant because minimizing input capacitance minimizes power dis

sipation. The value of the optimum feedback capacitance isdiscussed in the appendix.
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'G1

CLE 5.0

Figure 4.9 Input Capacitance versus Feedback Capacitance for aSingle Pole Amplifier, a^l, G=l

4.2.1.1.1 Minimum Power with Fixed Feedback Capacitance

The analysis discussed in the above section was performed for a range ofcurrent densities

with velocity samration, mobility degradation, and subthreshold effects considered. The resulting

input capacitance and current are plotted in figures 4.10 and 4.11. In the graphs, L=1.2|im. Also,

the process parameters oftable 4.1 were used, and the settling time indicated isthe time tosettle to

10 bits of accuracy.
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0.2 0.5 1 10 20

Figure 4.10 Input Capacitance Versus Current Density for a Single Stage

Amplifier, a=l, G=l W f-1UimJ
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0.02

0.2 0.5 1 2 5 10 20

Figure 4.11 Current Versus Current Density for aSingle Stage Amplifier, cc=1, J_ [J2 |
g=i wUmJ

It can be seen from the graphs that, as expected, settlingtime reduction requiresan increasein

power dissipation. It is also evident from the graphs that the optimum current density to minimize

power dissipation increases as the required settlingtime is reduced. This makes sense because

increasing the current density in a transistor tends to increase the unity gain frequency of the tran

sistor.
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4.2.2 Telescopic Cascode Amplifier

The gain of the single transistor amplifier described in section 4.2.1 is limited. For a large

number of applications, this gain is inadequate. The gain of the single stage amplifier can be

increased without significantly degrading the bandwidth byusing the cascode architecmre shown

in figure 4.12. This architecmre has the added advantage that the effect ofthe parasitic feedback

capacitance between the drain and gate ofthe input transistor is reduced.

DD

BIAS

BIAS

BIAS

Figure 4.12 Single Ended Telescopic Cascode Amplifier

This circuit is often modeled as a single pole amplifier because thesecond pole due to thecas

code transistor can often be at amuch higher frequency than the dominant pole. In that case the

previously described analysis for the single pole amplifier can be used. In this section, the effect of
the nondominant pole isconsidered and the implications on design are evaluated. The circuit is

modeled as shown in figure 4.13.
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C,c+CLETVr0p

Figure 4.13 Small Signal Model for a Telescopic Cascode Amplifier

If the feedforward path through the feedback capacitor is neglected, then the simplified circuit

model shown in figure 4.14 can be used. In this model, the loading effect due to the feedback net

work is included in the capacitor C2.
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gm2Vi

Figure 4.14 Simplified Small Signal Model for the Telescopic Cascode Amplifier (Feedforward

Path through CFNeglected

In the above figure, the following symbolsare used:

gml

gm2

C,

the transconductance of the first stage of the amplifier

the transconductance of the Cascode device

the capacitance loading nodeV,

C2 the capacitance loading the output of the amplifier

A nodal analysis of the above circuit in the s domain yields the following formula for the

closed loop gain AcL.
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LCL (s) =
V0(S) _ NCL<S)
V,(s) DCL(s)

Sm2&ml
c,c2

2 £m2 ^ml^m2
S* + -=-S + c,c2
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(4.39)

In the above expression Ncl(s) represents the numerator, which in general isapolynomial ins.

The denominator DCL(s) inthe above expression isthe characteristic polynomial for the system. If

it is written in the form shown below, the settling behavior of the systemcanbe related to the com

ponent values in the circuit.

DCL(s)=s2+5^+̂ =s2+2Ccons +̂
CjC2

(4.40)

The above parameters are related to the positions of the poles of the closed loop systemas

shown in figure 4.15 assuming complex conjugate poles. £ is the damping factor of the system,

0)r. is the real part of the pole position, and t isthe time constant associated with the decay of the

envelope of the response. The figure assumes complex poles, butif £>1, both poles will be real.

T

_L

X

ox

co^. = Ceo = —CL * n i

j©

Figure4.15 s Plane Pole Positions for a System with aCharacteristic Polynomial Givenby

Equation (4.55)



4.2 Settling Time Analysis ofSwitched Capacitor Gain Stages 148

It is now worthwhile to relate the parameters T and £, which define the transient response of

the closed loop amplifier, to the size of the load, the sizes of the input and cascode transistors, and

to the size of the feedback capacitor CP From equation (4.55), the following two relations for the

time constant and the damping factor can be obtained.

2C,
T = — (4-41)

Sm2

x2 =_2____ (4.42)
C fgmlSm2

The above two equations will now beused as a starting point for the design and optimization

of the sample and hold circuit. The various conductances gcan be related to input capacitances by

the unity gain frequencies of the various devices as shown below.

8ml = <°T.CG1 (443)

8m2 = °>T2CG2 (444)

In the above equations, CGI is the gate capacitance of M„ and CG2 is the gate capacitance of

M2. A conceptually useful new variable is now introduced. The ratio rbetween CG2 and CG1 is

defined as shown below.

r=̂ ? (4.45)
CG1

Now the capacitor C, includes the drain capacitance ofM,, the drain capacitance of M2, and

the gate capacitance of M2. Thus, C, may beexpressed as follows.

cl =s«iCGl+<,+a2>CG2 = [0+a2>r +al]CGl <4'46)
In the above expression, the variable otj is the ratio ofthe drain capacitance ofMj to the gate

capacitance of M„ and a2 is the ratio of the drain capacitance of M2 to the gate capacitance ofM2.
In a similar manner, the capacitance C2 loading the second stage is the sum of thecapacitance due

to the external load capacitance CLE, the output capacitance of the amplifier, and the capacitive

loading of the feedback network. Therefore, C2 may beexpressed as follows.
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C2 = Cle +Cf*1-^) +ct2CG2 = CLE +CpO-f) + <x3rCG1 (4.47)

Inthe above equation, a3 represents the ratio ofthe drain capacitance at the output tothe gate

capacitance of M2.

4.2.2.1 Optimization of Current Density to Minimize Power - Fixed Speed and Fixed
Feedback Capacitance - Model Including Mobility Degradation, Velocity
Saturation, and Subthreshold

In this section, the amplifier optimization is performed using the model discussed in section

4.1.5.The channel lengthis assumed to be 1.2pm. Furthermore, the damping factor £ is allowed to

vary. In order to allow comparisons between designs with differentdamping factors, the optimiza

tion was based on minimizing power dissipation for a fixed settling time. The settling time was

assumed to be given by the following equations depending on the damping factor and the desired

settling errore. It is assumed herethat theamplifier hasa twopoleresponse as discussed in chapter

3.

strongly underdamped case: £<£p

In this case, the response function oscillates rapidly. Therefore, small changes in circuit or

device parameters canproduce rapid changes in the settling time. It is usually undesireable to pro

ducea design that is sensitive to small changes. Therefore, in thiscase the settling time is assumed

to be approximately equal to the time required for theenvelope to settle. The settling time of the

envelope of the response is much less sensitive to small changes than the acmal response.

ts = ""*, (4.48)
Cconln(eJT^)

threshold dampingfactor: £p

weaklyunderdamped case: Ct^*

= 1+ - (4.49)

.eJi-5t.
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In this case, the envelope ofthe response is not agood predictor ofthe acmal settling time.

Therefore, the settling timeis approximated as shown below.

1

C*nln[I(J +(Dnts)]
(4.50)

overdamped case: £>1

In this case acoefficient of overdamping c is introduced, c can have avalue between 0 and 1,

Zero corresponds tocritical damping, and 1corresponds toasingle pole response.

-H
(4.51)

©! = £con(l-c) (4.52)

1 J /1+CN
l-(

1-c. -2wits<T^)
1+c

)e (4.53)
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Because of the complex namre of the algebra, theoptimization is not carried out analytically.

Instead, acomputer was used, and the results are graphed here infigures 4.16,4.17,4.18, and 4.19.

coptimum
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0.96
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ts=20ns

0.2 0.4 0.6 0.8 1.0

Figure 4.16 Damping Factor versus Current Density forOptimized Telescopic

Cascode Opamp Design, ai=GC2=l, G=l w

|iA
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tc=20ns

ts=30ns

ts=40ns

ts=100ns

0.2 0.4 0.6 0.8 1.0

Figure 4.17 Input Capacitance versus Current Density for Optimized Telescopic Cascode Opamp
Design, ai=a2=l,G=l
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ts=20ns
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Figure4.18 Ratioof Cascode Transistor Size to Input Transistor Size versus Current Density for

OptimizedTelescopic Cascode Opamp Design, 0Ci=a2=l, G=l



4.2 Settling Time Analysis of Switched Capacitor Gain Stages 154
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Figure 4.19 Current versus Current Density for Optimized Telescopic Cascode Opamp j ,- „^ >.
Design, ai=a2=l, G=l \jy \)\m J

Acomparison of figure 4.11 to figure 4.19 leads to an interesting conclusion. As expected, a

simple single stage amplifier is capable of higher speed than the telescopic cascode. However, for
a settling time of 20ns or more the telescopic cascode dissipates less power than a simple single

stage opamp. This is somewhat surprising since the telescopic architecture introduces a second
pole to the response of the amplifier. The telescopic cascode amplifier can save power over asingle
stage amplifier because the output parasitic capacitance of the amplifier can be reduced relative to
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the input parasitic capacitance by making the cascode transistor smaller than the input transistor.

As shown by figure 4.18, using arelatively small cascode transistor to reduce output capacitance is

often optimal, particularly incases where the load capacitance is smaller than orcomparable to the

sampling capacitance.

4.2.3 Wide-Band Preamplifier Driving a Single Stage Amplifier

In some applications where the supply voltage is low orthe gain required is very high, asingle

stage amplifier is not adequate. Therefore, it is worthwhile to study multistage topologies. In this

section, a simple two stage amplifier with no compensation capacitors is considered[Cho95A][-

Cho95B]- A"sdomain analysis is performed. The results ofthis analysis are then used to optimize

the trade-off between speed and power. Because thenondominant pole frequency of the amplifier

is inversely proportional to the output resistance of the first stage, it is generally desirable to keep

the first stage output resistance low. As a result, this type of amplifier is typically realized by mak

ing the first stage a low gain, low output impedance preamplifier. The second stage is typically a

high output impedance amplifier. An example of a single ended version of an amplifier with this

topology is shown in figure 4.20.
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Figure 4.20 Example ofaSingle Ended Implementation ofaPreamplifier Driving aSingle

Cascode Stage
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Figure 4.21 shows asmall signal model for the single stage amplifier driven byawide-band

preamplifier. The output resistance ofthe second stage is assumed to be infinite. The circuit is fur

ther simplified in figure 4.22. In this model, the forward path through the feedback capacitor is

ignored. The loading effect ofthe feedback network islumped with Q^. The feedback provided by

the feedback capacitor is represented by thevoltage source fV0.
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cF

v,

preamplifier JL mam amplifier

Figure 4.21 Small Signal Circuit Model for a Preamplifier Driving a Single StageOpamp
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Figure4.22 Simplified Small Signal Circuit Model for aPreamplifier Driving a Single Stage Opamp

(Feedforward Path Neglected)
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In the above figure, the following symbols are used:

gml the transconductance ofthe first stage ofthe amplifier

gL the conductance ofthe load to the first stage ofthe amplifier

gna the transconductance ofthe second stage ofthe amplifier

C, the capacitance loading the first stage of the amplifier

C2 the capacitance loading the second stage ofthe amplifier

A nodal analysis of the above circuit in the s domain yields the following formula for the

closed loop gain AcL.

£m2£ml

A n W NCL(s) _ -C^7
CL{S) " V,(s) DCL(s) gL fgmlgm2

s +r-s+ re
ul ^1^2

In the above expression NqXs) represents the numerator, which in general is apolynomial in s.

The denominator DCL(s) in the above expression is the characteristic polynomial for the system. If

it is written in the form shown below, thesettling behavior of the system can be related to thecom

ponentvalues in the circuit.

DCL(S) =*+—-+ cc =s +2^COnS +(0n (4"55)
The above parameters are related to the positions of the poles of the closed loop system as

shown in figure 4.23 assuming complex conjugate poles. £ is the damping factor of the system,

co is the real part ofthe pole position, and x is the time constant associated with the decay ofthe

envelope of the response.
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Figure 4.23 s-Plane Pole Positions for an Underdamped Two Pole System
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It is now worthwhile to relate the parameters x and £, which define the transient response of

the closed loop amplifier, to the size of the load, the sizes of the two amplifier stages, and to the

size of the feedback capacitor CF From equation (4.55), the following two relations for the time

constant andthe damping factor may be obtained.

2C,
x =

gL
(4.56)

x2 =
c1c2

? fgmlgm2
(4.57)

The above two equations will now be used as astarting point for the design and optimization

ofthe sample and hold circuit. The various conductances gcan be related to input capacitances by

the unity gain frequencies of the various devices as shown below.
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«-i =<°t.cg> (458)

*W =<*T2CG2 (4-59)

gL =®TLCGL (460)
In the above equations, CG, is the gate capacitance ofM„ CG2 is the gate capacitance ofM2,

and CGL is the gate capacitance ofML. Some conceptually useful new variables are now intro

duced. The gain APRE of the preamplifier isgiven bythe following ratio.

Apre =&f <4"61>
The ratio rc between the gate capacitance CGL of ML and the gate capacitance CG1 of M, is

defined as follows.

r =^i (4.62)
^-Gl

The ratio x between the gate capacitance CG2 of M2 and the gate capacitance CG1 of M, is

defined as follows.

x=̂ (4.63)
LG1

Now the capacitor C, is the capacitance loading the preamplifier. It includes the drain capaci

tance of M„ the gate and drain capacitance ofML, and the gate capacitance ofM2. Thus, C} may be

expressed as follows.

C, =a,CG1+ (1+0^)^ +002= [(l+a^ +aj+xlCo, (4.64)

In the above expression, the variable a} is the ratio ofthe drain capacitance ofM, to the gate

capacitance ofM,, and aL is the ratio of the drain capacitance ofML to the gate capacitance of

ML. In asimilar manner, the capacitance C2 loading the second stage isthe sum of the capacitance

due to the external load capacitance Cle, the output capacitance of the amplifier, and the capacitive

loading of the feedback network. Therefore, C2 may beexpressed as follows.

C2 = CLE +CF (! " A +a2CG2 =CLE +CF (l ~*) +a2xCGl <4'65)

In the above equation, a2 represents the ratio ofthe drain capacitance to the gate capacitance

ofM2.
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4.2.3.1 Optimization to Minimize the Power

The goal of the procedure discussed in this section is to choose the preamplifier gain, pream

plifier input capacitance, and second stage input capacitance to meet a settling time specification

withminimum power. The analysis startsby substimting equations (4.60)and (4.64) into (4.56)for

the time constant. The result is shown below.

2[a1+x +rc(l+aL)]CG1
x = = (4.66)

0)TLCGL
Nowequation [4.62] is used to eliminate CGL to obtain the following equation.

2[a.+x + rc(l+aL)]
x = ! - ~_ (4.67)

^Tl/c

The above equation is then solved simultaneously with equation (4.57) and optimized using a

computer. The model including velocity samration, mobility degradation, and subthreshold effects

discussed earlier in this chapter is used. Theresults are plotted in figures 4.24,4.25,4.26,4.27, and

4.28.
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Figure 4.24 Ratio of PreampLoad Transistor Size to InputTransistor Size versus Current Density,

a1=a2=o:L=l, £=1, G=l
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Figure 4.25 Optimized Preamp Gain versus Current Density, ai=C(2=otL=l. C=l»
G=l
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Figures 4.24 and 4.25 show that the optimal preamplifier gain APR£ tends to decrease as the

required settling time is decreased (required speed is increased). This result makes sense because

an increase in preamplifier gain implies areduction in the unity gain frequency ofthe load transis

tor in the preamplifier. As the speed requirement increases, the required value for the unity gain

frequency increases. As a result, the optimum preamplifier gain isreduced.
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Figure 4.28 shows that, as for the single stage amplifiers, the optimum current density for the

preamplifier driving a single stage amplifier increases as the required speed increases. Again, this

tendency is due to the fact that increasing the current density increases the unity gain frequency. It

is also worth noting that for long settling times the preamplifier driving a single stage amplifier is

actually more efficient in terms of power dissipation than the single stage amplifier orthe tele

scopic cascode.
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4.2.4 Two Stage Amplifier with Standard Miller Compensation

In some applications, especially those using small supply voltages, gain and signal swing

requirements may force the designer to use an amplifier consisting of two high gain stages. An

example of a single ended version of such an amplifier is shown in figure 4.29. A compensation

capacitor applies negative feedback around the output stage. Without this capacitor, the amplifier

has two low frequency poles. When feedback is applied around that amplifier, the real parts of the

pole positions remain atlow frequency while theimaginary parts become very large. This behavior

implies poor stability and long settling times. With thecompensation capacitor, sometimes called a

pole splitting capacitor, the amplifier has a low frequency pole and a high frequency pole. When

feedback is applied around theamplifier, thepoles movetoward each other along the real axis until

they meet and move into the complex plane. Using the compensation capacitor it is possible to

design the amplifier such that the poles remain real even after feedback is applied. Thus, the set

tling time is reduced and stability is improved. Miller compensation is further discussed by Gray

and Meyer[Gray93].

DD

BIASHC

VH
M,

Figure 4.29 Example of aSingle Ended T\vo Stage Opamp with Miller Compensation

Theamplifier is modeled as shown in figure 4.30 with the usual simplification to the feedback

network.
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(a) general circuit

(b) simplified circuit

Figure 4.30 Small Signal Model for the Hold Phase ofaSwitched Capacitor Sample and Hold
Circuit Using aTwo Stage Opamp withMiller Compensation
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__ cLE+cOP

The capacitor C, represents the load capacitance on the first stage and is the sum of the

input capacitance CG2 of stage 2and the parasitic capacitance ajCG1 contributed bystage 1.

cl ~ CG2 +ctiCGl (4.68)

C2 is the capacitance loading stage 2 and iscomposed of the external load, the loading pre

sented by the feedback network, and an output parasitic capacitance.
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C2 = CLE +CF (1 - f) +<x2CG2 (4.69)

By nodal analysis of the circuit of figure 4.30B, the following closed loop transfer function is

obtained for the amplifier.

ACL(s) =

where

NCL(S)

DCL<S)

gmlCC (gm2 ^

2 (gm2-fgml)CcS fgmlgm2
s + = + =—

t_»np — LiLnTL|LpTL^Lr<

The closed loop poles and right halfplane zero are shown in figure 4.31

T

X

co.

y *

CL b n i

JCO

9m2
zero at ~q~~

(4.70)

(4.71)

Figure 4.31 S-Plane Pole and Zero Positions for aSwitched Capacitor Sample and Hold Circuit

Using a MillerCompensated Two Stage Opamp
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Asbefore, itisuseful to rewrite the denominator ofthe closed loop gain expression into agen

eral form for the characteristic polynomial of a second order system.

^CL -s+ _2 ^2 °'nn

From the above equation, the following relations may beobtained.

1 (gm2-fgml)CC |fSmlgm2
CL i

2C

(4.72)

(4.73)

The transconductances can berelated to theinput capacitances by the following formulas.

gml =°>T.CG> (474)

8m2 = <*T2CG2 (475)

The quantity rc is now introduced to represent the ratio ofthe sizes ofthe two amplifier stages.

C~ (4.76)
r< = c

G2

Gl

Now equations (4.68), (4.71), and (4.73) through (4.76) can be used to obtain the following

equation for the input capacitance of the first stage amplifier.

(rc +al)<DCL^mT2rc-f<0Tl>
v-r'l —

2coCLC2
Gl [coT2rc-fcoT1-2(0^(^ +^)1 1 +

2fC2rccoT10)T2
(4.77)
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By substimting (4.33), (4.69), and (4.76) into (4.77), athird order equation inQj, is obtained.

The analysis will not be shown here. However, the graphical results of the computer optimization

are shown in figures 4.32,4.33,4.34 and4.35.

1.000

'G1

LE
0.500

0.200

0.100

0.050

0.020

0.010

0.005

0.002

ts=30ns tc=10ns

\ ts=20ns \

\\\\\ \ \
^\\\ \ \
\\\\\ \ \\

\ ^
ts=100ns\

% x^
X ^ ^ \

\\

^
V. V.

^
0.2 0.5 10

WFigure 4.32 Input Capacitance versus Current Density for aTwoStage Opamp with

MillerCompensation, £=1, ai=ot2=l, 0^0^=0.5, G=l

UimJ

Figure 4.32 shows that the optimum input capacitance gets smaller as current density is

increased.This makes sense because increasing the currentdensity of a transistor allows the same

transconductance to be obtained with a smaller device.
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Figure 4.34 Compensation Capacitance versus Current Density foraTwo StageOpampwith
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Figure 4.35 Total Bias Current versus Current Density for Two Stage Amplifier
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W f-1

Figure 4.35 shows that the optimum current density increases as the required speed increases.

This result matches that for the other architecmres. This occurs because increasing the required

speed increases the required unity gain frequency, and thus the required current density.
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4.2.5 Two Stage Amplifier with Ahuja Style Compensation

The two stage amplifier with standard Miller compensation described in the previous section

hasthe disadvantage of having a right half plane zero in the response due to the feedforward path

through thecompensation capacitor. This right halfplane zero tends to pull poles toward the right

halfplane in the closed loop system. As aresult, speed and stability are degraded. Techniques for

dealing with this problem have been proposed. One such technique involves putting a resistor in

series with the compensation capacitor[Gray93]. This has the effect ofmoving the zero farther into

the right half plane where its effect is reduced. Another technique involves moving the input side

of the compensation capacitor[Ahuja83][Ribner84]. An example of an amplifier using this second

technique is shown in figure 4.36. In this configuration, the compensation capacitor is connected

from the output nodeof the second stage to the cascode node of the first stage. Thus, the capacitor

closes a feedback loop around a two pole system.This contrasts with the standard Miller compen

sation technique where the capacitor is connected from the output of the second stage to the output

of the first stage and only closes a one pole feedback loop.
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Figure4.36 Two Stage Opamp with Ahuja Style Compensation
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Ageneral circuit model and a simplified small signal circuit model showing closed loop oper

ation are shown in figure 4.37.
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(a) general circuit

(b) simplified circuit TJ7

Figure 4.37 Small Signal Model for aTwo Stage Opamp with Ahuja StyleCompensation
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The behaviorof this amplifiermay be understood in the following way. Consider the pole-zero

constellation for the open loop amplifier with no compensation shown in figure 4.38a. The system

has two low frequency poles and one pole at a very high frequency. If feedback is added to the sys-
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tem without adding any compensation, the two low frequency poles will come together and split

off whilethe high frequency pole will go still higher. The result is a systemwith two poles closeto

the jco axis. A system with this configuration will settle very slowly.

—X

(a)Cc = 0,f=0

X

X

(b) Cc * 0, f=0

^0f

-X«-

(c) Cc*0,f*0

Figure 4.38 s-Plane Pole Zero Positions for aTwo Stage Opamp withAhuja Compensation for

Various Levels of Compensation and Feedback

JO)

JO)
i i

JCO

G



4.2 Settling Time Analysis ofSwitched Capacitor Gain Stages 179

Now, if the compensation capacitor isadded tothe open loop system as shown in figure 4.36,

the pole-zero constellation will look like the one in figure 4.38b. Note that two zeros have been

added to the system, one right half plane zero and one left half plane zero. The right half plane zero

is approximately the same distance from the j© axis as the left half plane zero. The locations z of

the zeros aregiven by the following formula.

z=±f£gm3 (4.78)
V c2cc

Alsonote that thehigh frequency pole present in figure 4.38a has moved to theright while one

of the low frequency poles has moved to the left. The poles then meet and split offthe real axis to

form acomplex conjugate pair of poles with highly negative real parts as shown in figure 4.38b.

The low frequency pole that does not move out to meet the high frequency pole moves closer to

the jco axis.

Finally, when feedback is added to the system, the constellation of figure 4.38c results. The

low frequency pole moves left along the real axis while the two higher frequency complex poles

move to the right.

The transfer function from input to output for theclosed loop system is given by the following

formula obtained by nodal analysis on the circuit of figure 4.37b.

ncl(s)
ACL(S> = tT^ (4/79)

^(gm2gm3-C2CCs2)
ACL(s) = r„ ^ in ^ S_Z nn ! n n r f„ „ „ <4-80>

2 v'&m2»m3 ^2^C° '

s3 + Um2C2 (C3 +CC)-

c2cT

fgmilC2Cd 2 Sm2Sm3CC ,
s + 2—S +

c2cT

'gmlSrn2Sm3

C2CT

where

,2CJ. = CJC3 +CJCC +C3CC (4.81)

With the assumption that the closed loop pole-zero constellation looks like the one in figure

4.38c, the characteristic polynomialD^ is forced to take the following form.
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DCL (s) = (s +(DCL) (s2 +2C<ons +to2) (4.82)

By equating the D^ of equation (4.80) to the Do, of equation (4.82), the following relations

may be obtained.

ny 2 Sm2Sm3CC ,A fiin2Ccori(Dri +0T = r— (4.84)
' n CL n n r2

i~2<~t

2 *gmlSm2^m3 (4.85)

As before, each transconductance can berelated to the gate capacitance of thetransistor it is

associated with by the unity gain frequencies as shown below.

S.I = °>T.CG1 <«6)

8n,2 = <°T2CG2 <4"87>

8m3 = <°T3CG3 <488>

The capacitors C„ C2, and C3 are related to the three gate capacitances as follows. C, is the

sum of the gate capacitance of M2, the drain capacitance of M2, and the drain capacitance of M,.

Cj =a1CG1+CG2+acCG2 (4.89)

C2 isthe sum ofthe gate capacitance ofM3 and the output capacitance ofthe first stage ampli

fier.

C2 = «2CG2 +CG3 C4.9Q)

C3 is the sum of the external load capacitance, the feedback loading capacitance, and the out

put capacitance of thesecond stage of the amplifier.

C3 = CLE +CF(l -0 +tt3CG3 <491>
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The following relations are also defined in order to relate the sizes of the three transistors.

rC2 =̂ (4.92)
^Gl

rC3 =̂ (4.93)
CG2

The analysis of this amplifier is not carried further by hand. However, a computerwas used to

optimize the amplifier to minimize power given a fixed speed. The results are shown in figures

4.39, 4.40,4.41,4.42, and 4.43. It was assumed here for simplicity that ©CL = con and C=l. If

these two assumptions had not been made, itwas found that coCL = 1.1 con and £=0.7 would have

been approximately optimal.



4.2 Settling Time Analysis of Switched Capacitor Gain Stages

0.001

0.0003

0.0001
0.4 0.5 1.0 2.0 5.0

Figure 4.39 Input Capacitance versus Current Density for an Optimized Opamp with j , „^ n
Ahuja Style Compensation, coCL=G>n, £=1. ai=a2=a3=occ=l, Cp/CLE=0.5, G=l yj ^—J

182



4.2 Settling Time Analysisof SwitchedCapacitor Gain Stages 183

rc2 - C
G2

30

20

15

10

7

5

2

1.5

1

0.7

0.5
0.4 0.5 1.0 2.0 5.0 10

Figure 4.40 rc2 versus Current Density for an Optimized Opamp with Ahuja

Style Compensation, coCL=(On, £=1, a1=a2=a3=ac=l, Cf/Cle=0.5, G=l

G1

;S?$.

<%?•
A ^

*«»-/W/y// /
//////// /

//if'//
/ y

*

M y/A/ /j /
//'////'/ / /

M V/V /
/

ts=10ns

f.V/'/'// ts=20ns

'/
'

20 40

W



4.2 Settling Time Analysis of Switched CapacitorGain Stages

0.4 0.5 1.0 2.0 5.0 10
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Figure 4.42 Compensation Capacitance versus Current Density for an Optimized | (p. A

Opamp with Ahuja Style Compensation, coCL=con, £=1, ai=cc2=a3=ac=l, Cf/Cle=0.5, W \$.TCi

Figure 4.42 shows that the optimal compensation capacitance decreases as the current density

increases. This result makes sense because the compensation capacitor works by providing feed

back around partof the amplifier. Increasing the current density tends to reduce the required sizes

of the transistors in the amplifier, and thus reduces the parasitic capacitances in the amplifier. With
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the parasitic capacitances reduced, the same feedback can be provided with a smaller compensa

tion capacitor.
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Figure 4.43 shows that increasing current density tends to reduce power dissipation for this

typeof amplifier architecmre. This happens because increasing the current density allows theuse

of a smaller compensation capacitor. Using smaller compensation capacitors tends to improve effi

ciency because it reduces theload to bedriven by thedifferent pieces of the amplifier.
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4.2.6 Three Stage Amplifier with Nested Miller Compensation

In applications where the available power supply voltage is low, a two stage amplifier may still

not be enough to meet a gain specification. Three stage amplifiers are of interest for these applica

tions. A three stage amplifier with two compensation capacitorshas been proposed by Escauzierr£_

schauzier921- A singleendedexampleof such anamplifier is shownin figure 4.44, anda small signal

model is shown in figure 4.45.
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BIAS d SmH BIAS. ?
'C1
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BIAS s

rii
? | BIAS C M,

^
Figure 4.44 A Three Stage Opamp with Nested Miller Compensation
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Figure4.45 Simplified Small Signal Equivalent Circuit of aThree Stage Opamp with Nested

Miller Compensation in a Switched Capacitor Gain Circuit (Feedforward Path through the

Feedback Capacitor Neglected)
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The pole-zero constellation for theopen loop uncompensated systemis shown in figure 4.46a.

It consists of three poles, allat low frequencies. If feedback is placed around this amplifier without

compensation, onepole willmovealong thereal axis to theleft, and theother two poles willmove

toward the right half plane. The closed loop amplifier will be unstable withoutcompensation.
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Now consider the effect of Cq alone. The pole-zero constellation corresponding to this case is

shown in figure 4.46b. A right half plane zero has been added, and one of the poles has been

pushedto the left. The pole positions now resemble thoseof figure 4.46b.
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Now, the other compensation capacitor isadded. This change results in the pole-zero constel

lation offigure 4.46c. Azero has been added to the left half plane, and the high frequency pole has

been pulled in to meet one ofthe low frequency poles. Both ofthese poles then move off the real

axis toform apair ofcomplex poles. When feedback isadded to this system, itbehaves like figure

4.47.

U0)

-*-

Figure 4.47 s-Plane Pole and Zero Positions for aThree Stage Opamp with Nested Miller
Compensation During the Hold Phase in a Switched Capacitor Gain Circuit

To quantitatively describe the transient behavior ofthe amplifier, nodal analysis is applied to

figure 4.45 yielding the following closed loop transfer function.

where

^T tCCl <C2 +CC2) s* +gm2CC2s "gn^ms)
NCL CT

A/->i —CL " D
CL

D
CL

DCL = s3+[gm3CC2(Cl+CCl)-gm2CClCC2-fgmlCCl(C2 +CC2)l-3

and

S ^SmlSm2Sm3
+ (gm2gm3CCl-fgmlgm2CC2)T3 + ^3

(4.94)

(4.95)

C3T = C3 (C1 +CC1) (C2 +CC2) +C,CC1 (C2 +CC2) +C2CC2(C, +CC1) (4.96)
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The zeros are given as follows.

-Sm2CC2 . If gm2CC2 ^ . gm2gm3
2CCl(C2 +CC2) ti\2CCl(C2 +CC2U CCl(C2 +CC2)

(4.97)

Now, the characteristic polynomial in (4.95) is forced to be equal to the following characteris

tic polynomial corresponding to onereal pole and two complex poles.

DCL = (s +©CL) (s2 +2C©ns +co2) (4.98)

By equating equations (4.95) and (4.98), the following relations are obtained.

gm3CC2(Cl+CCl)"gm2CClCC2-fgmlCCl(C2-fCC2) ,. QQ,
<°CL +2?CDn(0CL = -3 (4'99)

^•«T»

2 8
I,<0CL + COn = -

m2gm3CCl fgmlgm2CC2

•^"CL
fgmlgm2gm3

(4.100)

(4.101)

Now, as before, for each stage, the transconductance is assumed to be proportional to a corre

sponding inputcapacitance for that stage as shown below.

gml = <oT1CG1 (4.102)

8»2 = ®T2CG2 (4-103>

Sm3 = <°T3CG3 <4104>

The parasitic capacitance C, is the sum of the input capacitance of the second stage and the

output capacitance of the first stage. Similarly, C2 is the sumof the input capacitance of the third

stage and the output capacitance of the second stage. C3 is the sum of the outputcapacitance of the

thirdstage, the feedback load, andthe external load. These relations are expressed mathematically

below.

cl = CG2 +(XiCGl <4-105)

C2 = CG3 +a2CG2 (4.106)
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C3 = CLE +CF (1 - f) +a3CG3 (4.107)

The following ratios are introduced to describe therelative sizes of the amplifier stages.

rC2 =̂ (4.108)

rC3 =p- (4.109)

The analysis is not carried further by hand here. However, a computer wasused to obtain a

minimum power solution thatmeets a speed specification. Theresults aregraphed in figures 4.48,

4.49,4.50,4.51,4.52, and 4.53. It wasfound that the optimum designcorresponded approximately

to coCL=l .lcon and £=0.7. However, to simplify the analysis coCL=con and £=1 was assumed here.
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Figure 4.48 Input Capacitance of an Optimized Three Stage Opamp withNested Miller

Compensation, coCL=0)n, £=1, a1=a2=a3=l, Cp/Cu^O.5, G=l
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Figure 4.48 shows that the optimum input capacitance decreases as the current density

increases. This effect is present in all of the amplifier architecmres discussed in this document.

This effect is due to the fact that increasing the current density reduces the transistor size required

to achieve a specific transconductance.
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rc3 " Q
'G3

G2

Figure 4.50 Gate Capacitance ofStage 3versus Current Density for aThree Stage Opamp
with Nested Miller Compensation, <0cL,=©n, C=l« 0Ci=O2=a3=ac=l, Cf/Cle=0.5, G=l
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w f-1

Figures 4.49 and 4.50 show that the optimum values ofrc2 and rc3 increase with current den

sity. In other words, it is optimal to make the last stage ofthe amplifier much larger than the first

stage when current density is high. These figures also show that the optimal values for rc2 and rc3

increase asthe required settling time isrelaxed. Both ofthese effects may beunderstood in the fol

lowing way. As current density is increased orsettling time is increased, a capacitor of a certain

size can be driven at a certain speed using a smaller transistor. In a three stage amplifier, the load
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capacitance to be driven is the input capacitance ofthe following stage ofthe amplifier. Therefore,

if the speed requirement isrelaxed, the input stage can be reduced in size relative to the size of the

second stage.

'SI
'LE
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0.2 0.5 1.0 2.0 5.0 10 20

Figure 4.51 CCJ versus Current Density for aThree Stage Opamp with Nested Miller | (\i A "\
Compensation, (0CL=C0n, £=1, a,=a2=a3=ac=l, CF/Cjj==0.5, G=l W y\lTV\ J
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Figure4.52 CC2 versus Current Density for aThree Stage Opamp with Nested Miller

Compensation, C0CL=C0n, C=l» oti=a2=a3=ac=l, Cp/Cu^O.5, G=l

Figures 4.51 and 4.52 show that the optimal sizes of the compensation capacitors decrease as

current density increases and as the settling time requirement is relaxed. This effect is due to the

fact that Millercompensation works by applying feedback around some part of the amplifier. Since

both increasing current density andincreasing settling time allowthe use of smaller transistors, the

same amount of feedback can be obtained with a smaller compensation capacitor.
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I mA

CLE pF

Figure 4.53 Total Bias Current versus Current Density for aThree Stage Opamp with J_ [il_ |
Nested Miller Compensation, u)CL=©n. £=1, a1=a2=a3=ac=l, Cf/ClesO.5, G=l W VM>m )

4.2.7 Comparison of Topologies

In this section, a briefsummary comparing the previously discussed amplifier topologies is

presented. The graph in figure 4.54 compares the power dissipation ofthe different architecmres at
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avariety of speeds: The assumptions used to generate this graph are summarized in tables 4.2 and

4.3.The settling error e is defined the same way here asit is in chapter 3.

Table4.2 Assumptions used in the Opamp Comparison

^S ~ ^F ~ O^LE

L = 1.2pm

settling error e=1/1024

Table4.3 Assumptions Used in the Opamp Comparison

single
pole am

plifier

Cascode

amplifier
folded

Cascode

amplifier

preamp

driving a
1 stage

amplifier

2 stage
amplifier

with

standard

Miller

compens

ation

2 stage
amplifier

with

Ahuja
compens

ation

3 stage
amplifier

with

nested

Miller

compens

ation

a = 1 OCj = 1 01] = 1 a, = l «. = 1 a, = l a, = l

a2 = 1 a2 = 1 «L=1 a2 = 1 ac= 1 a2 = 1

a3 = 1 a2 = 1 c*2 = 1

a3 = 1

a3 = 1

u = 524 |i, = 524 H, = 160.! Uj = 524 Uj = 524 u, = 524 a-! = 524

U2 = 524 u2 = 524 uL = 524

u2 = 524

u2 = 524 u2 = 524

u3 = 524

p2 = 524

p3 = 524

r>n2cm

Vs

„™2cm

"vF

cm

v7 ^m2cm

^rr,2cm

^v7
cm cm
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Table 4.3 Assumptions Used in the Opamp Comparison

Esa, = 1-5 Esa«l = 1-5 E$a,. = 5-19< Esa,. = 15 Esa«l = I-* Esa«l = 15 E..,i = 1-5

E,a,2 = 15 Esat2 = 1-5 E,a,L = 1-5

ESat2 = I-*

Esa«2 = J'5 Esa«2 = !•*

Esa,3 = 1-5

Esat2 = 1-5

E$a,3 = L5

V V V V V V V

pm pm u.m urn pm pm pm

C = i C = i C=i C=i

I2 I
— = 2—
w2 \N

I2 1,

w2 w,
>2 >1
w2"w,

*3 Jl
W, Wj

12 h
w2 w,

w3 w,

200
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Figure 4.54 Ratioof Total BiasCurrent to LoadCapacitance for Various Opamp
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Note that at all speeds the telescopic cascode amplifier dissipates less power than the single

transistor amplifier. In a telescopic cascode amplifier, the output transistor (cascode) can be sized

smaller thanthe input transistor. This allowsthe outputcapacitance to be smallerfor the telescopic

cascode amplifier than it is forthe singletransistor amplifier.

. From the graph, it can be seen that the powerof the preamplifier driving a single stage ampli

fier is inversely proportional to the squareof the time constant. This is true because the transcon-



4.2 Settling Time Analysis ofSwitched Capacitor Gain Stages 202

ductance of the second stage of the amplifier is boosted by the preamplifier. This fact makes the

preamplifier driving a single stage amplifier to bethe most efficient of thetopologies discussed at

low speeds.

This idea can be extended to multiple preamplifiers driving a single stage amplifier. If the

amplifier is designed such that the closed loop configuration has all the poles at the same fre

quency, then the required power dissipation Pat low speeds is given by the following formula.

KCi p
p = —y? (4.110)

Tn-1

In the above formula, K is a constant, and n is the number of preamp stages driving the high

gain stage.

It should be noted that in this analysis, slew rate limitations are neglected. In most practical

cases at low speed, slew rate requirements would prevent the power dissipation from dropping as

the square of the settling time. A linear decrease is expected in the slew rate limited case. How

ever, if the voltage swingcanbe reduced, slewing effectscanbe avoided.

The graph in figure 4.54 compares the power dissipations of the different architectures for a

fixed closed loop gain of 2. It is also interesting tocompare the speed performance of the different

amplifier architectures as the closed loop gain specification is varied. In this graph, it is assumed

that in the multipole amplifiers the poles are all at the same frequency. When interpreting the

results of this graph, it is important to keep in mind that for the same time constant the multipole

amplifiers take somewhat longer to settle. However, this graph indicates some interesting trends.

The most obvious trend is that the multistage amplifiers perform much better than the single stage

amplifier for high closed loop gain. This performance improvement ispossible because ofthe buff

ering action provided bythe extra stages. However, the high performance of the telescopic cascode

amplifier across the range shows that many of the benefits of the multistage amplifiers can be

obtained by simply adding cascode transistors to thesingle stage amplifier.
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APPENDIX

In this appendix, a numberof amplifier optimizations are performed with a variety of assump

tions. These different optimizations are included to addressdifferent applications. For example, in

some applications the speed requirement and sampling capacitance might be fixed with the goal of

minimizing powerdissipation. A low noise application where the required samplingcapacitance is

determined by thermal noise is an example of such a case. In some applications, thermal noise may
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notbe an important issue. In these cases, the designer might be free to vary the sizeof the sam

pling capacitor. In these cases, adifferent optimization procedure isappropriate. The optimizations

included here are summarized in table 4.4.

Table 4.4 Summary of Switched Capacitor Amplifier Analysis

Section Architecture
Fixed

Parameters

Modeling
Assump.

Independent
Variables

Optimized
Variables

Example
Application

4.A. 1.1 . Single- CLE CF CGi power

stage

Single Pole
G=CS/CF

I/W

speed (t)

I minimizing

switched

capacitor

gain

stage

with a

fixed speed

but no

noise

constraint

4.A. 1.2 Single -
Stage

Single Pole

CLE

G=CS/CF

I/W

0)7

cF

Cgi speed (t) speed

maximizing

switched

capacitor

gain

stage

with a

fixed noise

spec.
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Table 4.4 Summary of Switched Capacitor Amplifier Analysis

Section Architecture
Fixed

Parameters

Modeling
Assump.

Independent
Variables

Optimized
Variables

Example
Application

4.A. 1.3 Single -
Stage

Single Pole

CLE

G=CS/CF

CF

long channel Cqi It2 optimizing

speed and

power of

switched

capacitor

gain

stages

with

fixed noise

constraints

4.A. 1.3.1 Single -
Stage

Single Pole

CLE

G=CS/CF

long channel Cf It2

4.A. 1.3.2 Single -
Stage

Single Pole

CLE

G=CS/CF

long channel

cOP=o

Cqi

CF

It2

4.A.2.1 Two Pole

Telescopic

Cascode

CLE

G=CS/CF

r=CG2/CGl

I/W

o>r

speed (t)

Cf Cqi

I

high speed

moderate

accuracy

switched

capacitor

gain stages

4.A.2.1.1 Two Pole

Telescopic

Cascode

G=CS/CF

r=CG2/CGl

long channel Cf
2\ifrf\
lHCleJ

4.A.1 Single Stage Amplifier Optimizations

This section deals with single stage single pole amplifiers. These amplifiers are concepmally
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the simplest, and these also are the most easily analyzed.

4.A.1.1 Minimum Power with Fixed Speed

The goal of this analysis is to meet a speed requirement with minimum powerwhile the feed

backcapacitance is allowed to vary. This typeof analysis mightbeusefulin a low resolution pipe

lined ADC where noise constraints arenot an important issue. In the front end stages of a high

resolution pipelined ADC, where noise constraints are important, freedom to vary the size of the

feedback capacitance is limited. In thiscase the analysis presented above is applicable.

A trade-offexists in choosing the feedback capacitance because as the feedback capacitance is

increased the load capacitance andthe feedback factor both tend to increase. Increased loadcapac

itancetends to slow things down, but increased feedback factor tends to speed things up.

Because the speed is fixed, the time constant x is fixed, and because the current density is

fixed, the current and thus the power is proportional to the inputcapacitance Qj,. Therefore, mini

mizingthe input capacitance minimizes the power. To minimize the power, equation (4.36) is dif

ferentiated with respect to Cp and the derivative of C0, with respect to CF is set to zero as shown

below.

dCG1
G1 = 0 (4.111)

dCF

The above operation results in the following relation between On andCP

(G+1)CLE +2GCF

CG1 =eoTT-a(G+l)-l (4H2)
When equations (4.36) and (4.112) are combined, the following relations are obtained.

0)Tx(G+l)-l
c ©TT +a(G+l) -1+ [a>TT-a(G+l)-l]

CLE [coTT-a(G+l)-l]2-4aG

CG1 _ [^KG+D-l +JS] -a(G+l)2
CLE [(coTT-a(G +l)-l)]2-4aG

(4.113)

(4.114)
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From equation (4.114) itis possible to determine the maximum possible speed (minimum time

constant t . ) by setting the denominator to zero.The result is shown below,
mm J

'Gl

'LE

100

10

1

0.1

io-2

10"3

10"4

10"5

10"6

©Txmin =ct(G+l)+,y4aG +l (4.115)

G=0

\G==1
G=8

\
^|L̂

^̂
^^,s^»

<̂^
^^<^

10 100 1000 10' 10! 10<

C0-.T

Figure 4.56 Input Capacitance Versus Normalized Time Constant for Single Pole Amplifier with

OptimizedFeedback Capacitance, Cfc=l
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Figure 4.56 shows aplot ofthe optimized input capacitance versus speed as given by equation

(4.114). A plot of the optimum feedback capacitance is shown in figure 4.57. Fortime constants

below the minimum time constant xmin, no solution ispossible. However, it is interesting to note

that forG>0 the power does not approach infinity asthe limit x . is approached.

LE

2.0

1.0

0.5

0.2

0.1

5*10"2

2*10"2

10*

5*10'3

2*10-3

10"3

G=0
w

G=1

\ \\ILgs8

\
\

V

\ >^

^\
^,

\
^

10 100 1000 10' 10s 10*

co_x

Figure 4.57 Optimum Feedback Capacitance to Minimize Power versus Normalized Time
Constant for Single Pole Amplifier, a=l



4.2 Settling TimeAnalysis of Switched CapacitorGainStages 209

4.A.1.2 Maximum Speed with Fixed Feedback Capacitance

In this section, the feedback capacitance is fixed, and the input capacitance is adjusted to max

imize the speed. The analysis for this situation is discussed extensively by Conroy[Conroy94]. To

accomplish this goal, equation (4.36) is differentiated with respect to CGl, and thederivative of the

time constant with respect to CGl is set to zero. The result is shown below and graphed in figures

4.58 and 4.59.
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Figure 4.58 Minimum Time Constant versus Feedback Capacitance, cc=l
'LE
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(4.116)

(4.117)
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4.A.1.3 Speed and Power Optimization with Variable Current
Density-Long Channel Model

In thisanalysis, thecurrent density is allowed to vary. The long channel model given by equa

tion (4.3) is used to model the transconductance. This analysis has the advantage of allowing the

optimum current density to bedetermined, but its applicability is limited to cases where thelong

channel model is valid.

Nodal analysis of figure 4.8 results in the following formula for the time constant.

CLE +CF(l-f)+<xCGl CLE +CF(l-f)+aCG1
T = ; = 1 (4.118)

fgm ,L „ W
WCoxl1

The widthW is eliminated from the above equation by assuming thatQj^C^WL. This substi

tution leads to the result shown below.

CIE +CF(l-f)+ccCG1
t = J± F 21 (4.119)

The formula for the feedback factor from equation (4.33) is then plugged into the above equa

tion to obtain the following formula.

.-1/2 ^ J/2 „n ,r
'Gl2 ,CWm fC.Wn <XC,C/C, •**tLL_l£{T£i| +B 'Gl \ "^LE

CLE ^2^ VCLEJ VCLeJ CF VCLE
In the above formula, B and T are given as follows.

} (4.120)

Q

B=a(l+G)+l+-?t? (4.121)
LF

GCF
T = 1+0 +-^ (4.122)

CLE
In order to determine an optimal design, equation (4.120) is differentiated with respectto CGi,

and thederivative of xVl is set to zero. The result is shown below.
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£1 _ _
CLE 27UnJ«lcLEJl '+ b2

'Glopt

CLE 6«IcleJ
-1+ 1 +

12aT

UJB4

I CoxL ,4B2
(^-)(W}opt 2px2 V9 2+ 1 +

12aT

B'

(4.123)

(4.124)

->('
Note that the optimal current density is proportional to the cube of the channel length. Figure

4.60 shows aplot ofthe optimum value ofQji versus CP Figure 4.61 shows agraph ofequation

(4.125).
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Figure 4.61 Minimum Current versus Feedback Capacitance, tt=l

4.A.1.3.1 Speed and Power Optimization withVariable Feedback
Capacitance

If the optimization on equation (4.125) is extended, an optimal value of feedback capacitance

to minimize power or maximize speed can be determined. The resulting relations are shown below.
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CJ2£!= EfoSUl
CLE Vgclev cle

3 /O^.Y2 C

R?) ♦»R?) *x
Glopt

'LE

+ Y = 0

U = a[a(l+G) +l]2-4cc2G

V =
l-a2(l+G)2

U

X =
-(1+G) [2 + <x(l+G)]

U

Y =
(1+G)

U
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(4.126)

(4.127)

(4.128)

(4.129)

(4.130)

(4.131)

The following variables are defined in order to help in solving the cubic equation given by

equation (4.127).

cA =
(VZ-3X)

cB =
(2VJ-9VX + 27Y)

27

M= 27~T

6 = atari

1/6

sm=l-f +M

(4.132)

(4.133)

(4.134)

(4.135)

(4.136)
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CG1

CLE
=sm[cos(?)-V3sin(|)] (4.137)

Figure 4.62 shows aplot ofthe optimized input capacitance versus G. Figure 4.63 shows aplot

ofthe optimized feedback capacitance versus G, and figure 4.64 shows aplot ofthe product of the

current and the square of the time constant normalized to the technology.
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4.A.1.3.2 Special Case: No Output Parasitic Capacitance (a = 0)

In order to provide some intuition to the above analysis, the case where the output parasitic

capacitance isnegligible isanalyzed. Setting a tozero greatly simplifies theanalysis. 'With a = 0

equation (4.120) simplifies to the following formula.

GCpN/C,I

LE
V2p [1+G +

-1

2

cleA<sr *■♦*)(&)
1/2

(4.138)
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When the input capacitance is optimized to minimize the time constant or the current density,

the following relation is obtained.

cF
1+G + G

0(31 ^ LR (4.139)
CLEJopt i , CIE

CF

The corresponding optimized time constant isgiven bythe following formula.

t2 I =4(£l(l+G +G±!l(l +2£l (4.140)
cLE U"A cleA c F

As in the previous section, the optimization can be taken further by finding the feedback

capacitance that minimizes the time constant. When this is done, the following relations are

obtained.

(it) =J"+J (4141)v LE/0pt

iSl") =1+G (4.142)
>. LE/0pt

The corresponding optimized time constant is given by the following formula.

^_L=4(g)(7rTG+7G)2 (4.143)
Equation (4.142) states that the input capacitance of the amplifier should optimally beas large

as, or in a high gain design much larger than, the load capacitance. However, the output capaci

tance has an important effect, and figure 4.62 shows that the optimum input capacitance may be

much smaller than the load capacitance if the output capacitance is comparable to the inputcapac

itance.

4.A.2 Telescopic Cascode Amplifier Optimizations

In this section, some optimizations of the telescopic cascode amplifier are treated. The tele

scopic cascode amplifier is not as simple as the single pole amplifier, butit is simple enough that

some degree of closed form analysis is possible.
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4.A.2.1 Optimization of Feedback Capacitance to Minimize Power
- Fixed Current Density and Speed

Equations (4.56) through (4.65) may be combined to obtain the following equation for the

time constant as a function of the feedback capacitance, the input capacitance, the feedback factor,

the unity gain frequency, and r.

cLE+cF(i-f)+a3rCG1
x = s (4.144)

2C2u)T1CG1f

Now it is assumed that the time constant and current densities are fixed parameters. This

implies that r is also fixed. In that case, the power is minimized by minimizing the input capaci

tance CG1. In this section, the optimal value of CF tominimize the input capacitance is determined

with the following results.

5^E +2G+./f4G} f(l+G)2a,r+ (1+G)E +G1
(4.145)CG1 (1+G)E +2G +J(4G) [(l+G)2ot3r+(l+G)E +G]

CLE (E2-4a3rG)

CF |,l*CGi(„ CG1 ,) (4.146)

E=2t2coT,T- (1+G)a3r-1 (4.147)

4.A.2.1.1 Results of Optimization Using the Long Channel Model

If the long channel model isassumed, gm2 can berelated to gml by the following expression.

gra2 =gm.^ <4148>

Then, substitution of (4.64) and (4.148) into (4.56) results in the following equation for ©T1T.

a, + (1 +oc,)rco x = J 2_ (4 149)
Jr

Substituting this result into the above three equations makes them independent of the time

constant and unitygain frequencies. However, theequations are still dependent onr. E can nowbe

rewritten in terms of r as shown below.
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E=̂[a'+(r1+Ct')r]-a+0)«3r-l (4..50)
The ratio ofcurrent to input capacitance may be expressed in terms ofthe ratio rand the time

constant by combining (4.4) and (4.149) as shown below.

T 4[a, +(l+a,)r]2A2>iI l V [L l (4151)
C-G1 ITT

Now afigure ofinefficiency, the product ofcurrent, time constant squared, and 2p/L divided

by the load capacitance can be written using equations (4.145) and (4.151). The result is shown

below.This result is the optimized figure of inefficiency.

2u 2 , 4[a| +(l+a2)r]2{(l+G)E-H2G-»-7(4G)[(l-fG)2a3r-»-(l+G)E+Gl}
l2(T)C^ r(E2-4a3rG)

%)
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The results of this analysis are plotted in figures 4.65,4.66, and 4.67.

'LE G=7 G=4 G=3 G=2

/// / / / G=1

1

Figure 4.65 Telescopic Cascode Optimum Feedback Capacitance versus r for Long
Channel Model, a1=a2=a3=l, £=1

4

r
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G=7 G=3 G=2

'G1

LE 5

Ws^ G=1

P1H-+- I ""
0 12 3 4

Figure 4.66 Telescopic Cascode Optimum InputCapacitance versusr for LongChannel

Model, ai=a2=a3=l, £=1
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It2 (2\l
(5)'LE

Figure 4.67 Telescopic Cascode Minimum Current versus r for Long Channel Model,

a1=a2=a3=l, £=1
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CHAPTER 5

OPTIMIZATION TECHNIQUES FOR
PIPELINED ANALOG TO DIGITAL

CONVERTERS

A numberof issues are involved in the design of pipelined analog to digital converters. These

issues require the designer to make anumber of design decisions. For example, thedesigner must

choose the supply voltage, the resolution of each stage, and the sizes of the capacitors in the sam

ple and hold circuits. In this chapter, these issues are discussed in order to facilitate these design

choices.

5.1 Pipelined Analog to Digital Converter Design in the Absence
of Noise

If theresolution requirement is sufficiently low orif the power supply voltage is sufficiently

high, thermal noise isnot aserious issue in the design of pipelined analog todigital converters. In

this case, the design is then likely to involve a simple trade-off between speed and power. In this

section, such a situation is analyzed with the goal of meeting a speed requirement with minimum

power. It is assumed here that the residue amplifiers in the pipeline use class A operational ampli

fiers and that these amplifiers are the only significant contributors to the power dissipation. The

optimization will begin byconsidering an individual amplifier in the pipeline and sizing the sam

pling capacitor to meet aspeed requirement with minimum power. In this analysis, each stage of

the pipeline is assumed to be equal in size. Therefore, the capacitance loading each amplifier

includes acomponent equal to the sizeof thesampling capacitance.

5.1.1 Optimum Sampling Capacitor Size to Minimize Pipeline Power

Here, the speed and power dissipation of a single residue amplifier in the pipeline are dis

cussed. In this section, it is assumed that the sample and hold circuit operates as shown in figure

5.1. Note that it is assumed here that the feedback capacitor is used for both feedback and sam-
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pling. The circuit shown in the figure is single ended. In practice, afully differential configuration
would usually be used, but in this model asingle ended configuration is shown for simplicity.
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(a) sampling phase

(b) hold phase

Figure5.1 Switched Capacitor Sample and Hold Circuit Operation
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The circuit is composed ofan operational amplifier, capacitors, and switches. The circuit oper

ates on two phases. During the sampling phase, the input signal is connected to the bottom plate of

the sampling capacitor and feedback capacitor while the top plates are grounded. During the hold

phase, the top plates ofthe capacitors float while the bottom plate ofthe sampling capacitor is con

nected to aDC value, and the bottom plate of the feedback capacitor is connected to the output.

The amplifier is assumed to drive the next pipeline stage ofthe same size. Therefore, the load to

the amplifier is composed ofCs, C* and Cle. The capacitor C^ includes the comparator input

capacitance and parasitic capacitance due to interconnect. As in chapter 4, the symbol Gis used to

describe the ratio of the sampling capacitance to the feedback capacitance.

G = _* (5.D

The above ratio has astrong influence on the feedback factor. The feedback factor isdefined as

the ratio of the input voltage Vj tothe output voltage v0 inthe closed loop circuit.

f =!2 = ' = L_ (5.2)
1+ —+-— l+G + -_—

In order to simplify the analysis here, the amplifier is modeled as a simple one transistor

amplifier as shown in figure 5.2, and slewing effects are ignored.

To analyze the step response of thecircuit, thecircuit is modeled asshown in figure 5.3.



5.1 Pipelined Analog to Digital Converter Design intheAbsence of Noise 231

cF

DD

BIAS d

%
1«
5

Cle+Cs+Cf

V,„ ( +

Figure 5.2 Circuit Model fortheHold Phase ofa Switched Capacitor Gain Stage

Using a Single Transistor Opamp

cF

c6,

transistor portion
4>

Cle+Cs+Cf

9mVi
Cop = aCG1

T
Figure 5.3 Small Signal Equivalent Circuit ofthe Hold Phase ofa Switched Capacitor Gain Stage
Using a Single TransistorOpamp
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In this analysis, the current density is assumed to be fixed. This assumption implies that the

unity gain frequency of the transistor in the critical path is also fixed. This assumption leads to an

analysis that is technology independent. The analysis is general enough to apply to bipolar transis

tors as well as MOSFETs. Formore information, this type of analysis is treatedcarefully by Con-

r°yiConroy94A]-

To begin this analysis, the transconductance is related to the input capacitance by the unity

gain frequency coT as shown below.

gm = <oTCG1 (5.3)

In the analysis here, the ratio G of samplingcapacitance to feedback capacitance is assumed to

be constant. A nodal analysis of figure 5.3 yields the following formula for the time constant x.

CLE +CS+CF +CF(1-f)+aCGl
x = (5.4)

fSm
Now equations (5.1), (5.2), (5.3), and (5.4) arecombined to eliminate f, gm, and Cs. The result

is shown below.

c^,\1
t =

<°TCG1 L
(l +G+-^1(CLE+ (G +2)CF+aCG1) -CF (5.5)

The goal of this analysis is to meet a given speed requirement with minimum power while the

feedback capacitance is allowed to vary. A trade-off exists in choosing the feedback capacitance,

because as the feedback capacitance is increased, the load capacitance and the feedback factor

both tend to increase. Increased load capacitance tends to slow things down, but increased feed

back factor tends to speed things up. Figure 5.4 shows a plot of CGi versus CF based on equation

(5.5). Because the currentdensity is fixed, power in this graph is proportional to Qj,. From this fig

ure, it can be seen that there is an optimum feedback capacitance to minimize the power. The fol

lowing example can give some context to the graph. For the case where the ratio of current to

transistor width is lpA/pm, Cox=1.535 fF/(pm)2, and channel length is 1.2pm, CGi/Cjje=1 corre

sponds to a bias current of 543pA/pm.
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5 C,

Figure 5.4 Input Capacitance ofResidue Amplifier Versus Feedback Capacitance, G=l, LE

ct=l

Because the speed is fixed, therequired time constant T is fixed, and because thecurrent den

sity is fixed, the current and thus the power are proportional to the input capacitance Q;,. There

fore, minimizing the input capacitance minimizes the power dissipation. To minimize the power

dissipation, equation (5.5) is differentiated with respect to CB and the derivative of CG1 with

respect to CF is set to zeroas shown below.

dC,
'Gl

dC
= 0 (5.6)

The above operation results in the following relation between CG, and CP
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CG1 ~
(G +1)CLE+2(1+3G +G2)CF

©TT-(G +2)-a(G+l)

When equations [5.5] and [5.7] are combined, the following relations are obtained.

LE

[©TT-(G +2)-(X(G + l)] 1 +
(G+l)u)TT-l

G2 +3G+1 J
+ 2a(G+l)

[coTx- (G +2) -a(G +l)]2-4a(G2 +3G+l)

CG, [7a)TT(G +l)-l +̂G2 +3G+l] -a(G+l)2
CLE [coTT+(G +2)-a(G+l)]2-4a(G2+3G +l)

234

(5.7)

(5.8)

(5.9)

From equation (5.9) it is possible todetermine the maximum possible speed (minimum time

constant t . )by setting thedenominator to zero. Thiscorresponds to thetimeconstant for which
mm J °

the minimum power goes to infinity. This time constant corresponds tothe maximum speed. The

result is shown below.

T min
= (G +2) +a(G +l)+A/4a(G2 +3G+l)

The results of thisoptimization analysis are shown in figures 5.5 and 5.6.

(5.10)
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3*10

3«10

10 100 1000 104 105

Figure 5.5 Feedback Capacitance Versus Normalized Time Constant, a = 1
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(O-T

These graphs show that both the optimum feedback capacitance and optimum input capaci

tance tend to be reduced as speed is reduced if the current density is fixed. Figure5.6 shows that

power dissipation tends to increase as the gain is increased. Figure 5.5 shows that at low speed

increasing the gain tends to result in a smaller value for the optimum feedback capacitance. How

ever, increasing the gain tends to increase the optimum feedback capacitance as the speed limit of

the technology is approached.
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CG1 100Q

10 100 1000 104

Figure 5.6 Input Capacitance Versus Normalized Time Constant a = 1
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C0-.T

5.1.2 Optimum Number of Bits Per Stage to Minimize Pipeline Power

In pipelined analog to digital converter design, the number ofbits resolved by asingle stage of
the pipeline is akey design decision. Resolving alarge number of bits in each stage requires the
use of an operational amplifier with alarge closed loop gain, and thus alow feedback factor.

Resolving alarge number ofbits in each stage also implies the need for alarge number ofcompar

ators in each stage. Because the amplifier must drive these comparators, increasing the number of

comparators increases the load capacitance presented to the amplifier. Therefore, if the speed and
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overall resolution requirements are fixed, increasing the per stage resolution increases the per stage

power dissipation. On the other hand, increasing the per stage resolution reduces the number of

stages required in the pipeline. This tends to save power. Therefore, a trade-off exists in choosing

the per stageresolutionof a pipelined analog to digital converter. In this section, the per stage res

olution will be chosen to minimize the power dissipation.

An analysis is presented here in an effort to quantify the optimizationof the per stage resolu

tion. This problem has also been treated by LewisrLewis92]. Theanalysis here builds ontheresults

of the previous section. The powerdissipated perstage is proportional to the input capacitance of

the amplifier as given by equation (5.9) andrepeated here forreference.

.2

f r>TT(G+l)-l +VG2 +3G+ll -a(G+l)2]
=CLE i1-1 5 =*—5 <511>l[coTT+(G +2)-a(G+l)]2-4a(G2+3G+l)J

CLE in the aboveexpression is assumed here to be composed of two components: a parasitic

capacitance On due to interconnect, andthe combined load presented by the comparators. There

fore, Cle is given by the following expression where Ccomp is theinput capacitance of acomparator

and n is the per stage resolution.

CLE =2(2n-l)Ccorap+CIN (5.12)

The above formula assumes that each stage of the pipeline has 1 bit of redundancy for error

correction. This is common practice. For very small values of n, more redundancy than predicted

by this formula is required because the number of comparators cannot be less thanone.Therefore,

this analysis is expected to underestimate the required power dissipation for pipelines with small

values of n.

The total power of the pipelinedanalog to digital converteris proportional to the input capaci

tance given in equation (5.9) multipliedby the numberof stages Ns in the pipeline. The number of

stages in the pipeline is simply the overall resolution NB divided by the per stageresolution.

NB
N = -2 (5.13)

s n
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Therefore, the combined input capacitance ofall of the amplifiers in the pipeline is given by

the following equation if all of the stages are assumed tobeidentical.

CT , f[>TT(G +l)-lWG2 +3G +l] -<x(G+1)2|
_I = -r2f2n —nc +c li — • —i P.J^UNB nlM ; "ra" ,N l[a,TT+(G +2)-a(G+l)]2-4a(G2 +3G+l)J

With the assumption that Q^Cm and G=2n-1, this equation is plotted in figure 5.7. Note that

the optimal per stage resolution is less than 1regardless ofthe speed. The power dissipation for

small values of n isactually higher than what is shown in this graph due tothe fact that fractional

numbers of comparators cannot be realized. However, the general trend that the optimal per stage

resolution is less than 1 is still trueeven if the minimum numberof comparators is set at 2.
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NBCIN 100

1.6 2.0

n bits

Figure 5.7 Total Amplifier Input Capacitance Versus the Per Stage Resolution

5.2 Pipelined Analog to Digital Converter Design in the Presence
of Noise

If the required resolution is high, or if the available supply voltage is low, thermal noise

becomes a significant issue. The thermal noise issue greatly affects the choice of the size of the

sampling capacitors and the per stage resolution. In this section, techniques for determining the

appropriate values for the sampling capacitance and per stage resolution are discussed. The effects

of supply voltage on power dissipation are also discussed.



5.2 Pipelined Analog to Digital Converter Design in thePresence ofNoise 240

This section discusses three analysis techniques for optimization having differing levels of

accuracy. The table below summarizes the assumptions ofeach ofthe optimizations presented.

Table 5.1

Section Effects Included Effects Neglected

5.2.2 Capacitive Loadingby
Feedback Network

Loading by Sampling Ca
pacitance of Following -

Stage

Opamp Input Capacitance

Parasitic Opamp Output
Capacitance

Comparator Input Capaci
tance

Interconnect Capacitance

5.2.3 Capacitive Loading by
Feedback Network

Loading by Sampling Ca
pacitance of Following -

Stage

Opamp Input Capacitance

Parasitic Opamp Output
Capacitance

ComparatorInput Capaci
tance

Interconnect Capacitance

5.2.4 Capacitive Loading by
Feedback Network

Loading by Sampling Ca
pacitanceof Following -

Stage

Opamp Input Capacitance

Parasitic Opamp Output
Capacitance

Comparator Input Capaci
tance

Interconnect Capacitance
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5.2.1 Thermal Noise in Switched Capacitor Gain Blocks

In a switched capacitor gain block such as theoneshown in figure 5.1, two sources of thermal

noiseare important. The sampling switches usedto connect the inputsignal to the sampling capac

itor and to connect the sampling capacitor to ground are one important source of thermal noise.

The noise resulting from this source is commonly called kT/C noise because it is proportional to

kBT/Cs where kB is Boltzmann's constant, T is temperature, and Cs is the sampling capacitance.

Thermal noise in the amplifier also makes a significant contribution to the inputreferred noise of

the switched capacitorgain stage. This section attempts to quantify the resolution degradation

causedby thermal noise from the sampling switches and the amplifier.

5.2.1.1 Thermal Noise Contribution of the Sampling Switches (kT/C Noise)

The kT/C noise contribution to the input referrednoise in a switched capacitor gain block has

been treated carefully by Conroy[Conroy94B] and Gregorian[Greg0rian86]. Asimple analysis isshown

here to illustrate the basicconcepts. The sampling of thermal noise in the circuit of figure 5.1 may

be modeled by the circuit shown in figure 5.8. The noise in the sampling switch that connects the

cs

<H

V„ f +

T
CF

'G1

Figure 5.8 Equivalent Circuit for Sampling Network in Switched Capacitor Gain Block

input of the amplifier is represented by a Thevenin equivalent. R is the resistanceof the switch,and
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CG1 is the input capacitance ofthe amplifier. The above circuit acts as alow pass filter between the

noise source Vn and V$. The frequency domain value ofVs isgiven as shown below.

Vn
V = -— (5.15)

» 1+jcoRC

C inthe above equation isthe sum of the three capacitors inthe circuit.

C = CS +CF +CG1 (5.16)

The noise charge Qon the capacitor network is given as a function of frequency as shown

below.

O = CV = — (5.17)y s 1+jcoRC
In order to determine thetotal noise charge Qs sampled onto thecapacitor network, it is neces

sary to integrate the noise charge over all frequencies. Because the noise charge isarandom quan

tity, the spectral density ofthe noise charge rather than the noise charge itself is integrated over all

frequencies. The spectral density SQ ofthe noise charge is found by squaring the magnitude ofthe

noise charge as shown below.
r2«2c ov

S„ = 2— (5.18)
Q l+co2R2C2

The standard deviation GVn ofthe thermal noise voltage Vn in the angular frequency domain is

given as follows.

4kDTR
cr, =2 - B (5.19)

Using this value, the charge sampled onto the capacitor network is given as shown below.

Qs =JSQdco =kBTC (520)
0

During the hold phase of operation, the charge is all moved to the feedback capacitor. Thus,

the standard deviation 0Von ofme resulting noise voltage Von at the amplifier output is given by

the following formula.

°Vo» - £ "^BT(CS+CF+CGI) (5.21)
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Referring this noise voltage at the output back to the input of the sample and hold amplifier

gives the following result.

ov =-^ = -|— (5.22)
Vi" AC ^fAcCp

The above result is true for the singleended circuit shown. For a fully differential circuit, the

input referred noise voltage is larger by afactor of Jl as shown below.

2kRT
cv = l-i- (5.23)

vindifferential /JfA^Cp
If the feedback capacitor is also used for sampling as it is in figure 5.1, then Ac=l+Cs/CF and

the RMS value of the input referred noise may beexpressed as shown below.

2kBT
°v = L (r\c \ (5'24)vindifferential iytActCp+UsJ

5.2.1.2 Thermal Noise Contribution of the Transconductance Amplifier

The resistive channel of the MOSFET devices in the operational transconductance amplifier

also has thermal noise and contributes to the input referred noise of the switched capacitorgain

block.

As an example, consider the telescopic cascode amplifier shown infigure 5.9. Inthis amplifier,

transistors M,, M2, M7, and M8 contribute to the thermal noise seen at the output. It is useful to

define a parameter p that isdefined as the ratio ofthe sum ofthe transconductances ofall the noise

contributing devices to thetransconductance of theinput device.

X gm
o _ noisecontributors /^ 25)

Sminput

For the telescopic amplifier shown in figure 5.9, p has thefollowing value.
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DD

Figure 5.9 Telescopic CascodeOperational Amplifier

P =
Sml+Sm7

8ml
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(5.26)

This valuewill be used later to express the thermal noise contribution in terms of circuitele

ment values. Next, the thermal noisecontribution of several operational amplifier topologies will

be analyzed.

5.2.1.2.1 Thermal Noise of a Single-Stage Amplifier

In order to determine the thermal noise contribution of a single stage amplifier, the small sig

nal model offigure 5.10 isused. In the figure, the thermal noise inthechannel ofthe noise contrib

uting transistors is represented by the current source i,,n. Anodal analysis ofthe circuit yields the

following expression for thefrequency domain output voltage in terms of thenoise current.
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cF

Figure 5.10 Small Signal Model for theAnalysis of Thermal Noise in a Single Stage

AmplifierDuring Hold Phase of a Switched Capacitor Circuit

'dn

vo =
g„,f+R

jco+
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(5.27)

In the above formula, f is the feedback factor and Q represents the total capacitance loading

the amplifier. This capacitance is givenby the following expression.

C2 = CL +CF(l-f) (5.28)

Now the noise voltage v0 at the output is integrated overall frequencies to get the total noise

voltage von seen at the output. The result is shown below.

von 2
nf *dn

<DCC2
(5.29)

The cutoff frequency co is given by the following expression.



5.2 Pipelined Analog toDigital Converter Design in the Presence ofNoise 246

•«-e;<«-f+i> (5-30)
The spectral density of the noise current i^ of the input device is proportional to its transcon

ductance and is given by the following formula.

4kBT3gml
'dni = ^ <531)dm 27E

Because the amplifier often has load devices that also contribute to the noise, the total spectral

density of the noise current is found by multiplying the above formula by p as shown below.

7 4PkBT?gml
i2 = pi2 = r^ (5.32)
Mn H'dni 27t

Substituting equations (5.30) and (5.32) into equation (5.29) and assuming R approaches infin

ity yields the following formula for the noisevoltage at the output.

7 3PkBTv2 = (5.33)
on fCj

For a fully differential circuit, the variance of thenoise is larger by a factor of 2.

5pkBT
vLiff =Tc- (534)

Finally, the input referred fully differential noise vin isgiven bydividing the output noise inthe

above equation by the square of the closed loop gain.

2 4pkBT
V- =

,n 3fA2[CL +CF(l-f)]
(5.35)
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Note that the thermal noise contribution of the amplifier is inversely proportional to a capaci

tance, in this case the load capacitance. Thus, the combined thermal noise contribution of the sam

pling switches and the operational amplifier is reduced by increasing capacitorsizes.

5.2.1.2.2 Thermal Noise of a Critically Damped Telescopic Cascode Amplifier

A telescopic cascode amplifier such as theonein figure 5.9 is oftenmodeled as a singlestage,

single poleamplifier. However, thisamplifier does contain morethan one pole. In someinstances

the presence of the nondominant poles may be significant. In this section, it is assumed that the

closed loop system using the telescopic cascode amplifier has tworeal poles at thesamefrequency

(critical damping). The analysis procedure is similar to the procedure for the simplesingle stage

amplifier described above with the following exceptions. Because the nondominant pole in the

amplifier is significant, the cascode transistors contribute a significant amount of noise to the out

put. This would not be true if the nondominant pole were at a much higher frequency than the

dominant pole. The analysis for this topology is basedon the small signal model shown in figure

5.10. A nodal analysis of the circuit yields the following s-domainexpression for the output volt

age.

1 (gmn2. . ^ \ ( Smn2VSmp2. ^ . "i

(Smp2V 2 £mn2 , 'SmnlSmn2>\
s+c s +r+ c c

vo = — "' i- + , *: /; , " r. r-^ (5.36)
2 ^mn2 *»mnl»mn2

s +-=—S +

CN1 CN1C2

In the above circuit, C2 = CL + CF (1 - f). In this analysis, the poles are all assumed to be

real and equal.This assumption allowsthe above equation to be rewritten as shown below.

r" \T— ldnl+sldn2 c"(S +2a,») 'C^IdPl+S,«|P2C^Cni J+I1 \hl I (5.37)
(s +con)2 (s +<on)3

Inthe above equation ©n isgiven by the following relation.
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s
Figure 5.11 Small Signal Model for theAnalysis ofThermal Noisein a Telescopic

Cascode Amplifier

The spectral density of the noise at the output can then be found by taking the magnitude

squared of equation (5.37) assuming thatall four of thenoise currents are independent. This spec

tral density is integrated over all frequencies to obtain the noise power at the output. This noise

poweris thenreferred backto the input of theclosed loopsystem with the following result for the

fully differential case.

*kT2 _ 3 B ri , lSmn2 t 13gmpl , 7 Smp21
'idiff - fA2n * 4g , 16g , 16g /fAcC2 ®mnl *W6mnl *w»mnl

(5.39)

5.2.1.2.3 Thermal Noise of a Preamplifier Driving a Single Stage Amplifier

The analysis procedure to determine the thermal noisecontribution of a singlestage amplifier

driven by a preamplifier is similarto the procedure for the simple singlestage amplifier described

earlier. Becausethe gain of the preamplifier is low, both stagesof the amplifier contributea signif-
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icant amount of noise. Theanalysis for this topology is based on the small signal model shown in

figure 5.10. Anodal analysis ofthe circuit yields the following s-domain expression forthe output

cF

v.

_J_ Idnl ,dn2

SmL

T
Figure 5.12 Small Signal Model for theAnalysis ofThermal Noise in a Single Stage

AmplifierDriven by a Wideband Preamplifier

voltage in terms of the noise currents.

vo =

~~Sm2idnl f gmLVdn2

C1C2 V Cl J C2
2 £mL SmlSm2*

S +-=—S +

1
clC2

(5.40)

C2 in the aboveequation is given by the following equation.

C2 = CL +CF(l-f) (5.41)

In this analysis, the two poles are assumed to be real and equal. With this assumption the

above equation may be rewritten asfollows where ©n is the magnitude ofthe pole position.

vo =

^i+(s+2con)^

(s +C0n)2
(5.42)
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The total noise at the output is found by integrating the spectral density of v0 over all frequen

cies. The spectral densities Sidnl and Sidn2 of the noise currents are given by the following equa

tions.

4kBT,2.
aco =

'dnl
Sij..d(0=^(|)31glnld(D (5.43)

^-»-TJT<5)|JA.2*» (544)

P =Bml+gmL (5.45)
Sml

Assuming that the two noise currents are independent, the total noise appearing at the output is

given by the following equation.

v2 .J-LfilA (5.46)
Von 6fApREUc, C2

The input referred noise voltage is then found by dividing the noise at the output by the closed

loop gain Ac with the result shown below.

.2 _ *B
k»T / ?! 5p2

v inputreferred ~ ,f . .2
otAPREAC

+ -=•= (5-47)
vfC, c2

For a fully differential circuit, this input referred noise is higher by a factor of 2 as shown

below.

B ' l • 2 * (5.48)vfullydifferential f .2
3tAPREAC

(h. ii2!
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5.2.1.2.4 Thermal Noise of a Two-Stage Miller Compensated Amplifier

In this section, the thermal noise of a two stage amplifier with Miller compensation is ana

lyzed. The analysis for this topology is based onthe small signal model shown in figure 5.10. A

cF

cL

Figure 5.13 Small Signal Model for the Analysis of ThermalNoise in a Two Stage

Amplifier with Miller Compensation

nodal analysis of the circuit yields the following s-domain expression for the noise voltage at the

output.

vo =

(CCs-gm2)idnl | (Cl+Cc)sidn2

2 (Sm2-gmlf)CC fgmlSm2
S + z S + r

In the above equation, CTis given by the following formula.

l^1» — v», ^9 ' v^i ^*f ' 9 f

C2 in the above equation is given by the following formula.

C, = C, +CF(l-f)

(5.49)

(5.50)

(5.51)



5.2 Pipelined Analog to Digital Converter Design in the Presenceof Noise 252

In this analysis, the two poles are assumed to be real and equal. With this assumption the

above equation may be rewritten as follows where con is the magnitude ofthe pole position.

(CCs-gm2)idnl+(Cl+Cc)sidn2

vo =
(5.52)

(s + ©n)

The total noise at the output is found by integrating the spectral density of v0 over all frequen

cies. The spectral densities Sidnl and Sidn2 of the noise currents are given by the following equa

tions.

4kBT,2.

v_ =
3kBT(P,

f I 2 r4\

S- dco =
'dnl

^)Plgm.d<»2tc v3

4kBT 2
S: dco =-^-(^)p2grn2da>

'dn2 271 3

Assuming that the two noise currents are independent, the total noise appearing at the output is

given by the following equation.

c,+cc
+ P,2 c

(5.53)

(5.54)

2(

(5.55)

The input referred noise voltage is then found by dividing the noise at the output by the closed

loop gain Ac with the result shownbelow.

.2 3\^\*A
v_ =

A2C B>P
c+c,

2(

4;

(5.56)

For a fully differential circuit, this input referred noise is higher by a factor of 2 as shown

below.
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ACCc ^ V V CT CTJ
+ P,

C1+CC
2 C

If ,2 V

1+11+^ (5.57)

'T/J
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5.2.1.2.5 Thermal Noise of an Amplifier with Ahuja Style Compensation

In this section, the thermal noiseof an amplifier withAhujastyle compensation is analyzed.

The analysis for this topology is based on the small signal model shown in figure 5.10. A nodal

1

9^\t> ©u 5

Figure5.14 Small Signal Model for the Analysis ofThermal Noise inanAmplifier with

Ahuja Compensation

analysis of the circuit yields the following s-domain expression for the noise voltage at the output.

Jn,3(Cl+CC>\ (C,+CC)S/ gm2

v_ =
@X'-^-©HaSH>-~-"*'dn2

<4 (s+c^)-
(5.58)
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In the aboveequation, C-r is given by the following formula.

t^.'p — L|LiTLjVnTviV/p (5.59)

C2 in the above equation is given by the following formula.

C3 = CL +CF(l-f) (5.60)

In this analysis, the three poles are assumed to bereal and equal. Using techniques similar to

that used in the previous sections, the fully differential input referred noise contributions, v$m for

stage 1, v^ for stage 2,and vdiff3 for stage 3,are given by the following equations.

vidiff3

5*BTr

idim " fA|Gc
1 +

ridiff2
T8kBT|r8m2^
fA^Cc Uml

SlcJ +HrJTJ_

1 +
/C N2"

IctJ.
2-]

ircc^
1+9 KCTJ J

2+3^

18kBT

fAc^c Uml J
(C!+cc)cc-

3 + 9

1 + HcJ_
i + ®\\

(5.61)

(5.62)

(5.63)
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5.2.2 Optimal Capacitor Sizing in High Resolution-Low Speed Pipelined
Analog to Digital Converters

In a high resolution pipelined analog to digital converter where the maximum signal to noise

ratio is limited by the thermal noise, the resolution can be improved by increasing the sizes of the

sampling capacitors in the front end stages of the pipeline. Because the resolution requirements are

relaxed in later stages of the pipeline, power can be saved by makingthe sampling capacitors in

the later stages smaller than they are in the front end stage. This sizereduction saves power in two

ways. First, reducing the sizes of the sampling capacitors in the later stages of the pipeline reduces

the load capacitances presented to the stages that drive them. Therefore, the power dissipated by

the stages driving the sampling capacitors can be reduced. Secondly, if the closed loop gain is

fixed, the size of the feedback capacitor is reduced as the size of the sampling capacitor is reduced.

The feedback capacitor in some stage of the pipeline loads the amplifier in that same stage of the

pipeline. Therefore, reducing the size of the feedback capacitor in a given stage can reduce the

power dissipation of that stage. Thus, reducing thesizeof asampling capacitor atsome stage in the

pipeline can potentially reduce the power dissipation of that stage and the stage before it.

With this in mind, it is worthwhile to investigate the problemof how much to reduce the size

of the samplingcapacitor from one stage to the next. The analysis that follows attempts to answer

the question, "What is the optimum scaling factor for the capacitors in a high resolution pipeline

limited by thermal noise?". The scaling factor s is defined here as the ratio of the sampling capaci

tance in one stage of the pipeline to the sampling capacitance in the following stage of the pipeline.

In order to simplify the analysis, it is assumed here that the scaling factor is constant throughout

the pipeline. It is also assumed that the parasitic capacitances and comparator inputcapacitances

are negligible in comparison to the sampling capacitances. Furthermore, it is assumed that the

required speed is low enough that the amplifier input capacitance and output capacitance can be

neglected. Finally, thespeed requirement is assumed tobe fixed. Inthe following sections, some of

the above mentioned assumptions are removed in an effort to obtain a moreaccurate optimization

that is applicable over a wider range of design problems.

Figure 5.15illustrates a pipeline withthe features described here. In the figure, s is the scaling

factor.
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Figure 5.15 Pipelined Analog toDigital Converter with Capacitor Scaling to Save Power

Given the above assumptions, the goal isnow tomeet some fixed speed requirement and ther

mal noise requirement with minimal power. Using alarge scaling factor can potentially save power

because as the scaling factor goes up, the power dissipated by the later stages of the pipeline is

reduced relative to the front end.The disadvantage of using a large scaling factor is that the noise

contributed by thelater stages in the pipeline is increased as the scaling factor goes up. In order to

compensate for the increased noise from the later stages of the pipeline, the noise of the front end

stage of the pipeline must be reduced by increasing the front end sampling capacitance. Thus, the

choice of theoptimum scaling factor is an exercise inoptimally distributing thethermal noise bud

get among the pipeline stages.

For the analysis here, the thermal noise is assumed to come from two sources: the sampling

switches and the amplifier. It is assumed here that single pole amplifiers are used. Therefore, the

input referred noise of a single stage of the pipeline is given by combining equations (5.23) and

(5.35). The following formula results.

2kBT Jpv
fACCFk fA£[CLk +CFk(l-f)]

(5.64)
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The load capacitance CL is assumed to be dominated by the sampling capacitance of the fol

lowing stage. It isassumed that thesampling capacitor Csk+, of the following stage is related to the

sampling capacitance of the current stage by the following relation.

C«s,k+n = — = — (5-65)S(k+i) s Ay

In the above equation, s is the scaling factor. The above equation also introduces a parameter y

which will be referred to asthe scaling exponent. The scaling factor is related to the gain and scal

ing exponent by the following formula.

s = A£ (5.66)

Therefore, the load capacitance is given by the following formula.

CL = ACCFk +.=Ac"yCFk <5-67>

It is then assumed that y is close enough to 1 that CL is comparable to CP Assuming f « 1,

equation (5.64) then may be rewritten as follows.

o 2kBT 1^=7^(14> C5.68)
^C^Fk

The contribution of stage k is then scaled down by the gains of all the stages that precede it.

Therefore,

2kBT ,. . 1
V

idiffk fA C A2k 3IACL'FkAC

(1+ip) (5.69)

The total noise in the pipeline is then determined by summing the contribution of all of the

stages as shown below. Ns is thenumber of stages in thepipeline.
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N.-l

vjdiff- Iv2dffk«Iv2diffk (5.70)
k=0 k=0

Equations (5.69) and (5.70) are nowcombined with the following result.

~ f 2kRT x i i 2kBT i
v?di«= i ra_ ;(2-y)k n+> =<,+J»£j|-<rih> (5-7i)k =ovfAccFOAc ; ^c^-fo l A

The above equation relates the noise to the front end feedback capacitance Cr,and tothescal

ing exponent y. The next step inthe process of determining the optimum scaling factor is to relate

the power dissipation to the front end feedback capacitance and scaling factor. To begin, single

stage amplifiers are assumed. The time constant of the settling of theamplifier is related to the

transconductance gm of the input device, the feedback factor f, the load capacitance CL, and the

feedback capacitanceCF as shown below.

CL+CF(l-f)
t = -t_? (5.72)

Now, equation (5.67) is substituted into the above equation, and it is solved for the transcon

ductance with the result shown below.

Smk =[CU+C;t(1"f)1 =H[A^CFk+CFkO -f>] (5-73)
Now, the total transconductance required of allthe pipeline stages to meet the noise and speed

requirements is calculated by summing over k as shown below. It is useful to find the total

transconductance required because it is assumed that thetotal power dissipation is proportional to

the total transconductance. It is assumed that the feedback factor is the same for all of the stages in

the pipeline.
N.-l Ns-1

Snuotal =fx (aJc"^ 1-0 I CFk =I (A{f *+ 1-f)CF0 £ -* (5.74)

k = 0 k = 0 A'
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*mtotal = ft<AC y+l'f)CF0
\}'^J

(5.75)

Now equation (5.71) isused to solve for Cm, and this is substituted into the above equation.

»mtotal

Lcn —

2kRT i f i \

-F°-?A^-(1+5P)T3ArItACvidiff Vt Ac /

ir4^Lv1+jP)(A-y+i-f) -i^ (-L^)
fHfA2v2diffJ 3 1 i ^.Ay 2j

V Ayc)

(5.76)

(5.77)

The above formula is then differentiated with respect to y. To find the optimum value, the

derivative is set to 0. The result for the optimum value of the scaling factor is shown below.

'opt =a£p« =(^) ["-1 +Jl+(l-f)2+Ac(l-f)+^-(l-f)l

If it is assumed that f=l/Ac, the aboveequation simplifies to the following.

s_. ='opt-u^T h1 +J1+Ac ACJ

(5.78)

(5.79)

Theabove equation is tabulated below and graphed in figure 5.17. Also, thenormalized power

dissipation given by equation (5.77) is graphed in figure 5.16.



5.2 Pipelined Analog to Digital Converter Design in thePresence ofNoise 261

Table 5.2 Optimum Scaling Factor Versus Closed Loop Gain for High
Resolution - Low Speed Pipelined Analog to Digital Converters

Ac y<>pt ^opt

1 - 1

1.5 1.148 1.593

2 1.217 2.325

3 1.289 4.117

4 1.327 6.290

8 1.39 18.09

oo 1.5 oo
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Figure 5.16 Normalized Power Versus Scaling Factor for First Order Scaling Analysis ofa
Pipelined ADC
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Figure 5.17 Optimum ScalingExponent versus PerStageResolution
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Note that the ratioof the optimum scaling factor to the closed loop gain goes up as the closed

loop gain goes up. Also note that according to equations (5.77) and (5.79), increasing the inter

stage gain always reduces the power. In reality, this only holds true as long as the speed require

ment is well below the limit of the technology. When the speed requirement approaches the speed

limit of the technology, the optimum value for the gain is reduced because at high speeds it is

harder to design high gain amplifiers than low gain amplifiers. Furthermore, at some speeds the
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resolution and speed design requirements can only bemet if low gain amplifiers are used. The

optimum value for the scaling factor is also reduced when the speed limit of the technology is

approached because using feedback capacitors that are too small reduces the feedback factor, and

reducing the feedback factor reducesthe speed.

The above analysis also assumes that the loading effects of parasitic capacitances are negligi

ble incomparison to the sampling capacitors. This istrue only for cases involving very high reso

lution or very small signal swings. In many practical cases, parasitic capacitances are very

significant. These capacitances tend to reduce the optimum value for the interstage gain and the

optimum value for the scaling factor.

5.2.3 Optimal Closed Loop Gain of Interstage Gain Amplifiers in High
Resolution-High Speed Pipelined Analog to Digital Converters

In the previous section, the optimum scaling factor to minimize the power dissipation of a

pipelined ADC with fixed noise and speed requirements was determined as afunction of the closed

loop gain. This analysis was performed for the case when the speed requirement is far below the

technology limit. In this section, the same problem will be treated for the high speed case. High

speed means that the amplifier islarge enough that the input capacitance and output capacitance of

the amplifier cannot be neglected. The other parasitic capacitances due to interconnect and com

parators are still assumed to be negligible. The effect of including these capacitances will be

addressed in t he analysis of the following section.

This analysis differs from that of the previous section inthat acapacitance ocCGk proportional

to the size of the amplifier is assumed to existatthe output in parallel with the load capacitance.

Therefore, equation [5.72] from the previous section is modified to include this capacitance as

shown below.

CLk +Cpt(l-f)+ttCot „ Rm
1 = t (5.80)

fgmk

It is assumed here that the current density is fixed. Therefore, the transconductance g,^ is pro

portional to the input capacitance CGk of the amplifier as shown below.
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8mk = <°TCGk <5-81>

Now the sampling capacitor is assumed to scale in the sameway as described in the previous

section. Therefore, C^ is given by equation (5.67). Substituting this andequation (5.81) into equa

tion (5.72) yields the following equation for the time constant.

(AJry+l-f)CFk+aCGk
x = —- . ' Fk - (5.82)fcoTCGk

It is assumed here that the feedback capacitor is used for sampling as well as feedback. There

fore, the feedback factor is related to the closed loop gain andthe input capacitance by the follow

ing relation.

f= ^r- (5.83)

*-Fk

The above two equations can be used to solve for the feedback factor as a function of the

closed loop gain and the speed with the result shown below. Note that the feedback factor is the

same for all of the stages in the pipeline.

1-y[coTx + aAr-(Ap y+l)) f 4a(coTxAr-l)
f = T 0, A „ Jl+ 1 —- A (5.84)2«oTxAc-l) | J [coTx +aAc-(Ac-*+l)]2J

Equation (5.64) from the previous section is also modified by the output capacitance of the

amplifier as shown below.

fAcCFk fA£[CLk +CFk(l-f)+«CGk]

, 2kBT 3I*BT

The total noise power in the pipeline can be determined by summing equation (5.64) over all

the pipeline stages and substituting in equations (5.67) and (5.83). The contribution of a given
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stage of the pipeline to the noise budget isreduced by the square of all the gains that precede that

stage in the pipeline. The result is shown below.

2r N-1

. -2kBTf1+ 1 _Jy. 1 (5.86)V fAc \ (A^-y+1_f)r1 +_|_jJ k=0AckcFk

Note that the feedback factorcan be taken outside the sum because it is the same for each stage

in the pipeline.

It is assumed here that the feedback capacitance always scales by the same amount from one

stage to the next. Therefore, the feedback capacitance Q* of stage k can be expressed as shown

below.

CFk =̂ ? (5.87)
Ayk
AC

This value for Q* is then substituted into equation (5.86). Thesum can besimplified by letting

it go to infinity. This approximation is very good. The resulting noise power is then given by the

following equation.

fAcCpol ^cy+i-f)[i+1—-y i ac

This equation is now rearranged to express the feedback capacitance of the first stage as a

function of the interstage gain, the scaling exponent, and the noiserequired.

2R2k„T f 3P 1 1
cF0 =_JL- l+ -7 sr^ {—W (5>89)F° fAcvfdiff1 (Ai-y +1_0(1 +_£_V l-Acitrl (AG-y+l-f)(l +?^)J J
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Because thecurrent density is assumed tobe fixed, thetotal power dissipated in thepipeline is

proportional to the sum ofthe input capacitances Cok ofall ofthe amplifiers. Therefore, it is this

sum that needs tobeoptimized. The input capacitance can berelated tothe feedback factor, which

has already been calculated, by rearranging equation (5.82) as shown below.

(AiTy +l-f)CFkCr. = —E- LUL (5.90)

Using the above equation and equation (5.87), the total capacitance may beexpressed as fol

lows.

•V;1 (A'-y+i-f)V .
Gtotal ~ Z* CGk ~ CF0 (fco^x-a) 2* AC

k=0 V T k=0
C,_, = Y Cm = Ccn ^ y A?k (5.91)

Again, the upper limit of the sum isallowed to go to infinity to simplify the result to the fol

lowing expression.

2kDT

c-=radH(i^M'^-M <!TO

Thus, the total power has been expressed as a function of the noise, the closed loop gain, the

scaling exponent, and the speed. The feedback factor also appears in the above equation, but that

has already been calculated as a function of the closed loop gain, the scaling exponent, and the

speed. It is worth noting that adimensionless figure of merit can be obtained from the above

expression. This figure ofmerit F, shown below, is the ratio ofkT/CG,otai to the noise. This figure of

merit indicates theefficiency with which apipelined ADC design meets thenoise and speed speci

fications. / k T \

F=Ic^i) =fA£(l-Ap(l-A?) (5 93)
vfdiff
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This expression is then used to find the optimum scaling exponent. The results are shown in

figures 5.18 and 5.19. From these graphs, it can be seen that the optimum scaling exponent

y0

2 1

pt

, coTx =6.3 10 15.8 25.1 39.8
c

/ / 63.1

1 -*-
1

Ac
1 10

Figure 5.18 Optimum Scaling Exponent Versus Closed Loop Gain for aHigh
Resolution Pipelined Analog toDigital Converter, P = 1

increases as the closed loop gain increases and as the speed increases. This trend can be under

stood in the following way. As the scaling exponent is increased, the ratio of the load capacitance

to the feedback capacitance is reduced. This reduction increases the maximum speed attainable

from the amplifier. As the speed requirement approaches the maximum allowable by the technol

ogy, reducing the ratio of load capacitance to the feedback capacitance may bethe only way to
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Figure 5.19 Noise versus Gain for a Pipelined Analog toDigital Converter, p = 1

meetthe specification. For this reason, theoptimum scaling factor increases withincreasing closed

loop gain and increasing speed.

The maximum scalingexponent of 2 corresponds to the case whereall stages of the pipeline

contribute equally to the noise. This case is highly nonoptimal unless the speed requirement

pushes the technology close to thelimit of its performance capability.

From figure 5.19 it can be seen that an optimum value exists for the closed loop gain. This

optimum value for the closed loop gain is plotted in figure 5.20. The optimum valued for the
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closed loop gain is seen to decrease as the speed increases. This makes sense because as the speed

limit ofatechnology is approached, the only way to satisfy the speed requirement is to reduce the

gain. The corresponding optimum scaling exponent is plotted in figure 5.21, and the corresponding

total amplifier input capacitance is plotted in figure 5.22.

CO-T

1000

increasing speed

Figure 5.20 Optimum Closed Loop Gain ofaHigh Resolution Pipeline Neglecting
Parasitics due to Interconnect and Comparator Inputs
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Figure 5.21 Optimum Scaling Exponent for a High Resolution Pipelined Analog to
Digital Converter Neglecting Parasitics Due toInterconnect and Comparator Inputs
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Figure 5.22 Total Capacitance of a High Resolution Pipelined Analog to Digital Converter

Neglecting Parasitics Due to Interconnect andComparator Inputs

From these graphs, it can be seen that the optimum interstage gain steadily increases as the

speed requirement is reduced. This trend displays the trade-off between speed, which favors low

interstage gain, and thermal noise, which favors highinterstage gain.
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5.2.4 Optimum Closed Loop Gain of Interstage Gain Amplifiers in a Pipelined
ADC with Parasitics Included

In the previous sections, theanalog to digital converter was assumed to be of aresolution high

enough that the parasitic loading capacitances due to interconnect and comparator inputs could be

neglected. In other words, all of the capacitors were assumed tobe proportional to the size of the

sampling capacitor. In reality, the amplifiers must drive a capacitive component that does not

change from one stage to the next. This fixed parasitic capacitance sets the lower limit onthe size

of the sampling capacitors in the tail end of the pipeline. This fixed parasitic capacitance prevents

the sampling capacitor from being scaled down as it would be if the parasitic capacitance were

proportional to either the sampling capacitance or the amplifier size. As aresult, the pipeline may

bethought of tocontain two sections; anoise limited section at the front end, and a parasitic lim

ited section at the tail end. Therefore, it is optimal to haveanonconstant scaling factor that is large

at the front end of the pipeline, and small at the tail end of the pipeline. In this section, the optimi

zation of the scaling factor and the interstage gain given these constraints is considered.

The analysis in this section proceeds in much the same way as that in the previous section with

the exception that equation [5.67] for CLk ismodified to include the fixed parasitic capacitance as

shown below.

CLk = AcCFk+1+Cp (5.94)

Cp =2(Ac-1)CC0lnp +CINT (5.95)

In the above equation the fixed parasitic capacitance CP is assumed to becomposed of inter

connect capacitance Cn^and comparator input capacitances Ccomp.

Equation (5.87) relating the feedback capacitance C^ of stage k to the feedback capacitance

Cpo of stage 0 is also modified as shown below.

r = F0~ FF +Ccc (5.96)Fk yk FF v '
AC

When Cff=0, the above equation degenerates to equation (5.87). Cpp is the optimum feedback

capacitance for the interstage amplifier when thermal noise is not an issue. This capacitance is
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determined by the analysis of section Figure 5.1 and isgiven byequation (5.8). The above equa

tion causes the feedback capacitance to scale down as A^ at the front end of the pipeline and to

remain nearlyconstant at the tail end of the pipeline.

Given these assumptions, an analysis similar tothat discussed in the previous section leads to

the followingrelation for the feedback factor.

1 (oy +aAc-l-AcR,-^) f 1 4a(Ac(0TT-l) ^
f 2a { J (a)TT +aAc-l-AcR1-R2)2J

In the above equation, the quantities R, and R2 have been introduced and are given bythe fol

lowing relations. /p N

Rt-:gli- rV FF J (5-98)
Fk F0_i+Ayk1 + Ac

^FF

Cp
R2 =p^- (5.99)

CFk
Note that the feedback factor is nowdependent onthevalue of the stage index k. In the previ

ousanalysis the feedback factor was independent of k. As aresult of this variable feedback factor,

the analysis cannot proceed to therelatively simple relation of the previous section. Therefore, the

rest of this analysis was performed by computer. In the results shown below, the amplifiers are

assumed to be fully differential. The peak voltage swing is assumed tobe5V, and p is assumed to

be 1.The value for Cor is the singleended total amplifier input capacitance.
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the other hand, when thermal noise is not an important issue, ahigh per stage resolution is not opti

mal because ofthe cost ofadding alarge number ofcomparators and the cost ofachieving amplifi
ers with high closed loop gain.

10 100

Figure 5.24 Front End Scaling Factor (Ratio of Feedback Capacitance of Stage 0 to

Feedback Capacitance of Stage 1)Versus Time Constant

1000

Figure 5.25 shows a plot of the optimum front end scaling exponent versus the time constant

for a number of different resolution requirements. This graph does not show well defined trends.

The reason for this fact is thatthere aretwo primary reasons forincreasing the size of the sampling
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capacitor. One reason to increase its size is to improve the feedback factor to help improve the

speed. A second reason touse alarge sampling capacitor is to reduce the amount of thermal noise

sampled onto the capacitor. If the speed is high enough, thermal noise is not an issue because the

sampling capacitor must beverylarge anyway inorder tomeet the speed requirement Inthis case,

the gain tends to be rather low, and the front end scaling exponent is high to help reduce theload

capacitance. On the otherhand, if the speedrequirement is relaxed the sizes of the sampling capac

itors are determined by thermal noise. In this case, rapid scaling is desirable, but this is achieved

by increasing the interstage gain. Therefore, the scaling exponent does not need to be especially

large.
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Figure 5.26 shows a plot of the front end feedback capacitance as a function of speed. As the

speed is increased the optimum front end feedback capacitance also increases because a higher

feedback factor is desirable to meet the speed requirement. In the high speed region of the graph

where the size of the feedback capacitor is not constant, thermal noise is not an important factor in

determining the size of the capacitor. However, the curves flatten out in the low speed portion of
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the graphbecause thermal noise is more important than speed in determining the size of the feed

back capacitor in the low speed case.

10 100 1000
Figure 526 Feedback Capacitance at Stage0 Versus Time Constant for Optimized Design



5.2 Pipelined Analog to Digital Converter Design in the Presence of Noise 279

10 100

Figure 5.27 Sum Totalof the Amplifier Single Ended Input Capacitances VersusTime

Constant
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Figure 5.27 shows a plotof the total inputcapacitance versusthe time constant Powerdissipa

tion is proportional to the total input capacitance becausethe current density is fixed. It is no sur

prise that both high speed andhigh resolution tend to drive up the requiredpower dissipation.

5.2.5 Optimum Supply Voltage for Power Dissipation in a Pipelined ADC

The power dissipationrequired to meet resolution and speed requirements in a pipelined ADC

is significantly dependent on the supply voltage used. If the design requirements allow some flexi-
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bility in the choice of the supply voltage, the supply voltage can sometimes be adjusted to save

power.

The next section of this document describesfundamental limitsto powerdissipationin a pipe

lined ADC and the relation of these fundamental limits to the supply voltage.The section follow

ing this discussionof fundamental limits to power dissipation presents the results of a computer

optimization of a pipeline showing how supply voltageaffects the powerdissipation.

5.2.5.1 Thermal Noise Limits to Power Dissipation in a Pipelined ADC

As discussed earlier in this chapter, corruption of a signal by thermal noise is fundamental to

sampling the signal onto a capacitor. For a simple sampling operation, the variance Vn2 of the

stored voltage on a capacitor C is given by the following equation.

V2 =-|- (5.100)
Asstated byWesterweste85j'me process of sampling a signal bystoring charge from the signal

onto a capacitor also inherently must dissipate energy.The power P required to alternately charge a

capacitor to a voltage VDD and then discharge back to 0 at a frequency fs is given by the following

formula.

P = CVj>Dfs (5.101)

If the input signal is a sinusoid with a peak to peak amplitude of VDD, the power is smaller as

shown below.

P=|cv2Df$ (5.102)
The voltage signal to noise ratio (SNR) is given by the following formula.

SNR =Vsig"alrms =-^D (5>103)
Using the above four equations, the power required can be expressed in terms of the signal to

noise ratio and the frequency as shown below.

P = fskBT (SNR)2 (5.104)
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In the above case having no operationalamplifiers, the power is proportionalto the sampling

rate, the thermal energy, and the requiredratioof signal power and noise power.The power is inde

pendent of the sampling capacitanceand the magnitude of the signal if the signal to noise ratio is

held constant.

In actual implementations, the power dissipation is much higher than this thermal limit for a

number of reasons. First of all, a number of extra parasitic capacitors must be charged and dis

charged along with the sampling capacitor. The extra parasitic capacitors include comparators,

interconnect, and amplifier input and output capacitances, and they areusually significant. Further

more, in a pipelined ADC, each stage performsa samplingoperation and contributes to the power

dissipation. Furthermore, operational amplifiers areoften included as partof the sampling circuit

in order to make the design independent of parasitic capacitances. A class A architecture is often

used in order to reduce supply noise effects and improve settling speed. Because of the class A

architecture, power is dissipated whether or not a signalis present, and this results in power dissi

pation that does not contribute to the signal power. Finally, the amplifier usually does not have

unity feedback. This fact increases the noise and the powerrequired to achieve a given speed. The

end result is that the power dissipation of the operational amplifier usually is far higher than the

fundamental limit described above.

For this case, the power dissipation PA is fundamentally given by the supply voltage and the

bias current I.

PA = VDDI (5.105)

Assuming a very simple single transistor amplifier with ideal feedback, the time constant of

the amplifier's response to a unit step is given by the following equation.

x = — (5.106)

The transconductance gm can be related to the current by the following formula assuming a

long channel model holds.

T =v-V (5107)1 VGS T
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Combining equations (5.103), (5.105), (5.106), and (5.107) yields the following result for the

power dissipation when an operational amplifier is present.

__ 4kBT(SNR)yVGS-VT>l
PA " t V

x V VDD )
(5.108)

If it is assumed that n time constants are required to settle to the required accuracy and that the

settling time is half the period of the sampling, then the following relation can be used to relate the

time constant x to the sampling rate.

x = ±r (5.109)
2nfs

Combining the above two equations results in the following formula for the power.

PA =8nfskBT(SNR)2U2|_J!l
V VDD )

(5.110)

The above equation is optimistic because the capacitance to be charged and discharged is

probably significantly higher than the sampling capacitor. Note that in the above expression the

power dissipation is inversely proportional to the supply voltage. This result contrasts the with the

case discussed earlier without opamps. In the case without opamps, the power dissipation is inde

pendent of supply voltage.

5.2.5.2 Power Dissipation Trade-offs in Choosing the Supply Voltage

From the previous section and the above equation, it can be seen that in general, high resolu

tion designs limited by thermal noise tend to favor the use of higher supply voltages because the

larger supply allows larger signal swings. Thus, the noise requirement is relaxed. For example, a

factor of 2 increase in signal swing allows a factor of 4 reduction in capacitor size. This can lead to

a factor of 4 reduction in current Thus, if P=VI, the power is reduced by a factor of 2.

On the other hand, lower resolution designs that are not limited by thermal noise, but instead

by parasiticcapacitances tend to favor lower supply voltages. This happens because the capacitor

sizes in a low resolution design cannot be reduced by using larger supply voltages. As a result, the

supply voltage goes up while the capacitor sizes and currents remain the same and an increase in

power dissipation results.
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Thus, there is a trade-off between thermal noise issues, which drive the design toward higher

supply voltages, and parasitic capacitor issues, which drive the design toward lower supply volt

ages.

In this section, the analysis discussed in section 5.2.4 is performed again. However, this time

the supply voltage is allowed to vary. As before, the analysis was performed using a computer, and

the results are graphed here. Power is proportional to the total gate capacitance in this analysis.

Therefore, the optimum supply voltage can be determined by reading the graphs of total gate
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capacitance Cototai versus supply voltage. As expected, the optimum supply voltage tends to
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Figure 52S Total Power DissipationofOptimized Pipelineversus Supply Voltage for Various ADC

Resolutions (a>rT=10)

increase as the required resolution is increased. This effect occurs because increasing the supply

voltage allows the noise constraint to be relaxed. With the noise constraint relaxed, smaller capac

itors can be used, and this use of smallercapacitors reducesthe bias current required to drive them.

It turns out that the required bias current drops with the squareof the supply voltage, so the power

dissipation, which is the product of supply voltage and current, drops as supply voltage increases.

In low resolution pipelines, increasing the supply voltage tends to increase power dissipation
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because the capacitor size is set by parasitic capacitances rather than thermal noise. Since the par

asiticcapacitances do not generally get smaller as supply voltage is increased, the current is con

stantwith respect to supply voltage. In this case increasing the supply voltagetendsto increase the

power dissipation.

Four graphs of total capacitance versus supply voltage are included here in order to indicate

the minimum supply voltage for four different speeds. From these graphs it is seen thatchanging

the speed requirement does not have a large effect on the optimum supply voltage. However, as

expected, increasing the speed requirement creates a large increasein the powerdissipation.

More graphs showing the optimal interstage gain, scaling factor, and front end feedback

capacitance areshown in the appendixat the end of this chapter.
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Figure 5.29 TotalPower Dissipation of Optimized PipelineversusSupplyVoltage for Various ADC

Resolutions (a>i-x=32)
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5.3 Scaling of Power and Speed in an Optimized Pipelined ADC

It is often of great interest to know how changing process technologies might affect the perfor

mance and power dissipation of a pipeline ADC. Therefore, in this section, a very approximate

quantitative analysis of the scaling of power and performance with process technology is per

formed. The intent of this analysis is to predicthow much performanceor power dissipation might
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improve if a pipelined ADC is redesigned in a new technology with transistors having shorter

channel lengths.

In this analysis, the pipeline is assumed to consist of two sections: a front end section limited

by thermal noise, and a tail end section limited by parasitic capacitances. It is assumed here that

both the front end section and the tail end section contain amplifiers that must meet the same set

tling time specification. This settling time is assumed to be composed of two periods: a slew rate

limited period, and an exponential settling period. In this analysis, the total settling time is

assumed to be a simple sum of the slewing time and some number of time constants. This analysis

alsoassumes that single pole class A amplifiers areused, and that the amplifiers swing to the rails.

With theseassumptions, the slewing period tslew is assumed to be approximately equalto the prod

uct of the load capacitance Clqad anc^me supply voltage VD£> divided by the bias currentI as

shown below.

tslew =W22 c5.ni,
The exponential settling teXp period is assumed to be equal to some number xt of timecon

stants x. It turns out that the number of time constants will become unimportant later in this analy

sis.

W=V =%^ »iUQ
In the above equation, f is the feedback factorand is approximately equal to l/2n where n is the

per stage resolution.

In order to determine how the transconductance relates to the current, the following process

technology scaling laws are used. First of all, the bias condition is assumed to be defined by the

density Q of charge in the channel, and this density of charge is assumed to remain fixed from one

technology to the next.

Q = Co*(VGS-VT> <5-113>

The gate oxide capacitanceCox per unit area is assumed to be inversely proportional to the

channel length L as shown below.
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Cox-i (5.114)
With these two assumptions, the biasvoltage VGS-VT is proportional to L.

VGS"VT~L <5-115>

With this information, it can be determined how the bias current density, the ratioof current to

channel width, scales with technology. The current is assumed to be given by the long channel

model as shown below.

l W *

I=^Coxr(VGS-VT>2 <5116)
The result is that the current density is independent of channel length.

=\-T =constant (5.117)
W

With the above information, the scaling of the transconductance gmwith technology may be

determined. With the long channel model, the transconductance is given by the following formula.

8m =J^Coxr1 (5-118)
The result is that the transconductance is proportional to the ratio of bias current to channel

length as shown below.

Also, the unity gain frequency (Oj is inversely proportional to the channel length as shown

below.

"r-cfwE-E <512°>
With this result, the exponential settling time given by (5.111) is given as shown below.

XjCf AAnL.
>»p = \ (5-121>

Therefore, the total settling time ts isgiven by the sum oftsiew and tgXp as shown below.

<s =W♦W=Setf*-2^^ (5.122)
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Now the above equation is rearranged slightly to express the power settling time product in

terms of four variables, supply voltage, load capacitance, per stage resolution, and channel length.

The result is shown below.

Pts =VDDIls =CLOADVDd( VDD +2%L ) <5-123>
The above expression applies to both the front end of the pipeline and the tail end of the pipe

line. The total pipeline power dissipation is assumed to be a weighted sum of the contribution from

the front end and from the tail end as shown below.

total's = (Pfront+ Ptail^ ls = (CLOADfront+ CLOADtaiP VDd( VDD +2I1xiL J (5.124)
To proceed further, it is now necessary to determine the load capacitances for the front end and

for the tail end. The front end load capacitance is determined by the signal to noise ratio specifica

tion, which is determined by the required resolution. It is assumed that the signal amplitude is pro

portional to the supply voltage, and the RMS value of the thermal noise is assumed to be inversely

proportional to the square root of the front end sampling capacitanceCso. Therefore, the voltage

signal to noise ratio SNR is given by the following proportionality.

SNR-VDJJ22 (5.125)

It is assumed here that the sampling capacitors are scaled down by 2° from one stage to the

next. In the front end of the pipeline the load capacitance is assumed to be dominated by the load

capacitance of the following stage (CSu/2n) and the front end feedback capacitance (CS(/2n).

Therefore, the load capacitance on the front end is given approximately by the following formula.

2CgQ 2kgTx§^jp\2
CLOADfront*~n ^"[V^J {5'U6)

In the tail end of the pipeline, the load capacitance is assumed to be dominated by the input

capacitances of the comparators. It is assumed here that the number of comparators is proportional

to 2n.Therefore, the tail end load capacitance is also proportional to 2n.
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C ~2nC^LOADtail z ^comp

292

(5.127)

The comparator input capacitance Ccomp isassumed to beproportional tothe gate capacitance

of a minimum sized transistor. It is assumedthat the mimmum width W^ of a mimmum sized

transistor is proportional to the channel length. Therefore, Ccomp is proportional to L as shown

below.

C ~C W . L~L
corap ox min

Equation [5.124] can now be rewritten as follows.

P t -
totals

^|L2+2nLx2jvDD(vDD+2nXlL)

(5.128)

(5.129)

In the above equation x2 is a constant factorthat indicates the weight of the tail end contribu

tion relative to the frontend contribution. Both xt andx2 will dropout laterin the analysis.

Now, the above equation is rewritten slightly to obtain the following relation.

^(SNR)2L
P t -

totals
2nLV

DD

+x22nLVDD|IVDD +Xl>](VDD+*l2nL) (5.130)

The above expression relates power dissipation, settling time, signal to noise ratio, supply

voltage, per stage resolution, and channel length. This equation actually possesses a great deal of

symmetry, which is revealed by rewriting the equationin terms of a new variable y=x12nLVDD.

fx2L ^
-MSNR)2

2
+y

x2
p t -

total s x
xl

(VDD +vM
^ VDD>'

(5.131)

Now the product of power dissipation and settling time is expressed in terms ofchannel length

and signal to noise ratio. The equation also includes two variablesto be optimized, y and VDj> To

perform this optimization, y is first assumed to be constant. For a constant y, the supply voltage

VDD is optimized when it is equal toVy•Then the equation may berewritten as follows.
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2x,
p t -

to tars x

fx2L
(SNR)

+ y Ji

293

(5.132)

Now y is the only variable left to optimize. To find the optimum another change of variable is

done. This time, a new variable z is defined by the following formula.

_y_ *2
snrJx2l

In terms of z, the power settling time product is given by the following formula.

»ts = 2xl/4x}/2L3/4(SNR)3/2(z3/2 +z-l/2)

(5.133)

(5.134)

The optimum value of z to minimize the above product is given by the following formula.

z=J (5.135)
Actually, the optimum value of z is not important here. However, it is important that the opti

mum value of z is a constant. This implies that y scales as follows.

y-SNR^L (5.136)

Using this information, it can be found that the optimum supply voltage, per stage resolution,

and power settling time product scale as follows.

VDD~L1/4SNR1/2

2n~
SNR1/2

L3/4

Pts~L3/4SNR3/2

(5.137)

(5.138)

(5.139)
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Thus, fora given resolutionand powerdissipation, the speed improvement obtained by reduc

ing thechannel length is expected to be lessthan linear in anoptimized pipelined ADC.

APPENDIX

This appendix includes more graphs of the results of section 5.2.5.2. These plots show the

value for the optimum interstage gain, optimum scaling factor, and optimum front end feedback

capacitance versus the supplyvoltage for four differentspeedrequirements.
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Figures 5.32 through 5.35 show graphs of the optimum interstagegain versus the supply volt

age. It can be seen from these graphs that increasing the supply voltage tends to reduce the opti

mum value for the interstage gain, and thus also reduces the optimum per stage resolution. This

behavior makes sense because increasing the supply voltage relaxes the thermal noise constraint.

Increasing the interstagegain relaxes the thermalnoise constraintin the tail end stages of the pipe

line, but this relaxationof the thermal noise constraintis of little value if the thermal noise require

ment is already relaxed to the point that it is not an issue in the design. It is also worth noting that

the optimal interstage gaintends to increase as the speed requirementis relaxed. This effect occurs

because relaxing the speed requirement increases the relative importance of the thermal noise

issue, and thermal noise limited designs tend to be improved by increasing the interstage gain.
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Figures 5.36 through 5.39 show graphs of optimum front end feedback capacitance versus

supply voltage. It is no surprise that the optimum front end feedback capacitance is reduced as the

supply voltage is increased. This occurs because increasing the supply voltage relaxes the thermal

noise constraintand makes it possible to meet the specificationsusing smaller capacitors.
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Figures 5.40 through 5.43 show graphs of the optimum front end scaling factor versus the sup

ply voltage for four different speed requirements. The optimum scaling factor is reduced as the

supply voltage is increased because increasing the supply voltage relaxes the thermal noise specifi

cation. As a result, scaling of the capacitors from one stage to the next does not help because it will

just further relax an already easy to meet noise specification.
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Reducing the speed requirement has the tendency to increasethe optimum scaling factor. This

occurs because reducing the speed requirement increases the relative importance of the thermal

noise constraint. Thermal noise limited pipelines tend to favor rapidcapacitor scaling.Therefore,

the optimum scaling factor is increased.
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Figures 5.44 through 5.47 show graphs of the front end scaling exponent versus supply volt

age. From thesegraphsit can be seen that increasing thesupplyvoltage tends to increasethe opti

mum front end scaling exponent. This effect occurs because increasing the supply voltage tends to

reduce the optimum interstagegain as discussedearlier. In spite of the fact that increasing the sup

ply voltage reduces the optimum front end scaling factor, the optimum interstage gain drops fast
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enough that the front end scaling exponent, which relates the scaling factor to the interstage gain,

is increased.
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Figures 5.48 through 5.51 show graphs of the optimum value for the scaling exponent versus

the supply voltage. In the optimization formulated here, the scaling exponent has less physical sig

nificance than the front end scaling exponent. However, these graphs are included here for com

pleteness.



5.3 Scaling of Power and Speed in an Optimized Pipelined ADC 312

4.5

4.0

3.5

3.0

2.5

2.0

1.5

1.0

15,

16/ 17/

14 /
13 Bits /

/
/ /

^X18

10 20 50 100

Supply Voltage (V)

Figure 5.49 OptimumScalingExponentversusSupplyVoltage for Various ADCResolutions

((orx=32)



5.3 Scalingof Power and Speed in an Optimized PipelinedADC 313

4.4

4.2

4.0

3.8

3.6

3.4

3.2

3.0

2.8

2.6

2.4

2.2

2.0

1.8

1.6

1.4

/ I

/
/

/ /
/ /
/ / j / j

/ ,I j
/ / j 1

13 Bits/ 14/ 15/ 16/ 17/

/ / /
/ / y /

^/ ^ ^y^ ^<^18
n— -~

-

1 2 5 10 20 50 100

Supply Voltage (V)

Figure 530 OptimumScalingExponentversusSupplyVoltage for Various ADCResolutions

(G>rX=100)



5.3 Scaling of Power and Speed in an Optimized Pipelined ADC 314

15 /16
14

/
13 Bits

/
/

17

/
y

^y ' 18

4.2

4.0

3.8

3.6

3.4

3.2

3.0

2.8

2.6

2.4

2.2

2.0

1.8

1.6

1.4
1 10 20 50 100

Supply Voltage (V)

Figure 531 Optimum Scaling Exponent versus Supply Voltage forVarious ADC Resolutions

(G>rx=316)



5.3 Scaling of Power and Speed inan OptimizedPipelinedADC 315

[Conroy94A]

[Conroy94B]

[Gregorian86]

[Lewis92]

[Weste85]

• References

Cormac S. G. Conroy, "A High-Speed Parallel Pipeline A/D Converter
Technique in CMOS," Memorandum No. UCB/ERL M94/9, Electronics
Research Laboratory, U. C. Berkeley, February 1994, pp.180-206.

Cormac S. G. Conroy, "A High-Speed Parallel Pipeline A/D Converter
Technique in CMOS," Memorandum No. UCB/ERL M94/9, Electronics
Research Laboratory,U. C. Berkeley, February 1994, pp.119-132.

Roubik Gregorianand Gabor C. Temes, Analog MOS Integrated Circuits
for Signal Processing, New York: Wiley, 1986, pp. 500-513.

S. H. Lewis, "Optimizing the Stage Resolution in Pipelined, Multistage,
Analog-to-Digital Converters for Video Rate Applications," IEEE Trans
actions on Circuits and Systems-II: Analog and Digital Signal Process
ing, vol. 39, no. 8, Aug. 1992, pp. 516-523.

Neil H. E. Weste and Kamram Eshraghian, Principles of CMOS VLSI
Design: A Systems Perspective, Reading, Mass.: Addison-Wesley, 1985,
pp. 147-149.



6.1 Design Goal 317

CHAPTER 6

PROTOTYPE DESIGN AND

DESCRIPTION

A prototype analog to digital converter was designed, laid out, and fabricated based on the

principles discussed in the previous chapters.The design is summarized in this chapter, and the

results of testing are discussed in chapter 7.

6.1 Design Goal

The goal of this project was to demonstrate an analog to digital converter with 14 bit linearity

and dynamic range at a sampling rate of 10 MHz with as little power dissipation as possible. This

corresponds to a signal to noise + distortion ratioof 86dB.

6.2 Architecture

The pipelined ADC architecture was selected because of its ability to achieve high throughput

rates with relatively low powerand for its tolerance to comparatoroffsets. Eachstageis composed

of six comparators, a chargeredistribution digital to analog converter (DAC), and a gain block

with a gain of4. Thus, eachstage effectivelyresolves 2 bits. Digitalcalibration[K2ranicolas93] wasused

to correct for capacitormismatches in the digital to analogconverters of the first six stages of the

pipelined ADC. The pipeline is composed of a total of 9 stages for a nominalresolution of 18bits.

The two additional stages are used to improvethe calibration accuracy of the previous stages. The

post-processing required to generate the correct digital output was done off chip by computer. A

block diagram of the entire system is shownin figure 6.1. Figure 6.2 showsthe structure of a sin

gle stage of the pipeline.

6.2.1 Comparator Architecture

Because of digital errorcorrection, a high comparatoroffset voltage can be tolerated. In the

prototype design, the signalswing is +/-3.3V, the interstage gain is 4, and the numberof compara-
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STAGE 1 calibrated > 3 bits

^ramplified residue

STAGE 2 calibrated > 3 bits

^ramplified residue

STAGE 3 calibrated > 3 bits
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STAGE 4 calibrated > 3 bits

^ramplified residue

STAGE 5 calibrated > 3 bits

amplified residue

STAGE 6 uncalibrated > 3 bits

amplified residue

STAGE 7 uncalibrated > 3 bits

^ramplified residue

STAGE 8 uncalibrated > 3 bits

Figure 6.1 OverallStructureof the Prototype Pipelined ADC
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tors is 6. Using the analysis of section 3.4.2, an offset voltage of 412.5mV can be tolerated.

Because such a high offset voltagecanbe tolerated, it was possible to use a very simple dynamic

comparator. A number of references exist for dynamic comparatorS[YUkawag5][Ch095]jSong95]. Thecircuit

diagram for the comparator used in this project is shown in figure 6.3. This comparator circuit

consists of a latch (transistors ML), precharge transistors (MP), input transistors (MI), cascode

transistors (MC), bias transistors (MBIAS), input sampling switches (MSI), and reference sam

pling switches (MSR).

The operation of this circuit is as follows. While clocks <j>A1, <J>A2, and <j>A3 are high, the

charges at nodes Vs+and Vs_are initialized to values determined by the reference voltages VR+ and

VR_ and the bias voltage. While clocks <j>SJ, <f>S2, and <J>S3 are high, the output nodes V^ and V0_

are prechargedto VDD. Vc+ and Vc. are also precharged to VDD at this time. VA+ and VA_ are pre-

chargedto ground at this time. During this time, Vs+ andV^ are floating and follow the input volt

ages VI+ and Vx_ through the capacitive coupling provided by Cs and CR. When <J>S2 goes low,

latching begins while the input remains connected. Both V0+ andV^ begin to discharge through

transistors MC and MI. The differential input voltage produces a differential voltage on nodes Vs+

and Vg_. This differential voltage produces a mismatchin impedancethat causes the nodes V^. and

Vq. to discharge atunequal rates.Eventually,one of the nodes reaches a voltage low enough to cut

off discharge of the other node. At this time, the slow node is charged back to VDD while the fast

node continuesto discharge to ground. Thus a decision hasbeen made by the circuit

Figure 6.4 shows how six of these comparators areused togetherto form a small ADC. Each

comparator has a corresponding input threshold voltage of 0V. ForVs+-Vs_<0, the output is high.

Otherwise the output is low. In orderto construct auseful ADC, a set of comparators with a range

of input threshold voltages is required. This is accomplished by appropriately choosingthe value

forthe ratio ofCR to CG. This ratio determines theamount of charge initiallystored atthe summing

nodes Vs+ and Vs_.
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Figure 6.3 Comparator and Comparator Sampling Network Schematic
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Figure 6.4 Comparator Bank Architecture
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6.2.2 Encoding Network

62.2.1 Voting Error Correction

The input offsetvoltage of thecomparator described in the previous section can bequite large.

Inorder to improve thetolerance to offsetsin thiscomparator, extradigital circuitry wasadded fol

lowing the comparator outputs tocorrect for gross errorSfMangeisdor^oiiFiynnQS]- This scheme has been

referred to as voting errorcorrection and addresses the case where the input offset voltage of a

comparator is so large that the hierarchy of switching thresholds shown in figure 6.4 is altered.

Figure 6.5 shows an example of the comparatoroutputs for such a case and the desired correction.

Note that the large offset results in a thermometer code with a "bubble" at the comparator outputs.

nonmonotonic behavior due to

large latch offset

V,

♦
c«=o

C*=0

c4=vDD

c*=o

Co=V2~VDD

Ci=VDD

CORRECTION

LOGIC

CE6=0

Ce5=0

CE4=0

cE3=vDD

Cpo=VE2-VDD

CE1=VDD

t
contradiction removed

Figure 6.5 Example ofVoting ErrorCorrection in Action

To correct for this mistake, correction logic is added to make sure that the output C^^ is always
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less than orequal to the outputC^. A logicdiagram showing the implementation of this schemeis

shown in figure 6.6.

C2B.
C1B O-CE1

=0*—CE6B
c6

c4

CE5B

CE4 c5S&D-VCE4B

C2
C1

CE1B

CE3B

CE2B

Figure 6.6 Logic Implementation ofVoting ErrorCorrection

6.222 Digital to Analog Converter

The digital to analog converter (DAC) block is ananalog multiplexer (MUX). This blockuses

thecomparator outputs as control signals that select a reference voltage to be subtracted from the

input signal. The DAC used in the prototype uses a charge redistribution architecture[McCreary75]I.

Lin91]. This operation of this type of DAC is intimately tied to the subtraction operation and the
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operation of the sample and hold amplifier. Therefore, all three of these must be discussed

together.

The subtraction operation is obtainedby operating the sample andhold on two phases as dis

cussed in section 3.1. During the sample phase, the signal to be sampled is connected to the sam

plingcapacitor. During the hold phase, the signal to be subtracted is connected. Fractional values

of the reference can be generated by dividing the sampling capacitor into smaller units and con

necting some capacitors to the reference and some to ground Therefore, the DAC operates by con

necting the appropriate reference to the appropriate capacitor.

Figure 6.7 shows how the DAC is organized. This figure also shows the digital calibration

scheme. The calibration is used to measure errorsin the DAC. Therefore, its operation is closely

associated with the DAC. The digital calibration scheme shown is similar to that discussed by

KaranicolaS(KaranicoIaS93]. For the case of the prototype chip, the calibration was not implemented on

the chip, but was controlled manually off the chip. Therefore, the calibrationcircuits shown illus

tratehow the calibrationmight be implemented if it were included on the chip.



6.2 Architecture

DIGITAL

DECODER

i—i—r
VCAL2 VCAL1 VCAL0

IP

GROUND V0P

ANALOG

MUX

ANALOG

MUX

ANALOG

MUX

ANALOG

MUX

ANALOG

MUX

ANALOG

MUX

ANALOG

MUX

ANALOG

MUX

OM

PTP4

rTP3

rTP2

rTP1

rTM1

rTM1

rTM1

rTM1

Figure 6.7 Digital to Analog Converter Organization

326

BIAS

BIAS



6.2 Architecture 327

The timing diagram shown in figure 6.8 helps to illustrate the how the DAC works with the

sample and hold. During the sampling phase of operation, the capacitors are connected either to

♦si

'S2

possible

sampling

capacitor

connections

SAMPLING PHASE

ADC input signal

previous stage output

Vrc

HOLD PHASE

Vrp

Vrm

0

Figure 6.8 Possible Locations forConnecting Sampling Capacitor During the Sampling
Phase and Hold Phase of Operation

the input to the ADC, the output of the previous stage of the ADC, or to VRC, depending on the

mode of operation. During calibration, the capacitors are connected to VRCP andVRCM. During nor

mal operation, the capacitors areconnected to the output of the previous stage. In the case of the

first stageof the ADC, the capacitors areconnected to the input signal.

Next, the switches biasing the summing nodes VSP and VSM are turned off. The switches are

turned off inan ordered way tominimize the differential charge injection^^sgyAj^jn^jjconroj^]. The

switch controlled by <J>S1 turns off first The switch controlled by <j>S2 isthe next to turn off. These

switches both turn off before any of the switches in the DAC turn off.
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After the switches biasing VSP and VSM are turned off, VSP and VSM are floating. During the

next phase of operation, thehold phase, capacitors 1through 3 are connected either to the positive

reference Vrp, the negative reference V^, or ground. Capacitors CSP4 and CSM4 are the feedback

capacitors. Therefore, these capacitors are always connected to the amplifier output During nor

mal operation, the nodeto which eachof the sampling capacitors is connectedis controlled by the

comparatoroutputs. During calibration mode, the node to which each of the samplingcapacitors is

connected is determined by the calibration control inputs Vcalo, Vcali, and Vcali- These inputs

also determine which resistorstring voltage is connected to VRC.
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The resistor string shown in figure 6.9 is used to generate a set of voltages that are approxi

mately equal to the switching threshold voltages of thecomparators as discussed in section 3.4.5.

It is needed only during calibration andmay be turnedoff at other times.

RM RP

VRC1 VRC6

VrC2 VrC5

VRC3 RC4

Figure6.9 Resistor String for Generating InputSignal Near Comparator Switching Thresholds

The truth tables in tables 6.1 through 6.5 further illustrate the operationof the DAC circuits

described above.
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During calibration, the input signal is near acomparator switching threshold voltage. There

fore, it is admissable during this time to subtract either the closest reference below the switching

threshold ortheclosest reference above the switching threshold. For both cases, the resulting resi

duewill be within the range of values that can be handled by the following stages of the ADC.

Subtracting the lowerreference will result in a positive residue, and subtracting the higher refer

ence will result in a negativeresidue. By subtracting these two residues, the size of the DAC seg

ment can be determined as discussed in section3.4.5. Since that is the purpose of performingthe

calibration, the calibration mode is divided into two smaller modes, one where the lower reference

is subtracted and one where the higher reference is subtracted.The operation is summarized in

tables 6.4 and 6.5.

Table 6.1 Sampling Capacitor Connections During Sampling Phase of
Operation

Vjpi VtP2 VtP3 VTP4 Vtmi VjM2 VtM3 VjM4

normal

operation

VoPk Vopk Vopk Vo* V()Mk V<)Mk M>Mk V()Mk

calibration

mode

Vrcp Vrcp Vrcp Vrcp Vrcm Vrcm Vrcm Vrcm

Table 6.2 Sampling CapacitorConnection During Hold Phase of Normal
Operation

u L5 L4 L3 L2 u MPl VyP2 VjP3 VTP4 Vtmi VtM2 VtM3 V-TM4

0 0 0 0 0 0 Vrm Vrm Vrm voP Vrp Vrp Vrp *om

0 0 0 0 0 1 Vrm Vrm 0 V„p Vpj. Vrp 0 *om

0 0 0 0 1 1 Vrm 0 0 V„p Vrp 0 0 vyom

0 0 0 1 1 1 0 0 0 V„p 0 0 0 vvom

0 0 1 1 1 1 vRP 0 0 v„P Vr„ 0 0 ^om

0 1 1 1 1 1 Vrp VRP 0 V„p Vrm VrM 0 V'om
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Table 6.2 Sampling Capacitor Connection During Hold Phase of Normal
Operation

u L5 L4 L3 L2 Li Vtpi V-JP2 VtP3 VTP4 Vtmi VjM2 VtM3 VjM4

1 1 1 1 1 1 Vrp Vrp Vrp v„P Vrm Vrm Vrm vYom

Table 6.3 Calibration Control Decoder Truth Table

VcAL2 VcALl VcALO u L5 u L3 L2 L, vRC=?

0 0 0 0 0 0 0 0 vDD Vrci

0 0 ^Vdo 0 0 0 0 vDD 0 VRC2

0 vDD 0 0 0 0 vDD 0 0 VRC3

0 vDD vDD 0 0 vDD 0 0 0 VRC4

vDD 0 0 0 vDD 0 0 0 0 VRC5

vDD 0 1 vDD 0 0 0 0 0 Vrc6

vDD vDD 0 0 0 0 0 0 0 not

conn.

vDD vDD vDD 0 0 0 0 0 0 not

conn.

Table 6.4 Sampling Capacitor Connection During Hold Phase of Calibration
Mode - Lower Reference Subtracted

L6 L5 u u L2 L, Vtpi VtP2 VtP3 VtP4 Vtmi VtM2 VtM3 VtM4

0 0 0 0 0 1 Vrm Vrm Vrm V0P Vrp Vrp Vrp *om

0 0 0 0 1 0 Vrm Vrm 0 V„p Vrp Vrp 0 vTom

0 0 0 1 0 0 Vrm 0 0 v„P Vrp 0 0 vTom

0 0 1 0 0 0 0 0 0 v„P 0 0 0 vTom

0 1 0 0 0 0 Vrp 0 0 V„p Vrm 0 0 "om

1 0 0 0 0 0 Vrp Vrp 0 V„p Vrm Vrm 0 ^om
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Table 6.5 Sampling Capacitor Connection During Hold Phase of Calibration
Mode - Higher Reference Subtracted

L6 L5 L4 L3 L2 u Vtpi VtP2 VtP3 VtP4 Vtmi VtM2 VtM3 VtM4

0 0 0 0 0 1 Vrm Vrm 0 V„p Vrp 0 0 "om

0 0 0 0 1 0 Vrm 0 0 V„p 0 0 0 v

0 0 0 1 0 0 0 0 0 v„P 0 0 0 ^om

0 0 1 0 0 0 Vrp 0 0 v* Vrm 0 0 *om

0 1 0 0 0 0 Vrp Vrp 0 V„p Vrm Vrm 0 VYom

1 0 0 0 0 0 Vr, Vrp Vrp v„P Vr„ Vrm Vrm v

6.2.3 Sample and Hold Amplifier Architecture

Because the sample andhold, DAC,and subtraction operations are combined, theoperation of

this circuit was already largely discussed in the previous section. In this section, its operation is

discussed again with a different emphasis.

The basicstructure of the sample andholdcircuitusedin the prototype is shownin figure 6.10.

This circuit is the standard switched capacitor sample and holdcircuit usedin charge redistribution

analog tO digital COnverterS[McCreary751[Lewis87A][Un91][Conroy93]-

The operation of the sample and holdcircuit is as follows. The circuit hastwo phases of oper

ation: the sampling phase and the hold phase. During the sampling phase, <}>S1, <J>S2, and <j>S3 are

high. During this time the amplifier output nodes are tied to an output bias voltage. The amplifier

input nodes VSP and VSM are also tied to a bias voltage at this time. Thecapacitor bottom plates

Vpi,V^, VP3, VP4, VM1, VM2, Vm3, and VM4 are all tied to the appropriate inputvoltage, either V^

orVjm. The inputvoltage is either theinput to theadc ortheoutput from theprevious stage during

normal operation. During calibration, theinput is oneof thecomparator switching thresholds. At

theend of the sampling phase, theswitches connecting the input to thebias voltage are turned off

first. The charge injected by these switches is then equilibrated by the switch shorting the two

input nodes together. This switch turns off next. Thetime atwhich this switch turns off defines the
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sampling instant. Lastly, the switches connecting the input signal to thecapacitor bottom plates

andthe switchesbiasing the amplifier outputsareturned off.

During thehold phase of operation, theamplifier input nodes float. At this time, thecapacitor

bottom plates are connected to eithera reference voltageor another capacitor bottom plate. The

connection madeis determined by the comparator outputsduring normal operation andby the cal

ibration inputs during calibration mode.

6.2.4 Operational Amplifier Architecture

The sample and hold amplifier discussed above includes an operational amplifier. This opera

tional amplifier is a key block that limits the performance of the analog to digital converter. This

block is the primary source of speed limitation and power dissipation. This block also contributes

thermal noise limiting the ADC resolution.

Figure 6.11 shows the operational amplifier architecture used in the prototype design.
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The transistor sizes given are for the first stage. The architecture is basically a two stage design

with pole splitting Miller compensationmodified according to the techniquediscussed by Ahu-

Ja[Ahuja83]- The settling time performance of this amplifier is also discussed in chapter 4, and the

thermal noise is discussed in chapter5. The amplifier is fully differential in orderto reduce power

supply coupling. Because of the fully differential architecture, common mode feedback is neces

sary. This feedback is provided by capacitors Ccm- If the common mode voltage at the output rises,

the voltage at node Vqm also rises. This results in reduced current through the input transistorsand

reduced current in the NMOS transistors sinking current from nodes V0l+ and V0l.. Therefore, the

voltage at these two nodes goes up, and this results in more currentbeing sunk from nodes V^. and

V„.. Therefore, the common mode voltage at the output is pulled back down.

A one stage amplifier architecture is often favored because of its simplicity and potential for

high speed. However, distortion specifications require the use of amplifiers with high open loop

gain. To meet open loop gain requirements, a one stageamplifierrequires the use of Cascodetran

sistors that limit the swing available from the amplifier. Fora fixed dynamic range specification,

the reduced swing results in tighter limits on the noise. To meet the tighter requirements, large

capacitors must be used. If the samplingratespecification is fixed, the larger capacitors force the

use of higher bias currents. Therefore, the two stage architecture was chosen for this prototype.

The output stage has a moderate gain of about 10 and has a wide voltage swing. Because of the

gain of the second stage, the output of the first stagedoes not need to have a large swing. There

fore, it is possible to use Cascode transistors in this stage to achieve high gain. Thus, a high open

loop gain amplifier is achieved without losing signal swing.

6.2.5 Bias Circuit for the Operational Amplifier

The operational amplifier biascircuitis largely basedon the circuit in figure 6.12. This circuit

is discussed by Lin(Lin90] and isused tobias the gates of the current sources and the cascode transis

tors in the operational amplifier. The basic principle of the circuit is as follows. The current IB

flowing through MB1 and MB2 forces MB1 into the trioderegion and MB2 into the saturation

region. By appropriate choice of current andtransistor sizes, the value of Vc can be adjusted to

bias a cascode transistor above a current source.
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Figure 6.12 Current Source and Cascode Biasing Scheme
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circuit to be biased

The circuit is also used to generate the gate voltage Vcs of the current source. This voltage is

often generated by running a bias current through a diode connected transistor. The problem with

that method is that the drain to source voltage on the biasing transistor often does not match the

drainto source voltage of the transistor it is biasing.To alleviate this problem, the circuit is modi

fied by adding cascode transistor MA2 to the bias circuit. This modification results in a more accu

rate bias voltage for the current source by forcing the drain voltage of the bias transistor to be

similar to that of the current source.

The following analysis gives a first order expression for the bias voltage. This analysis

assumes long channelmodels for the transistors. The currentIB is expressed as the following func

tion of node voltages.

W W,

lB =^Cox L^(VC "VDB1 "VT) 2=^CoxJ^1 {(VC "VT> VDB1 "5VDB1 > «")
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From the above equation, the drain voltage VDB1 is givenby the following equation.

2L

DBl

*iC.
W

B2

oxl
B2

-1+ 1 +
w^Yl

'Bl

W ^
rBiAuB2y

(6.2)

Also, the bias voltage Vc is given by the following equation.

2L

DAI

nc,
W

B2

oxl
B2

vrFTwB2 A2

VLB2yw
fl +

(6.3)

Thus, by appropriately choosing the current and the device sizes, the desired bias voltage can

be obtained.

Since good matching between VDA1 and VDB1 implies that the bias current I will be closely

matched to the reference current IA, it is worthwhile to calculate VDA1-VDB1 in order to indicate

how well the currents match. Both MAI and MA2 are in the saturation region of operation. There

fore, VDAj is given as follows.

wZl
B2

W

^
_B1

vLB2;
(6.4)

The mismatch is then given by the following equation.

DAI VDB1
21_B_

W

HC
B2

oxl
B2

21

HQ
W

A2

oxl
A2

(6.5)

From the above equation, it can be seen that if the current densities in MA2 and MB2 are

matched, the drain voltages will match. Thus, the bias current will closely track the reference cur

rent.

The output impedance of the bias circuit is alsoof interest.The biascircuit is designed to gen

eratea DC voltage. However, switching events in the circuit being biased may result in transient

deviations in the bias voltages. In order to achieve rapidrecovery from these switching events, it is

desirable that the output impedance be low. The output impedance can be determined by differen-
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tiating thebias voltage withrespect to thebias current. Theresult is that theoutput resistance Reof

the cascode bias circuit and Resof the current source bias circuit are givenby the following equa

tions.

Rc =̂ 1 (6.6)
Z1B

V -V

Rcs =-TT^ (6-7)
ZiA

Thus, for a given bias voltage, the output resistancecan only be reduced by increasing the bias

current. Therefore, there is a direct trade-off between output resistance and power dissipation of

the bias circuit
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The complete circuit used to bias the operational amplifier is shown in figure 6.13.
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6.2.6 Clock Generation

Inorder to control thetiming of operation, it is necessary to generate a setof clock signals with

two nonoverlapping phases. It is essential that the sampling phase andhold phase do not overlap.

Overlapping of the phases wouldresult in signal charge leakingaway during the hold phase.

The circuit used for generating these nonoverlapping clocks in the prototype design is shown
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in figure 6.14. A timing diagram showing how these clocks are generated is shown in figure 6.15.
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This circuit is similar to thecircuit usedby Lewis[Lewis87B]. CLOCKis anexternal inputsignal

to the integrated circuit. The clocks <J>el,<i)e2, and <j>e3 correspond to sampling clocks

<j>sl, <j>s2, and (|>s3 respectively for stages 0, 2, 4, 6, and 8. For stages 1, 3. 5, and 7

<j>el, <J>e2, and <j>e3 correspond to hold clocks <j>hl, <J>h2, and <j>h3. Likewise, clocks

<|>fl, 4>f2»anc* §& correspond to sampling clocks <J>sl, <j) 2, and <j> 3 for stages 1, 3, 5, and 7 and

hold clocks <j>hl, (}>h2, and <j>h3 for stages 0, 2,4, 6, and 8.The three skewed clocks are generated
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for the sampling phase in order to minimize the effects ofcharge injection^^s^AHUnoiHConroyQS]]- On

the falling edge of <{>sl the switch connecting the operational amplifier inputs tothe bias value are

turned off. As these switches turn off,charge is injected from them onto the inputnodes of the

operational amplifier. However, another switch controlled by <|>s2 equalizes the charge injection so

that the differential charge injection iszero. Then this switch turns off on the falling edge of<J>s2.

Charge is also injected from this switch, but ideally the charge injection should be equal for both

nodes. Finally, onthe falling edge of <|>s3 the input signal isdisconnected from the bottom plate of

the sampling capacitor.

6.2.7 Layout Considerations

The resolution desired from the prototype analog to digital converter makes interference a sig

nificant concern. Therefore, care was taken in the layout to isolate sensitive nodes in the circuit

from sources of interference. This was accomplished primarily by shielding and separate ground

and supply voltages.

6.2.7.1 Sampling Capacitor Layout

The sample and hold amplifier input is the most critical node of the integrated circuit. There

fore, a great deal of care was taken to shield this node from sources of interference. The input to

the ADC is also rather sensitive. Therefore, special attention was given to the layout of the sam

pling capacitors, which connect both of these nodes. The sampling capacitors were constructed by
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overlapping metal and polysilicon as shown in the cross section of figure 6.16. Note the presence

metal 1 connected to amplifier input

metal capacitor top plate

polysilicon capacitor bottom plate

7connected to input signal

grounded n well

Figure 6.16 Cross Section of a Sampling Capacitor

of grounded shielding both above and below thecapacitor. The plan view of the sampling capaci-
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tors is shown in figure 6.16. Here again, the attempt touse grounded shielding toprotect the ampli-

input signal

••:••••••••••.•••• WWm $mm_|

amplifier input node

j

XMmZX+Z:

ring of grounded dummy capacitors

Figure 6.17 Plan View of the Sampling Capacitor Array

7

fier input node can be seen. The 8 sampling capacitors in the middle of the block are surrounded by

a ring of grounded dummy capacitors. These dummy capacitors are used to shield the sampling

capacitors from interference and to improve matching by making the edge effects similar[McNutt94][.

McCreary81][Shyu84]-

6.2.7.2 Interconnect Layout

Because the amplifier outputs and inputs are sensitive nodes, the interconnect used to connect

the output of one stage to the next stage was also shielded as shown by the cross section in figure
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6.18 and the plan view shown in figure 6.19. Keeping the signal lines close together prevents other

signal* signal-
metah metah

grounded n well

Figure6.18 Cross Sectional View ofthe Interconnect Line Between Pipeline Stages

signals from coupling inductively to thesignal. Also, thesignal lines are surrounded onfoursides

bygrounded conductors tominimize capacitive coupling ofsources ofinterference onto the signal.
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6.3 Power Supply Noise Issues

Supply noise is a significant problemthat often limits the performance of high resolutionhigh

speed analog circuits. Supply noise occurs when variable currents are injected into the supply. In

the ideal case, when the supply impedance is zero, these currents have no effect. However, a real

supply voltage source has a finite impedance. As a result, these noise currents cause variations in

the supply voltage. These supply voltage variations are then coupled into the signal.

To alleviate this problem, three techniques areused. One technique is to design the circuit in

such a way that supply noise is not coupled into the signal. In other words, the circuit is designed

such that the power supply rejection ratio (PSRR) is high. One very effective way of accomplish-
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ing this is to use fully differential circuit architectures. A fully differential circuit architecture has

both positive and negative input and output terminals. Therefore, the signal never has to be refer

enced to either the positive or negative supply. To first order, the supply noise couples equally onto

both the positive and negative signal.When the difference is taken, this supply noise is cancelled

out The fully differential architecture also has the advantage that variations in current are reduced

because increases in current in a positive branch of the circuit tend to be balanced by reductions in

a negative branch. This technique is very effective, but it has the disadvantage that extra hardware

and complexity is required in comparison to a single ended circuit

Another way of minimizing degradation due to supply noise is to reduce the noise current on

the supply. This can be accomplished by using multiple supplies and isolating the supplies requir

ing low noise from the digital supplies and other noisy supplies. Furthermore, the use of fully dif

ferential circuit architectures helps becausechanges in current in one branch of the circuit tend to

be cancelledby the currentchangein the matchingbranch.Also, class A circuitdesigns arehelpful

because the quantity of current in such a design is relatively independent of the signal in compari

son to a class B design. The disadvantage of these techniques is that multiple supplies may drive

up the cost of the system. Also, class A designs have high standby power and are poor for hand

held and battery operated systems.

Finally, supply noise canbe reduced by reducingthe impedance of the supply.By reducingthe

impedance, the quantity of supply noise for a given noise current can be reduced. This method also

has limitations. These limitations will be treated further in the following discussion.

The power supply of an integrated circuitmay be modeled simply by the circuit in figure 6.20.

In this model, the external supply is assumed to be connected to the integratedcircuit through

inductive bond wires LB. C represents bypasscapacitors presenton the chip, and R represents con

ductive paths between VDD and ground. The current i represents noise currents injected onto the

supply by circuits switching on the chip.

From this figure, three approaches to reducing the supply impedance can be seen. First, a

reduction of the inductance between the chip and the external supply is quite useful. This can be

accomplished by double bonding the supply padson the IC and by using multiple supply pads.The
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'ext

EXTERNAL SUPPLY

Figure 6.20 Circuit Model for IntegratedCircuit Power by an External Supply

inductance per bond wire is generally somewhere in the vicinity of lOnH. Multiple supply pads

reduce the supply inductance by putting these bond wires in parallel. Thus, to first order the induc

tance is given by the following formula.

L = inductance per pad
total number of pads

(6.8)

This technique is effective, but extra pads can be expensive and could force the use of a larger

package.

Increasing the on chip capacitance is another commonly used technique to reduce the imped

ance of the on chip supply. The problem here is that in order to be effective, very large values of

capacitance are required. Often, the area required to realize such a capacitance exceeds the area

available on a typical die, even if the entire die were covered with the capacitor.

Finally, the supply can be bypassed with a shunt resistor R. This can help by reducing the qual

ity factorof the resonance in the supply circuit. The supply impedance is reduced as R is reduced.

However, this shunt resistor dissipates power, and this power dissipation increases as the resis

tance is reduced. In a low power application, this side effect could be severe.
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The effect of adding bypass capacitors to the on chip supply will now be studiedfurther. First,

the model in figure 6.20 is rearranged as shown in figure 6.20 to make the analysis more conve

nient. In this model, the two bond wire inductors are combined. The external voltage source is

AVDD

2U ©' T

J
Figure 6.21 Modified CircuitModel for the SupplyCircuitof an IntegratedCircuit

removed because only AC behavior is of interest here. The s domain transfer function from noise

current to VDD is given by the following equation.

AVDD
=

1

cs
I 2 1

S +RCS +
1

2LBC

(6.9)

Given this transfer function, the magnitude of the frequency domain response is given by the

following formula.

(6.10)
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The frequencies shown in the above equation are given as follows.

®n a2UC (6.11)

S R^C (6.12)

Assumingthe inductance LB is lOnH and R=100 ohms, themagnitude of the impedance given

by the aboveequation is plotted in figure 6.22 for several capacitor values. Note that as C is

0.001

sl.6pF

=:flOpF

=1100pF

10 100 1000 104 105

frequency (Hz)
Figure 6.22 Supply Impedance versusFrequency

increased, theimpedance is reduced for frequencies above theresonant frequency, but for low fre

quencies the impedance is not affected. Also note that for reasonable capacitor values (values of
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capacitance that can be laid out on an integrated circuit, generally less than lOnF) the resonant fre

quency is above 100MHz. Thus, systems with a bandwidth less than 100MHz probably cannot be

improved by adding bypass capacitors on chip. Furthermore, the additional capacitance might

move the resonance into the bandwidth of interest and make things worse.

It is also interesting to look at the above problem from a time domain point of view. For this

approach, the response of the supply voltage to an impulse Q5 (t) of current is analyzed. Q is the

charge delivered by the impulse of current. This response is found by taking the inverse Laplace

transform of the response given by equation (6.9). The result is given by the following equation.

AVDD = Qe cos (coDt +0) (6.13)
cVi-C2

In the above equation, 6 is given as follows.

(ih)6 = atan[ , » | (6.14)

The results of this analysis are plotted in figure 6.23 as a function of the capacitanceC for the

case where R=100 ohms and LB=10nH. Supply noise is often tolerable during partof the cycle if it

is not present during the sampling instant. Therefore, the response is plotted at various times t. It

can be seen from the graph that for long waiting times adding additional capacitance can make

things worse rather than better. Therefore, capacitive supply bypassing on an integrated circuit

must be used with caution. Because of the problems discussed here, on chip capacitive bypassing

was not added to the prototype circuit.
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CHAPTER 7

EXPERIMENTAL RESULTS

The prototype analog to digital converter was tested, and the results are summarized in this

chapter. The tests performed include the code density test to measure integraland differentialnon-

linearity,a sine wave fit to measure signal to noise ratio and harmonic distortion, and an idle chan

nel noise test with no input signal present.

7.1 Die Photograph

The die photograph for the prototype ADC is shown in figure 7.1. The pipelined ADC is visi

ble in the right side of the photograph. The input stage of the pipeline is at the bottom. The struc

ture on the left side of the photographis a shift register memory circuit that was included to allow

the digital output data to be saved without driving signals off chip during conversion. Total die

area is 6.9mm by 6.9mm. Core die area of the pipelined ADC excluding pads and memory is

4.5mm by 6.2mm.
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stage 0 comparators / stage 0sampling capacitors stage0 opamp
stage 0 sampling switches

Figure 7.1 Die Photograph of the Prototype Integrated Circuit

7.2 Code Density Test

The transfer characteristic of an ADC is often measured using a code density test with a

known waveform at the input[Docrnberg84]. In a code density test, a large number of samples of an

input signal are collected and converted to digital codes. Then the number of occurrences of each
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digital code is plottedon a histogram of frequency of occurrence versus code. If enough samples

are taken, the effects of noise are averagedout and all of the information about the transfer charac

teristic of the ADC can be obtained.

The procedure for using the code density test to determine the transfer characteristic of the

ADC is illustrated in the following discussion. This analysis is based on the ADC with the transfer

characteristic shown in figure 7.2. The transfer characteristic is definedby the values of the thresh

old voltages V^. If these thresholdsare known, the transfercharacteristic is completely known,

and therefore the DNL and INL are also known.

It is assumed here that a symmetrical input signal is used during the code density test. Sym

metrical is taken here to mean that the positive going part of the signal has the same shapeas the

negative going part of the signal.

The application of the input signalas shown in figure 7.2 results in each output code lasting

for a certain period of time as indicated in the bottom left corner of the figure. The frequency of

each code is proportional to the length of time each code lasts. Therefore, the code density test

results in ahistogram outputlike that shownin figure 7.3. The numberof occurrences Nkof the k-

th code is given by the following formula.

Nk ^Tk^-'^-nc)
N t

total "-total

(7.1)

The value Ntotal in the aboveequation is the totalnumberof samplestaken during the code den

sity test, andit can be expressedby the following formula.

"code"1

Ntotal= I Nk (7.2)
k = 0

Ncode in the above equation is equalto the numberof possiblecodes output by the ADC. In the

example here N^g is 9.

When a code density test is run, the values Nk are measured, and therefore these values are

known. The values V-n- of the thresholdvoltages arenot known. These thresholds must be deter

mined by rearrangingequation (7.1). The result is shown below.
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output code

code

-1 VT1 VT2 Vt3 VT4 VT5 VjcV^Vts 1

*total

time
Figure 72 3 Bit ADC with Half Sine Wave Input



7.2 Code Density Test 361

number of occurrences

code0 code-j code2 code3 code4code5 code6 code7 code8 output code

Figure 7.3 Histogram Output for 3 Bit ADC

t(vTk+1) =t(vTk)+^±it
M "total
"total

(7.3)

The above result holds for a general input waveform. The code density test is often performed

with a sine wave input as indicated in figure 7.2. In this case, ttotal is equal to half the period of the

input. The above equation can then be rewritten as shown below.

N,

VTk+l =-cos acos (—VjtJ +7i 'k+ 1

N
total.

Vyj. = -COS K
( k M

N
total

y n
m = 0

m

(7.4)

(7.5)
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The code density test results presented here were based on 4194304 samples of a 100kHzsine

wave input signal sampled at 5MHz. The resulting differential nonlinearity (DNL) and integral

nonlinearity (INL) are plotted versuscode in figures 7.4 and 7.5. The bowing in the INL is caused

0 10000 CODE

Figure 7.4 Integral Nonlinearity Versus Code in LSBs at 14 Bits, samplingrate=5MHz, input
frequency=100kHz

by signal dependent charge injection by the center shorting switch of the sample and hold circuit.

Shieh87][Lin90].
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Figure 7.5 Differential Nonlinearity versus Code in LSBs at 14 Bits

7.3 Signal to Noise Ratio and Distortion

The signal to noise ratio was calculated by collecting 2048 samples of the input signal and per

forming a 2048 point fast Fourier transform. This test was performed at a sampling frequency of

5MHz and input frequency of 100kHz and 2MHz.
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7.3.1 Results for Low Input Frequency (100kHz)

A typical spectrum for a 5MHz sampling rate and 100kHzsignal is shown in figure 7.6. This

MAGNITUDE (dB)

0

0.5 1.0 1.5 2.0 2.5

FREQUENCY (MHz)

Figure 7.6 Typical 2048 Point FFT of a 100kHz Input Sinusoidat a 5 MHz Sampling Rate

input spectrum was plotted for an input signal that was -4.22dB below full scale. A third harmonic

about 85dB below the fundamental is clearly observable in the spectrum.This distortion is caused

by signal dependent chargeinjection from the center shortingswitch.The chargeinjection is signal

dependent because the impedance of thesampling switches varies withthesignal.[Lin90]
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7.3.2 Results for High Input Frequency (2MHz)

A typical spectrum for a 5MHz sampling rate and 2MHz input signal is shown in figure 7.7.

MAGNITUDE(dB)

0

0.5 1.0 1.5 2.0 2.5

FREQUENCY (MHz)

Figure 7.7 Typical 2048 Point FFT of a 2MHz Input Sinusoid at a 5MHz Sampling Rate

The spike at 1 MHz is a 6MHz third harmonic signal sampled at 5 MHz and aliased down to the

baseband. This third harmonic is caused by the nonlinear resistance of the sampling switches in the

first stage sample and hold circuit. This effect is modeled in chapter 3. Basically, the sample and

hold network is a resistor in series with a capacitor that acts like a voltage divider. At low frequen

cies, the capacitor impedance looks infinite, and the nonlinearity of the resistance does not matter.
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As the frequency is increased, the impedance of the capacitor drops. As this happens, the transfer

function of the voltage dividerbecomes voltage dependent, andthis results in distortion.

7.3.3 Signal to Noise Ratio Versus Input Amplitude

Figure7.8 shows a plot of the signal to noise ratio(SNR) as a function of input amplitude for a
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Figure 7.8 SNR versus InputLevel ata Sampling Rateof 5MHz

100kHz input signal and a 2MHz input signal. The sampling rate is 5MHz in both cases. Forboth

cases, the signal to noise ratio increasesratherlinearlywith input amplitude.
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Figure 7.9 shows a plot of the signal to noise+distortion ratio (SNDR) as a function of input

amplitude. Note that theSNDRreaches a peak value at an inputamplitude below full scale and
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Figure 7.9 Signal to Noise+Distortion (SNDR) versus Input Level at a Sampling Rate of
5MHz

then rolls off. The peak amplitudeis lower for a high frequency input signal than for the low fre

quency input. This occurs because the distortion produced by the nonlinearity in the sampling

switches is proportional to the frequency.
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7.3.4 Idle Channel Noise

The standard deviation of the output was measured with no input signal applied. The RMS

value of the variation is 0.21LSB at 14 bits of resolution. The maximum signal amplitude is 6.6V

peakto peak.Therefore, this idle channel noisecorresponds to 84.6jiV RMS. This noiseindicates

that the maximum signal to noise ratio for this circuitshouldbe 88.8dB barring other factors.

7.4 Summary of Results

The following table summarizes the experimental results. The small signal input bandwidth

was measured by applying a 20mV peak to peak sinusoidal input and measuring the frequency at

which the SNDR was down by 3 dB relative to the maximum SNDR for an input signal of that

amplitude.

Table 7.1 Summary of Results

parameter value

resolution 14 bits

sampling rate 5MHz

INL +/-2.0LSB

DNL +/-0.35LSB

peak SNR for a 100kHz input 83dB

peak SNDR for a 100kHz input 80dB

peak SNR for a 2MHz input 77dB

peak SNDR for a 2MHz input 71dB

small signal input bandwidth 50 MHz

process technology 1.2pm double poly double metal CMOS

total die area 6.9mm x 6.9mm

core area (excluding pads and memory) 4.5mm x 6.2mm

full scale differential signal swing 6.6V peak to peak

supply voltage 0,5V
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Table 7.1 Summary of Results

parameter value

power dissipation 166mW
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[Doernberg84]

[Lin90]

[Shieh 87]
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CHAPTER 8

CONCLUSIONS AND FUTURE WORK

8.1 Conclusions

This research was concerned primarily withtwotopics: optimizing switched capacitor sample

andholdcircuits in pipelined ADCsto minimizepower dissipation, andcomparing the powerdis

sipation andspeedperformance of operational amplifiers used in switched capacitor applications

8.1.1 Optimization of Pipelined ADCs

The following conclusions about the optimization of pipelined analog to digital converters

were obtained. The discussion divides the pipelines into two classes; low resolution pipelines and

high resolution pipelines. Forthe purposeof this discussion,a high resolution pipeline is a pipeline

where the sampling capacitance required to meet the thermal noise requirement is significantly

higher than the parasitic capacitances.

• Raising the supply voltage saves power in a noise limited pipelined ADC.

The supply voltage tends to determine the maximum signal amplitude that can be accommo

dated at an acceptable level of distortion. This maximum signal amplitude sets the noise constraint

for a given resolution. A factor of 2 increase in supply voltage results in at least a factor of 2

increase in allowable signal amplitude. For every factor of 2 increase in allowable signal ampli

tude, the noise voltage can also be increased by a factor of 2. This allows a factor of 4 reduction in

the size of the sampling capacitor. For a fixed speed this tends to allow a factor of 4 reduction in

bias current As a result, the power dissipation tends to be reduced by a factor of 2 in a class A

opamp.

If the supply voltage is not constrained by something else, the optimum supply voltage is

determined by a trade-off between the high resolution analog circuits, which favor a high supply

voltage, and the low resolution analog circuits and digital circuits, which favor a lower supply

voltage.
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• Capacitor tapering saves power in a noise limited pipelined ADC.

In high resolution pipelines a significant reduction in power dissipation can be achieved by

tapering the capacitor sizes in later stages of the pipeline relative to the front end. The optimum

rate of tapering is dependent on the resolution requirements of the ADC and the available supply

voltage. High resolution pipelines and pipelines operating on a low supply voltage are both likely

to require front end sampling capacitors that are significantly largerthan parasiticcapacitances in

order to meet noise constraints. As a result, these pipelines tend to favor rather rapid tapering of

capacitors as the noise requirements trail off in the later stages of the pipeline. A good rule of

thumb is to startwith a taper factor equal to the interstage gain. Pipelineswith a moderate resolu

tion tend to favor a smaller taper factor.

• Some capacitortapering saves powerin a low resolution pipeline.

Power dissipation can also potentiallybe reduced by scalingdown the tail end capacitors of a

low resolution pipelinewherethermal noise is notanissue.In thiscase,a relativelylarge front end

sampling capacitor is beneficial because it can improvethe feedback around the opamp assuming

the required interstage gain is fixed. Increasing the front end sampling capacitance also increases

the load capacitance on the front endopamp, but theeffect tends to be relatively smallsinceonly a

fraction of the sampling capacitance loads theoutput of theopamp. As aresult, the power saved by

improving the feedback canmorethan compensate for the extra loadcapacitance. The optimum

rate of tapering fora low resolution pipeline tends to be lowerthan it is fora highresolution pipe

line.

• Highperstage resolution saves power in anoise limited pipeline.

Increasing the per stage resolution in a pipelined ADC increases the interstage gain. As a

result, the feedback is degraded, andthis tends to increase the powerdissipation. However, the

optimum capacitor taper factor is also increased. Because increasing the per stage resolution

allows thecapacitors to be scaled down more rapidly, theload capacitance to each opamp tends to

be reduced. The powersavings caused by this reduced load capacitance canmore than compensate

for the power penalty caused by lower feedback factor.
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• High per stage resolution increases power dissipation inalow resolution pipeline.

Asmentioned inthe previous paragraph, increasing the per stage resolution leads toadegrada

tion of the feedback around the opamp. Furthermore, increasing the per stage resolution increases

the number of comparators required in each stage. This tends to increase the load capacitance of

each opamp. Ina low resolution pipeline, theload capacitance contributed by thecomparators is

significant. Because of these twoeffects, reduced feedback factor and increased load capacitance,

increasing the perstage resolution results in higher power dissipation. Low resolution pipelines are

optimized by using a per stage resolutionof 1 or less.

• Highresolution pipelines tend to favor the use of multistageopamps.

In addition to affecting optimum capacitor sizes and opamp architecture, noise considerations

also influence the choice of opamp architecture. Multistage designs may be necessary in orderto

achieve adequate gain and output swing, especially in cases where the supply voltage is less than

5V. However, as mentioned later in this chapter, in some cases a single stage architecture might

still be practical in a high resolution pipeline.

• Low resolution pipelines tend to favor the use of single stage opamps.

Because of the simplicity, smaller quantity of hardware, and reduced number of poles in a sin

gle stage opamp, this type of opamp tends to dissipate less power than a multistage opamp to settle

within a fixed period of time. In a low resolution pipeline, the linearity requirements are relaxed

enough to make a single stage opamp a practical choice.

8.1.2 Opamp Architectures for Switched Capacitor Applications

Many factors generally influence opamp design. This research attempted to compare a few

architecturesstrictly on the basis of speed and power dissipation. It was no surprise that the single

stage single pole opamp was the best for achieving high speed in situations where the required

closed loop gain was low. However, at lower speeds that only modestly push the limits of technol

ogy it was found that a preamplifier driving a single stage amplifier could meet the speed specifica

tion with less power. For higher closed loop gains, the single stage opamp architecture was found

to have poor speed performance in comparison to multistage architectures. However, the tele-
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scopic cascode architecture, which is a simple modification to the single stageopamp was found to

perform well at high speeds, even when the closed loop gainwas very high.

8.2 Pipelined ADC with Low Swing Amplifiers and Extra
Comparators

In this project the prototype ADC was built using two stage amplifiers in order to simulta

neously achieve high gain and high swing. Using this two stageamplifier architectureis a big pen

alty in terms of speed and power dissipation. It would be desirable to use a telescopic cascode

amplifier to improve the speed and save power. However, the limited open loop gain from this

architecture would lead to linearity problems as discussedin chapter3. Furthermore, the telescopic

cascode amplifier would have less output swing than the two stage amplifier, and this would lead

to a tightening of the noise constraints. Therefore, larger sampling capacitors would be required.

The key question is then, "How cana low powerhigh resolution pipelinedADC be built using

telescopic cascodeamplifiers?" It turns out thatboth the linearity problem andthe problem of lim

ited swingcanbe tolerated if extra comparators are added to the first stage of the pipeline. By add

ing extra comparators without increasing the interstage gain, the opamp output swing can be

reducedwithout reducing the input signal swing. Because the input swing has not been reduced,

the noise constraints do not need to be tightened. Furthermore, the reduction in output swing

allows the open loop gain of the opamp to be improved by using cascode transistors in the output

stage of the opamp. The reduction in output swing also relaxes the linearity requirement, andthus

the openloop gainrequirement, of the opamp. As a result, it may be possible to achieve adequate

open loop gain with a singlestage telescopic cascode amplifier.

The penalty paid for these simplified opamps is the extra comparators added to the front end

stage of the pipeline. However, if these comparators are simple dynamic latches, the power added

by these comparators should be very small. Unfortunately, adding extra comparators to the front

end of the pipelinetightens the maximumtolerable offset of these comparators. As a result, this

technique is limited by the extent to which the comparator offset voltage can be reduced without

increasing the powerdissipation of thecomparator. Some techniques for alleviating the problem of

comparator offsets have been developed, and these techniques might be useful in the design of a
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pipeline with extra comparators inthe front end[Kusumoto93].

To provide some quantitative insight to relate the peakinput voltage, peakoutputvoltage, and

maximum comparator offset voltage, a graph of the amplified output residue of the first pipeline

stage versus the input voltage is plottedin figure 8.1. From this figure, the ratio of the peak output
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Figure 8.1 Amplified OutputResidueVersus InputVoltage fora PipelinedStagewith Extra
Comparators

voltage VP to the full scale inputvoltage VFS can be related to the gain G andthe number of com

parators nc. The result is given by the following equation.

(8.1)
FS ^C"1"

The maximum comparator offset can then be calculated usingthe above graph and the above

equation. The result shownbelowrelates themaximum comparator offset voltage V^g to themax

imum available output swing VOP from theamplifier, the closed loop gain G, and the number of

comparators 1^.The procedure used here to calculate themaximum comparator offsetis similar to

the technique used in chapter 3.
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V = V -VvCoff VCT VCTN
OP FS

G (nc+l)

376

(8.2)

To illustrate one way a pipeline with extra comparatorsmight be implemented, the following

example is given.

Table 8.1 Implementation Example of a Pipeline with Extra Comparators

Resolution 14 bits

Supply Voltage VDD 5V

Full Scale Input Swing Vps 4.6875V peak

Opamp Architecture Telescopic Triple Cascode

Maximum Opamp Output Swing V0P 1.5V peak

Nominal Maximum Opamp Output +/-0.75V

Closed Loop Gain G 4

Number ofComparators nc in First Stageof Pipeline 24

Maximum Comparator Offset Voltage V^ 312.5 mV

Numberof Comparators per StageAfter First Stage 6

Number of Pipeline Stages 7
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