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Abstract

Multi-party Real-time Communication in Computer Networks

Amit Gupta

Doctor of Philosophy in Computer Science

University of California at Berkeley

The Internet has traditionally concentrated on availability: maintaining end-to-
end connectivity in the face of unreliable systems and network congestion. Many emerging
applications, however, require predictable performance and support for multi-party commu-
nication from the network service; at the same time, advances in networking technology have
led to development and deployment of high-speed networks. The combined consideration
of the stringency of the requirements of real-time communication and the high bandwidth
provided by the new network technologies raise an interesting set of scaling and e�ciency
problems. This dissertation investigates mechanisms for supporting multi-party real-time
communication in packet-switching networks.

We �rst present the work done by the Tenet Group at Berkeley in designing and
building network protocols for supporting unicast real-time communication. These protocols
serve as the framework for our research; given the framework, we describe a few salient
issues that arise in multi-party communication: managing multicast group membership,
supporting dynamic changes in these groups, and supporting heterogeneity in receivers.
We then introduce the ideas that form the basis of the research e�ort: exploiting the
characteristics of multi-party communication to improve the e�ciency in using network
resources; providing the network managers with e�ective ability to control the network
resources; and providing a more usable service to the network users.

The traditional approach to supporting real-time communication allocates net-
work resources to individual connections; this approach provides well-de�ned performance
guarantees that are independent of other network tra�c. To improve network resource
utilization without sacri�cing well-de�ned guarantees, we present resource sharing, which
exploits relationships among connections to share resource allocations among them; the
applications maintain complete control over the sharing as they explicitly specify these
relationships. With resource sharing, for large conferences with a bounded number of con-
current speakers, resource requirements do not increase with the number of potential speak-
ers. Therefore, resource sharing is an important tool for economically providing real-time
performance guarantees for large conferences.

For real-time communication services to achieve widespread usage, it is important
that the protocols and schemes provide good capability for the network's management to
control the allocation of resources. For this capability, we present resource partitioning, i.e.,
distributing the di�erent resources available at any system among a number of partitions.
Resource partitioning can then be used to form virtual private sub-networks. These sub-
networks have many applications: the network management can keep a small fraction of
resources for management and fault-handling tra�c, or for non-real-time tra�c; and better
support for mobile computing and for advance reservation of real-time connections.
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Conferencing and other important distributed multi-party multimedia applications
would bene�t from a network service that provides support for advance reservations. The
network service clients who wish to set up multimedia multi-party meetings need to schedule
those meetings in advance to make sure that the participants will be able to attend, and
would like to obtain assurances that the network resources will be available for the entire
duration of the meeting. We have devised mechanisms for reserving resources for real-time
connections in advance.

We have devised mechanisms for resource sharing, resource partitioning, and ad-
vance reservations; it is critical that these mechanisms work well together, and with other
components of our real-time communication system (e.g., routing). We have designed and
implemented the Tenet Protocol Suite 2, which incorporates these mechanisms to provide
network support for multi-party real-time communication. Simulation results show that
these mechanisms interact well with one another; preliminary results from a measurement
study show that the protocols are e�ective in supporting guaranteed performance multi-
party applications in an internetworking environment.
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Chapter 1

Introduction

The increasing speed and connectivity of computer networks and the improvement
of workstation capabilities are enabling a new class of distributed applications. The current
trend is to use the new high-speed networks for the services that had previously required spe-
cial, dedicated networks, while continuing to provide also the more traditional data commu-
nication services. Of special interest are the services for supporting distributed multi-party
real-time communication applications1 such as distributed audio and video conferencing,
distributed classrooms, virtual meetings and electronic town halls. Some less common, but
nevertheless important, applications include real-time monitoring and control, scienti�c vi-
sualization and medical imaging and collaboration applications [110, 13, 71, 84, 109, 48]. It
is widely believed that these applications should be supported in the general framework of
real-time communication[18, 40, 49, 84, 74]. Real-time communication requires predictable
performance (e.g., the end-to-end data delivery delay be bounded); typically, the network
service clients negotiate with the network service provider to obtain a desired Quality of
Service (QoS), which the network service provider guarantees[4, 114, 106, 97, 31, 43].

The combined consideration of real-time and multi-party communication opens
an interesting area of research that is highly relevant for emerging multimedia conferencing
applications. The task of designing e�cient and scalable schemes for providing the network
support for these applications is a challenging one. The stringency of the requirements of
real-time communication and the high bandwidth provided by these new networks raise an
interesting set of scaling and e�ciency problems.

This dissertation is about mechanisms for supporting multi-party real-time com-
munication in these high-speed, integrated-services networks. In this introductory chapter,
we will �rst provide the background information: real-time communication, Integrated Ser-
vices Packet Switching networks, and the �rst set of Tenet algorithms and mechanisms
(Tenet Scheme 1) and the protocols that embody these techniques (Tenet Protocol Suite
1). We will then describe the key issues in multi-party communication along with the key
network service management issues that arise in multi-party environments and conclude
this chapter with a brief overview of this dissertation.

1The term multi-party refers to applications with more than two participants, and the term real-time
implies that the network clients require performance guarantees from the network service provider.
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1.1 Background

In this section, we provide the background of our investigation by �rst discussing
two of the keywords in the title of this dissertation: Integrated services packet switching
networks, and real-time communication. We also brie
y describe the �rst Tenet protocols,
which supported unicast real-time communication; our work, together with the work of
others, extends these protocols to multi-party environments.

1.1.1 Integrated services packet switching networks

Traditionally, two di�erent types of networks have supported the communication
needs of the users: the telecom networks (including the telephone, cable, and satellite
networks), and the data networks (e.g., the Internet). The telephone networks were designed
(and used) primarily to support high quality audio communication between telephones;
thus, these networks were carefully engineered to provide low delay and �xed-bandwidth
service. On the other hand, the data networks (including the Internet) were designed
primarily to support data exchange between computers. These networks typically support
a spectrum of networking protocols2; these protocols o�er services to facilitate easy exchange
of information over a variety of networks and networking technologies. These protocols have
traditionally provided a \best-e�ort" service; they do not make any performance guarantees
(unlike the �xed-bandwidth service o�ered by the telecom networks) except that they (and
the networks) will try their best to transmit the data through the network as long as there
exist some viable path(s) between the data senders and receivers.

To support these disparate service models, these networks have traditionally re-
lied on di�erent underlying technologies. Traditionally, the telecom networks are based on
\circuit-switching"; in circuit-switching, at the start of the conversation (connection es-

tablishment time), the network determines the connection route, as well as establishes an
end-to-end physical \copper" path from the sender to the receiver. When a connection
set-up signal goes through an intermediate node (\switch"), a physical connection is (con-
ceptually) established between the input line and one (or more) of the output lines. On the
other hand, the data networks are usually based on \packet-switching". Here, no physical
\copper" path need be established between the sender(s) and the receiver(s). Instead, when
the sender has a block of data to send, it sends it to a nearby switch, which receives the
data block (\packet") in its entirety, and then forwards it to the next switch; the switch
may also inspect the packet for possible errors.

The digitization of telephony and the increasing use of multi-media in distributed
computing applications has led to the convergence o of computing and communications; this
convergence has led to the emergence of a single, uni�ed network, the Integrated Services
Packet Network (ISN). Using a single uni�ed telecom infrastructure o�ers many advantages;
of critical importance are the vast economies of scale, and potential support for \integrated
application" that can bene�t from the synergy of this convergence.

2A protocol is a set of rules that dictate how computers communicate and exchange information over a
network.
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Many important technical (as well as non-technical) issues must be addressed
before we can reap the bene�ts of this convergence. In particular, we need to support
\telephony-like" applications (for example, distributed tele-conferences with multimedia,
medical imaging and collaboration, and so on) in networks that must also support the tra-
ditional data applications equally well. To maintain the statistical multiplexing gains as
in traditional data networks, the new integrated services networks should also use packet-
switching3; on the other hand, the networks must provide better support for distributed
multimedia and related applications (\real-time" applications). These considerations have
led to some very interesting research in supporting real-time applications in Integrated Ser-
vices Packet Networks; we discuss some of the issues in supporting real-time communication
in the next sub-section.

1.1.2 Real-time communication

We now describe some of the principles that embody the Tenet view of the desirable
characteristics of a solution to the problem of real-time communication [44]; in this view,
continuous-media (digital audio, digital video, and so on) communication at the network
and transport layers is considered to be a special case of real-time communication. The key
property of real-time communication is that the clients require predictable performance,
and are sensitive to loss of performance (for example, lost packets, variation in delays in
transmitting data, and so on); to provide predictable performance, the network should o�er
a priori guarantees to the client and ensure that the guarantees cannot be violated. For
providing these guarantees, the clients must specify their performance requirement to the
network; in the current work, all the network-oriented requirements of continuous media
are expressed in terms of bounds on the performance and reliability of the network (e.g.,
bounds on end-to-end delay, delay variation, and so on.; we refer to this set of bounds as
Quality-of-Service (QoS) parameters).

During the design and implementation of the Tenet Protocol Scheme 1 for uni-
cast (i.e., single sender, single destination) real-time communication, the Tenet Group pro-
posed, and adopted, the contract model of client-service negotiations. In this model, at the
connection set-up time, the client provides the network service provider with two sets of
parameters: the tra�c speci�cation and the performance speci�cation; the network service
(after performing some internal, possibly distributed, computations) can accept or refuse
the client's request. If the network accepts the contract, then it promises that the data
transmission service will meet (or exceed) the client-speci�ed performance bounds speci�ed
in the contract, as long as the client-generated tra�c remains within the tra�c bounds (as
speci�ed in the contract). If the client tra�c violates the tra�c bounds, then all bets are
o�, and the network is free to violate the performance bounds, dropping packets if it so
pleases.

Now, these contract-speci�ed QoS guarantees cannot be provided if the network
does not check for saturation before accepting new connections. As the load on the net-
work rises, a point is reached where the admission of a new connection would overload the

3For the purpose of this dissertation, we shall use the term packet-switching to also include cell-switching;
in cell-switching, all packets (or cells) have the same size.
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system and prevent the network from meeting the performance requirements of this new
connection, or of one of the already established connections, from being satis�ed. Thus, the
network must perform admission control to ensure that guarantees are met. Another way
of viewing admission control is that the network is allocating (\reserving") resources for
the guaranteed-performance connections. Note, however, that reservation does not imply
that the resources remain unused if the reserving client can not use them. In keeping with
the principles of packet-switching and statistical multiplexing, the reserving client only has
the �rst priority in using these resources; if the reserving client does not have data to send,
these resources can (and should) be used by other clients.

The resources (e.g., link bandwidth, node bu�ers etc.) are reserved in the network
on all the nodes that lie on the data transmission path (\route") of a real-time conversation.
This reservation requires knowledge about the client QoS requirements and the connection's
tra�c characteristics. These characteristics are associated with the lifetime of the connec-
tion, and, consequently, so is the lifetime of the resource reservation requirement. Real-time
guarantees can only be met for connections for which resources can be reserved.

Thus, this reservation implies a connection-oriented approach, in which the data
transfer is preceded by a connection establishment phase. During this phase, resources are
reserved on all nodes on the path of the connection. These resources are released at the
end of the conversation, and the resource release process is called the connection tear-down
process.

Another important component of our approach is the protection of real-time con-
nections. Note that the contract speci�es that the network service will meet the given
performance bounds as long as the client tra�c remains within the tra�c speci�cation,
irrespective of the behavior of other clients. Now, this performance cannot be guaranteed
if the connections are not protected from misbehaving (or malicious) real-time and non-
realtime sources. To avoid violating the guarantees made to real-time connections, the
network must either explicitly control the input rates on a per-connection basis, or adopt
scheduling algorithms that will do so automatically in the nodes (e.g., Fair Queueing [38],
Weighted Fair Queueing [89, 90, 88], RCSP [125]).

Based on these principles, the Tenet Group designed the Tenet Protocol Scheme
1 for unicast real-time communication; we describe selected salient features of the Tenet
Scheme 1 (and its embodiment in the Tenet Protocol Suite 1) in the next subsection.

1.1.3 The previous Tenet Protocol Suite

Since 1987, the Tenet Group has worked in providing real-time communication in
computer networks. This research led to the design and development of algorithms (Tenet
Scheme 1) and their embodiment in the Tenet Protocol Suite 1. In this section, we will
brie
y describe the key components of the Tenet Scheme 1, which provides support for
simplex, unicast (i.e., single sender, single destination, unidirectional data 
ow) real-time
communication in packet-switching networks.

The key abstraction in the Tenet Scheme 1 is a real-time channel: an end-to-end
simplex, unicast date connection characterized by tra�c and performance bounds speci�ed
by the client. The tra�c values provide an upper bound to the rate at which the send-
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ing client may put the data on the network; this tra�c speci�cation may be in terms of
the Xmin-Xavg-I-Smax model [117]. The performance speci�cation for a channel includes
bounds on end-to-end delay (delay bound), the variation in the end-to-end delay (jitter
bound), and the probability that end-to-end delay experienced by a packet will be within
the delay bound. As per the contract model, if the network service accepts a client's request
to establish a channel, it must provide performance at least as good as speci�ed by these
performance parameters, as long as the channel tra�c remains within the speci�ed tra�c
bounds, regardless of the behavior of other clients.

The Tenet approach is connection-oriented and reservation-based: before a real-
time channel can be used by its requester, it must be established, (i.e., resources for the chan-
nel must be set aside along its route) so that the guarantees are supported. A key feature of
the Tenet protocols is the separation of data delivery and control: RCAP provides signaling
and RMTP/RTIP support data delivery for real-time communication[4, 3, 129, 126, 124, 46].
These protocols co-exist with the traditional Internet protocols (TCP,UDP,IP); indeed, over
an internetwork, RCAP can use TCP/IP for reliable transmission of signaling messages.
Figure 1.1 shows the Tenet protocol stack.

Data    delivery

Data link (ATM, FDDI, ...)

IP

RMTPTCP/UDP

RTIP

R
C

A
P

Signaling

Figure 1.1: The Tenet protocol stack

The Real-time Channel Administration Protocol (RCAP) supports channel set-up,
teardown, and other administrative tasks in response to requests from applications (and
possibly to changes in the network state, e.g., node or link failure). For channel set-up,
RCAP communicates with RTIP entities at each node along the channel's path.

The Real-Time Internet Protocol (RTIP) provides connection-oriented, perfor-
mance guaranteed, unreliable, sequenced delivery of packets. Its services are used by the
Real-time Message Transport Protocol (RMTP) which provides connection-oriented, per-
formance guaranteed, unreliable, sequenced delivery of messages.

Channel establishment (with RCAP) is a distributed process; a message issued by



6

the RCAP daemon at the source (Establishment-message) visits each node (switch, router,
gateway) along the route of the channel. This message causes several admission tests and
computations to be performed at the corresponding RCAP daemon at each node. If the new
channel passes all the tests in a node, the message is forwarded, with some state information
about the current node, to the RCAP daemon at the next node on the route. The �nal tests
are performed by the destination; if they are successful, a channel-establishment message
is sent by the destination RCAP daemon to the RCAP daemon at the source along the
reverse route; when each node is revisited, the message corrects the tentative reservations
made in that node by the forward message, and, on receipt of this message, the RCAP
daemon informs the RTIP entity at that node about the performance bounds assigned to
it. Some of these bounds will be used by RTIP during data transfer operations, others
by RCAP daemon in tests for the admission of future channels, and some in both types
of circumstances. If any of the tests in the nodes or in the destinations fails, the channel
cannot be established, and a channel-reject message is immediately sent back to the source
RCAP daemon. This messages removes in each node it visits the tentative reservations
made for the new channel. This is shown in Figure 1.2.

Reverse pass: relax and confirm tentative reservations

Destination

Source
Reverse pass

Forward pass

Forward pass: resource reservation and admission control

Figure 1.2: Two-pass channel establishment

A new channel's route may be computed by the source (or destination) if this host
has the necessary topological information; knowledge by this host of the current real-time
load (i.e., a measure of how much of each resource is currently earmarked for use by a real-
time channel), and of such additional information as propagation delays and error rates of
the links involved, is also quite useful to increase the probability that the chosen route will
be able to support the new channel. An alternative is the construction of the route in a
hop-by-hop fashion, with individual nodes usually not knowing much beyond the real-time
load of their immediate neighbors.

To complete this general description of Scheme 1, we only have to mention the two
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special aspects of data transfers: scheduling and distributed rate-control. Most scheduling
policies can be used for real-time communication, under fairly liberal conditions [42]. For
this description, we can assume the Multi-class Earliest-Due-Date (EDD) discipline in its
two versions: the so-called Delay-EDD (or D-EDD) [49, 127] and Jitter EDD (or J-EDD)
[42, 127]. Rate control, either at the periphery of the network or in all of its nodes, is needed
to protect well-behaving channels from the misbehavior of faulty or malicious sources.

1.2 Multi-party communication

In the previous section, we described the key issues and concerns in unicast real-
time communication and how these were addressed in the design of the �rst generation of
Tenet protocols. In this section, we �rst discuss some aspects of the service that the network
must provide, including supporting heterogeneity and decoupling senders and receivers.

In Section 1.2.1, we will brie
y describe some of the key ideas that led to the so-
lutions proposed to address these concerns. Also, the network protocols must address some
network management concerns, especially w.r.t resource allocation policies, fault-handling,
and security; we will discuss these issues in Section 1.2.2. Throughout this discussion, we
will use a distributed video-conference as the canonical example of multi-party real-time
communication.

1.2.1 Key issues in multi-party communication

In this section, we discuss some of the issues in the design of network services for
multi-party communication; these issues arise primarily due to the multi-party nature of
the communication.

Multicast groups: Many multi-party applications involve a large number of recipients
for each data stream; it is clear that multicasting can be used to reduce the tra�c on the
network nodes and links, thereby saving valuable network resources.

Now, a key component of the multi-party communication is the presence of multiple
senders and receivers. A strawman multicast scheme would require that, at connection
establishment time, the sources specify the list of receivers. It is unreasonable to require
that in a large-scale distributed multimedia application (e.g., computer-based conferencing)
the sender (or for that matter, any central application-based authority) know about all
the receivers; it is equally unreasonable to require the receivers to know about all potential
senders for that conference. It is important that the network service support this decoupling
between the di�erent participants; the network should provide the rendezvous among the
participants interested in a common session.

The real-time nature of the conference also favors this separation of the senders
and receivers. It is expected that receivers will be heterogeneous, i.e., that they will vary
in their ability to handle the data, and the QoS requirements that they may have. It is
generally unreasonable to expect the senders to specify these properties for all possible
destinations of their data stream; this will also not scale well to very large conferences.
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Also, multi-party conferences tend to be long-lived; the presence of multiple senders
and receivers raises another issue: the membership in a multicast group may be dynamic,
i.e., receivers may join to listen to (or leave) a session while it is in progress, and previously
passive participants may become active, i.e., they may start sending data. It is important
that the network service provide support for dynamic changes in group membership, without
disrupting the \in-progress" conference.

For supporting the above-mentioned aspects of multi-party communication, the
key abstraction is the real-time multicast group, for which we use the term \Target set".
The Target set abstraction is the real-time analog of the IP Hostgroup abstraction, in that,
while an IP Hostgroup has, as members, the destinations interested in listening to a common
session, the Target set members are the interested destinations along with the requested
bounds on end-to-end performance (e.g., end-to-end delay, jitter, i.e., variation in the delay,
and so on). A channel logically transmits data from a particular sender to a Target set;
this amounts to transmitting the data from that sender to all members of the Target set.
Receivers can dynamically join and leave a Target set; when they join a Target set, they
start getting data on all channels sending data to the Target set. In this manner, the
Target sets support the decoupling between the senders and the receivers and also provide
a rendezvous mechanism among them.

Supporting heterogeneity: Within one distributed video-conference, the di�erent par-
ticipants may di�er signi�cantly in many respects: the di�erent senders may use di�erent
video/audio encoding schemes, the media streams may have very di�erent data rates, the
di�erent receivers may vary in their ability to handle the data, e.g., due to di�erent com-
puting powers for processing the data streams and/or di�erent capacities for displaying
video data (for example, color vs. monochrome displays). Some participants may be much
further away from the \group" as compared with other participants (for example, most
participants may be based in California while a few participants may be in Japan); these
di�erences would lead to di�erent end-to-end delays to di�erent receivers (from the same
sender) as well as from di�erent senders (to the same receiver). Di�erent links in the net-
work may di�er substantially in latency and available bandwidth. We should not expect
all receivers to request (or require) the same quality of service from the network; the net-
work service should e�ciently and e�ectively support large degrees of heterogeneity in the
participants, in the data streams, as well as in the underlying networking technologies and
link capacities.

For supporting heterogeneity in performance requirements (e.g., end-to-end delay
bounds), the network service should permit di�erent receivers (within the same multicast
group) to independently specify their performance requirements. Also, for e�ectively sup-
porting heterogeneity in link bandwidth in the network, as well as in the display equipment
and other computing resources (for example, hardware support for video decoding), it is
desirable that the senders use hierarchical (or layered) coding[113, 55, 107]. The senders
can then send the data streams (corresponding to the di�erent layers) on di�erent multicast
groups. For example, with two groups, the base layer can be sent to the base Target set,
and the higher layer sent to the optional Target set. All receivers will �rst attempt to get
the base layer (by joining the base Target set). If they want higher resolution, they can
then attempt to join the optional Target set. In this way, receivers along the low-bandwidth
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paths will get the base layer, while the receivers along the high-bandwidth paths will get
the full video stream [80, 115, 29].

Resource sharing: Traditional real-time network systems (e.g., [44]) treat tra�c on dif-
ferent connections independently when determining their resource requirements; for multi-
party real-time communication, this results in ine�cient over-allocation of resources [62].
For example, consider an audio conference of one hundred persons. In a strawman pro-
posal, the conference is set up by establishing one hundred multicast channels, one from
each speaker (sender) to all listeners (destinations). It is reasonable to expect that only one
person speak at any time. Along common sub-paths (for these hundred channels), it would
be su�cient to reserve resources for two audio channels (to allow some over-speaking). Un-
fortunately, as per the traditional approach, if �fty of these channels overlap along some
common sub-path, the network would reserve enough resources for �fty audio channels; this
is clearly wasteful over-allocation. The resource allocation can be reduced (and the alloca-
tion e�ciency increases) if the network clients can specify these resource sharing properties
to the network, and if the network can use such information to reduce the resource allocation
along common sub-paths.

We have devised the channels groups abstraction for the network clients to inform
the service about such sharing (and other similar) relationships among di�erent channels
[63, 64]; the resource sharing channel groups allow the network clients to specify these
resource sharing relationships to the network [62]. In the above example, the application
would: (a) create a new channel group, and (b) ask the network to include the hundred
audio channels in this channel group. The client would also inform the network that, at
any server in the network, the aggregate resource allocation for all channels should not
exceed two audio channels. During channel establishment for these channels, at any server,
the admission test system can determine if it has already allocated resources for two audio
channels, and, if so, accept this new channel without allocating any more resources. This
mechanism is fully distributed; di�erent servers make this decision independently. Chapter 2
provides an in-depth investigation of resource sharing.

Advance reservations: Conferencing and other important distributed multi-party multi-
media applications would bene�t from a network service that provides support for advance
reservations. The network service clients who wish to set up multimedia multi-party meet-
ings need to schedule those meetings in advance to make sure that the participants will
be able to attend, and would like to obtain assurances that the network connections and
the other required resources will be available for the entire duration of the meeting. In
Chapter 4, we will describe the mechanisms that we designed for the Tenet Scheme 2 to
provide its users with the ability to book network resources (far) in advance of their use[47];
this advance booking requires long-lived state in the network and it thus raises some inter-
esting questions. How is this state stored? If a link goes down, should we also reroute the
advance-reserved channels that are to traverse this link in the distant future? Do we need
separate mechanisms for handling advance reserved channels, or can we e�ectively re-use
mechanisms designed for non-advance channels? These issues are addressed in Chapter 4
as well as [64].
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1.2.2 Network service management related issues

For real-time communication services to achieve widespread usage, it is important
that network managers be allowed to control the services e�ectively, and that the network
clients be able to usefully and e�ectively utilize the services o�ered. In this section, we
will talk about three issues that impact the usefulness of the service provided: controlling
resource apportionment, handling failures, and security.

Resource partitioning: An important capability concerns resource partitioning, i.e., dis-
tributing the di�erent resources available at any given server (network node or link) among
a number of partitions. For a given connection, the admission control and establishment
computations are completely independent of the connections accepted outside the partition
the connection belongs to. This independence amounts to splitting the server into a number
of sub-servers, where the QoS guarantees can be made to the clients by only considering the
connections belonging to that partition; yet, the promises are valid as long as the admission
tests and rate control schemes for other partitions behave correctly, and these promises
are independent of the individual per-connection establishment decisions and computations
performed in other partitions.

This independence is very useful. The di�erent sub-servers can be put together to
form virtual private sub-networks. The network's management can keep a small fraction of
resources for management and fault-handling tra�c. Another possible application is that
a fraction of the network resources be kept for non-real-time tra�c. Other applications
include fast establishment of real-time connections, support for mobile computing, and
advance reservations of real-time connections.

In Chapter 3, we will describe the techniques that we have devised for resource
partitioning; these techniques require changes only in admission control tests; the per-
packet scheduling discipline remains unchanged. This technique works within the context
of the Tenet protocol schemes: per-partition tests and computations have been shown
to be derivable from those that apply to the entire network in each node; therefore, the
subnetworks de�ned by partitions of each node's resources can be treated during channel
establishment and teardown as though they were independent and isolated networks. The
amount of a resource assigned to a given partition in a node may di�er from the amounts
assigned to the same partition in other nodes.

Failure recovery: The failure-handling sub-system is an integral component of any real-
time communication service; indeed, for an operational network, it is critical that the net-
work services behave gracefully when any component fails. While other researchers have
previously considered failure-handling for non-real-time communication as well as for uni-
cast real-time communication, these failure-recovery techniques must be reexamined in the
light of the changes introduced by the new protocols and services for supporting multi-party
real-time communication. In [64], we describe techniques and mechanisms for maintaining
network services for multi-party real-time communication in the face of failures that may
make parts of the network inaccessible. The key goal is that the protocols should pro-
vide high performance during normal operations (i.e., in the absence of failures), and the
network performance should gracefully degrade in the face of network failures; e.g., in the
presence of failures, the routes selected may not be optimal, connection set-up may take
a little more time, or resource allocation may be less e�cient. This is achieved by setting
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appropriate policies for storing state information in the network, as well as mechanisms
for re-establishing connectivity for previously established connections and to set up new
connections to existing conferences. [64] also describes a redundancy-based approach, using
forward error correction (FEC), and dispersing the FEC'ed data among disjoint routes.
With these mechanisms, we can make multi-party real-time communication protocols ro-
bust to single and/or multiple failures in the network, without diluting the strength of the
performance guarantees o�ered, or sacri�cing the system performance in the common case,
i.e., when all components work correctly. These failure recovery mechanisms were designed
to work with the multi-party real-time communication techniques proposed and described
in this thesis.

Security: For an operational network, another key consideration is security; the security
concerns encompass several related issues. First, the network must prevent unauthorized
use of its resources (where such use may prevent legitimate users from utilizing the network
services). Second, the network must ensure that malicious and/or mis-behaving clients not
be able to disrupt the service of other, conformant clients. Third, the clients should be able
to control data reception, in that unauthorized users should not be able to listen to other
users' conversations. Also, the receivers should not receive data other than that sent by
authorized senders. Also, such security mechanisms must scale well to large conferences,
and it is desirable that they work even when parts of the network may not be available.
Last, but perhaps most importantly, such security measures should not adversely impact
the richness or the quality of service o�ered by the network, and the overhead (of security
mechanisms and related computations) should not signi�cantly impact the overall network
performance.

In [85], we describe the security mechanisms that we designed for Tenet Scheme
2; these mechanisms were designed to work with the multi-party real-time communica-
tion techniques proposed and described in this thesis. These mechanisms are based on
network-generated pseudo-random keys (public-key cryptography) associated with each ob-
ject (Target Set, Channel, Group) in the network; these keys are provided to the object
creator which can pass these \capabilities" around to other authorized users; these mecha-
nisms also support operations on these keys, to enable the authorized users to pass restricted
privileges to other users.

1.3 Thesis overview

In this research, we study the issues and tradeo�s that impact the design of net-
work services to support multi-party real-time communication in integrated-services packet-
switching networks. We adopt the following research methodology: (a) determine �rst the
requirements for the network service, i.e., what are the services that the users will require
or bene�t from; (b) determine the key properties of multi-party communication; (c) de-
sign new mechanisms that exploit these properties of multi-party real-time applications to
better support the needs of these users; (d) evaluate the proposed mechanisms via anal-
ysis and simulation; and �nally, (e) implement these new technologies and evaluate their
performance in real-time environments.
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Chapter 2 presents resource sharing; resource sharing is based on the simple ob-
servation that in multi-party conferences, the participants usually co-operate. This co-
operation can be exploited to reduce the network resource allocation for such multi-party
applications; this increased resource allocation e�ciency is critical for supporting large
conferences. In the chapter, we �rst present a simple example that illustrates this co-
operation; we then describe the three components of the resource sharing mechanisms: the
client-service interface for the applications to explicitly specify potential resource sharing,
the changes in the resource reservation and admission control system to support resource
sharing (during the connection set-up phase), and the changes in the data delivery protocol
to ensure that the applications' real-time guarantees are met even when other applications
use resource sharing.

We evaluated the performance gains due to resource sharing by analysis as well
as by simulation. The analysis provides useful lower bounds on performance gains in many
di�erent cases, including sparse networks as well as dense networks with bottlenecks and
hot-spots. The analysis also shows that the routing protocols can signi�cantly impact the
resulting resource sharing gains; dynamic, load-balancing routing algorithms can reduce the
resource sharing gains, while a \sharing-aware" routing system can signi�cantly improve
the resource sharing gains. The simulation results quanti�ed the resource sharing gains
and con�rmed the analytical results: resource sharing is very useful in reducing network
resource allocation.

Resource sharing is a critical and integral component of our multi-party real-time
communication system; it is critical that resource sharing mechanisms work well with the
other components of the full system; we conclude Chapter 2 by discussing these interactions.

Chapter 3 presents resource partitioning. For operational networks, it is important
that the network service managers be able to control the distribution and apportionment of
network resources among groups of users and/or classes of application; our resource parti-
tioning mechanisms provide such capability to the network service providers. Our resource
partitioning techniques work at the connection set-up and resource reservation stage; they
do not a�ect the data delivery protocols at all. Since the resource reservation and admis-
sion test algorithms at a network server depend on the packet scheduling discipline followed
there, the corresponding partitioned admission tests also depend on the packet schedul-
ing discipline. In this chapter, we provide, with proofs, the admission tests with resource
partitioning, for a spectrum of packet scheduling disciplines, including Earliest-Due-Date
(EDD) [49], First-In-First-Out (FIFO) [125], Rate-Controlled-Static-Priority (RCSP) [125],
and Weighted-Fair-Queueing (WFQ) [88].

We evaluated the performance of our resource partitioning mechanisms via
simulation4; the simulations show that our techniques are useful and e�cient, and the
mechanisms work well. The resource allocation fragmentation losses5 are reasonably small,
and these resource partitioning mechanisms can substantially reduce the computational
overhead associated with running admission tests. Also, it is critical that resource par-
titioning mechanisms work well with the other components of the multi-party real-time

4In Chapter 3 (as well as Chapter 4), we duplicate, for ease of reading, the simulation scenario information

that we �rst present in Chapter 2.
5These losses are de�ned and described in Chapter 2.
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communication service; we conclude Chapter 3 with a discussion of these interactions.
Chapter 4 presents advance reservations. The ability to reserve real-time connec-

tions in advance is essential in distributed multi-party applications using a network which
controls admissions to provide good quality of service. We �rst discuss the requirements
of the clients of an advance reservation service, and a distributed design for such a service.
It is interesting that in addition to providing a much-needed service to these applications,
the advance reservation mechanisms also improve the network service with better planning
(network dimensioning) and routing [47].

We evaluated the performance of our advance reservation mechanisms via simula-
tions; the simulation results demonstrate the usefulness of the mechanisms that we designed.
These simulations also provide useful data about the performance and some of the proper-
ties of these mechanisms. Again, it is critical that advance reservation mechanisms work
well with the other components of the multi-party real-time communication service; we
conclude Chapter 4 with a discussion of these interactions.

In Chapters 2, 3, and 4, we present resource sharing, resource partitioning, and
advance reservations, the three cornerstones of our multi-party real-time communication re-
search. In Chapter 5, we describe how these components �t together to provide multi-party
real-time communication service in the Tenet Scheme 2 (and the associated protocols, the
Tenet Suite 2). We �rst discuss the design goals for the signaling protocol (RCAP) and
describe how these design goals led to our design decisions. We then describe the object-
oriented design of RCAP software and illustrate these interactions with a simple connection
establishment example, along with some preliminary measurements on our prototype imple-
mentation; this implementation includes support for resource sharing, resource partitioning,
and advance reservations.

Supporting multi-party applications also requires two key changes in RTIP, the
real-time data delivery protocol: for multicasting and for resource sharing. We describe
these changes also in Chapter 5, and we conclude that chapter with a discussion of some of
the interactions between resource partitioning and advance reservations in our implemen-
tation.

Chapter 6 reviews related work by other researchers; we contrast our approach
and research with that done by the designers of RSVP and ST2+. We �rst describe the
di�erences in the design goals for each project, and we then describe how these di�erent ob-
jectives led to the di�erences in the selected mechanisms. As ST2+ and RSVP are currently
under development, we primarily restrict this discussion to the current proposals, though,
for a few selected topics, we will also describe the other alternatives under consideration.

Chapter 7 summarizes the dissertation by discussing our contributions and the
weaknesses of our approach. We also outline current research trends as well as the directions
in which this work can be extended.
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Chapter 2

Resource sharing

Many classes of applications, including distributed multimedia group communi-
cation [84] and traditional distributed processing, require or bene�t from a network com-
munication service that provides well-de�ned performance guarantees. A number of proto-
cols and schemes have been proposed to provide real-time communication services [18, 49].
These schemes are usually connection-oriented, in that they allocate network resources (e.g.,
bandwidth, bu�ers and so on) along the path data packets will travel.

Traditional real-time network systems (e.g., [44]) may over-allocate resources for
two reasons: (1) they allocate resources based on a worst-case prediction of the actual tra�c;
and (2) they treat tra�c on di�erent connections independently when determining resource
requirements. One technique to improve utilization (and hence the connection acceptance
rate) is to measure the actual tra�c parameters of individual connections and to modify the
amounts of resources allocated to the connection dynamically [94]. Another technique uses
performance measurements over aggregations of connections to predict future performance
[18]. The �rst approach still over-estimates aggregate resource requirements, since it fails
to capture some important relationships between connections (e.g., in a conference, usually
only one speaker is active at a time). The second approach will indirectly capture these
relationships, but it fails to provide protection against unrelated tra�c1, and depends on the
assumption that current behavior adequately predicts future behavior for all connections
in the aggregate. This assumption may not be valid when a single connection can have a
signi�cant e�ect on the performance of other connections, e.g., over low-capacity links. In
addition, when measurements are not available (e.g., when a connection is �rst established),
this approach must fall back to the use of independent tra�c characterizations, as in the
�rst approach.

In this chapter, we present resource sharing as a middle ground, by which related

connections can share resource allocations in a controlled manner, so that network utilization
is improved and performance guarantees of established connections are achieved. Resource
sharing di�ers from techniques that rely on statistical multiplexing of (unrelated) network
tra�c, in that the network client speci�es how tra�c from related connections may be

1If tra�c measurements over aggregations are used to predict the future tra�c, the performance seen by

a channel will su�er if other channels (of the aggregate) increase their data rates in excess of the network
prediction.
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multiplexed. As long as the aggregate tra�c of these related connections does not exceed
this speci�cation, the network service guarantees that well-de�ned performance bounds will
be met for individual channels. As the client speci�es the related connections and their
aggregate tra�c, all sharing is completely client-controlled. Most importantly, performance
guarantees are not dependent on the behavior of unrelated network tra�c. Resource
sharing is an important technique to provide well-de�ned performance guarantees for most
large-scale, multi-party communication paradigms.

In this chapter, we �rst motivate resource sharing with a simple example in Sec-
tion 2.1. In Section 2.2, we describe fully-distributed mechanisms for doing resource sharing
with real-time guarantees in a general internetworking environment; we do so in the context
of the implementation of such mechanisms in the next generation of the Tenet real-time
protocols. We illustrate these mechanisms with a simple example in Section 2.3. In Sec-
tions 2.4 and 2.5, respectively, we present analysis and simulation-based evaluations which
show that resource sharing leads to a large gain in the connection acceptance rate, and
a signi�cant reduction in the computational overhead associated with admission control.
Resource sharing is a key component of our multi-party real-time communication system;
of particular interest are the interactions of resource sharing mechanisms with the other
components of our system. We discuss these interactions in Section 2.6. We conclude this
chapter with a brief summary in Section 2.7.

2.1 Motivation for resource sharing

In this section, we motivate resource sharing with a simple example. We present
a simpli�ed tele-conferencing scenario to motivate the need for resource sharing. Consider
the simple conference scenario presented in Figure 2.1, where a conference is set up among
A, B and C (X is an intermediate node or router). Only the two multicast channels from
A and from B are shown in Figure 2.1.

Due to the cooperative nature of the conference, it is reasonable to require that
only one person speaks at any time. Indeed, in an orderly meeting only one person speaks at
any time; two persons speak simultaneously only when they try to get the 
oor; clearly, this
situation lasts for but a short period of time, and it should be acceptable if the performance
degrades during that time period. For simplicity, we restrict the sharing in this example to
audio streams. Similar sharing can be expected in video channels as well, either because
the senders refrain from sending video when they do not have the 
oor or if the video
application enforces mutual exclusion, like the dynamic window switching mechanism of vic
[78, 79].

Consider the link X-C; the two multicast channels (from A and from B) can
share the resources on the link X-C. Without resource sharing, the network will make
independent reservations for the two channels, and wastefully over-allocate resources on the
link X-C by 100%. Under resource sharing, the client will inform the network that the
two channels are both part of the same conference, and that the aggregate tra�c on the
channels will not exceed the tra�c due to one source. The network can use this information
to limit the resource reservations on the link X-C.
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A

B

CX

Can use resource sharing here

From A to B & C

From B to  A & C

Figure 2.1: The 3-user Conference Example

This example illustrates a scenario where only one source is active at any time
in the conference. In general, we can have up to n concurrently active sources. We de�ne
the maximum concurrency for a conference as the maximum number of concurrently active
sources; in the example above, the maximum concurrency is equal to one.

While the above example illustrates the need for resource sharing in a simple
conference scenario, it should be noted that resource sharing is equally useful in other
real-time multi-party scenarios such as panel discussions, distributed seminars and so on.
For these multi-party applications, the maximum concurrency is usually smaller than the
number of senders and, most signi�cantly, does not increase with the number of participants.
In such cases, resource sharing leads to more e�cient use of network resources. In fact, since
in most cases we expect the maximum concurrency to remain fairly small even when the
number of participants increases dramatically, resource sharing enables better scalability
for large conferences; the gains increase with the size of the conference.

2.2 Mechanisms for resource sharing

The key motivation for resource sharing is to exploit the known behavior of related
channels in order to reduce the aggregate network resources allocated to these channels. To
be attractive, resource sharing must give network clients the same performance guarantees
that they would have received without resource sharing. The mechanisms we have devised
are completely distributed; hence, they do not restrict the scalability of communication, and
are robust in the presence of node and link failures. Indeed, simulation results ( presented
in Section 2.5 as well as in [61],[62]) show that resource sharing improves the scalability of
communication. Three types of mechanisms are required:

� Client-service interface: The network client must inform the network of sharing rela-
tionships between channels. This interface de�nes the contractual agreement between
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the client and the network.

� Admission control tests: The network admission control tests may use the information
supplied by the client to perform local admission control tests on a group of channels,
rather than on each channel individually.

� Protection: The network must ensure that network resources consumed by the chan-
nels in a group do not exceed the resource allocation of the group.

2.2.1 Client-service interface

To allow the network to share resource allocations between related channels, the
client must specify three kinds of information:

� A list of related channels that may share resources. In [63], we de�ned the channel

groups abstraction to enable clients to specify inter-channel relationships to the net-
work. To specify a list of channels that may share resources, we de�ne a channel
group with a resource sharing relationship. Individual channels then join the channel
group to share resources with other member channels[63].

� Resource requirements for each group. Our assumption is that at any given time the
actual resources required by all group members will not exceed the resources allocated
if the channels were treated independently. To bene�t from this situation, the client
must specify the maximum aggregate resource requirements for the channel group.
Two approaches can be used:

1. The client can specify directly the maximum aggregate resource requirements of
the group of channels, or

2. The client can specify the maximum concurrency between channels, and the
network can compute a maximum resource requirement for the aggregate along
each link.

We have chosen the �rst approach, because, in the case where the maximum con-
currency between channels is greater than one (e.g., when several video channels are
displayed during a seminar), the client may specify a resource requirement for the
combined streams that takes into account gains from statistical multiplexing between
related channels. In the second alternative, the network does not know how tra�c on
separate channels may combine, and thus must treat channels independently of one
another.

� When the group requirements should be used. In the case where the maximum concur-
rency is greater than one, the group requirements may be signi�cantly greater than
the resources required by any individual channel. Therefore, the client must indicate
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to the network when to use the group speci�cation rather than the individual ones.
We take the simplest approach and specify a sharing threshold that corresponds to the
maximum concurrency of the group. When the number of member channels on a link
equals or exceeds the threshold, the group speci�cation (described above) should be
used. Before that time, resources are reserved for each channel independently of the
others in the group. The alternative approach would be for the network to compare
resource allocations for individual channels with that for the group aggregate and
thus make this decision without the client explicitly specifying a sharing threshold .
However, the network code is greatly simpli�ed when the client explicitly speci�es
the sharing threshold; the network code can ignore this information if it can compare
individual and aggregate resource allocations.

2.2.2 Admission control

The admission control tests determine if a new channel can be admitted without
potentially violating the guarantees given to established channels. As described in [7], the
Tenet protocols utilize a fully-distributed technique for connection establishment and admis-
sion control. The modi�cations to support resource sharing maintain this fully-distributed
property. The key change is that the group resource allocation is used in admission con-
trol tests instead of the individual (per-channel) allocations when the number of member
channels at a server equals or exceeds the threshold. After the sharing threshold has been
reached, no admission tests need be performed to admit additional member channels.

Table 2.1: Link bandwidth allocation for a sharing group vs. number of channels

No. of Threshold Sum of channel specs. Group spec. Reservation
channels (Mbps) (Mbps) (Mbps)

1 3 1.5 4.0 1.5
2 3 3.0 4.0 3.0
3 3 4.5 4.0 4.0

4 3 6.0 4.0 4.0

... ... ... ... ...
n 3 n * 1.5 4.0 4.0

As noted in Section 2.2.1, we have decided to allocate resources according to the
individual speci�cations until the number of channels using the server reaches the thresh-
old, at which time we will switch to the group speci�cation. Table 2.1 shows an example of
the bandwidth allocated to channels from a sharing group at an arbitrary server2. In this
example, we assume that each channel requires 1.5 Mbps bandwidth, the sharing threshold
is 3, and the maximum bandwidth required by any three channels is 4.0 Mbps (because of
the manner in which the streams are known to multiplex). The table shows the total band-
width allocation for the channels as the number of member channels established through the
server increases. When the �rst channel is established, the threshold has not been reached,

2A server is any network node or link where resources like bu�ers and/or delay may be allocated.
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so 1.5 Mbps is reserved according to the individual speci�cation of the channel. Likewise,
the second channel reserves 1.5 Mbps according to its individual speci�cation. The third
channel, however, reaches the threshold, so the allocation is changed to the group speci�ca-
tion. As can be seen in Table 2.1, once the threshold has been reached, no tests have to be
performed for new channels in the group. This simple example shows how resource sharing
improves scalability for large conferences.

To simplify changing from individual speci�cations to the group speci�cation, all
channels are given the same local delay bound during establishment, even when the schedul-
ing discipline would allow us to give separate delay bounds per channel (such as with Earliest
Due Date scheduling [75]). If a given channel requires a tighter delay bound than the bound
given to group members, that channel should be established separately from the group at
one or more servers. For example, if the Rate-Controlled Static Priority (RCSP) scheduling
algorithm [125] is used, a channel is assigned a static priority and admission control algo-
rithms ensure that a pre-speci�ed delay bound is met for each priority level. To implement
resource sharing, we substitute the group speci�cation for the individual channel speci�ca-
tions in running the admission tests and delay bound computations. In our implementation
of resource sharing for servers using RCSP scheduling, link bandwidth is allocated to the
entire channel group according to the group speci�cation. Therefore, all channels of the
group receive the same bound on queueing delay.

2.2.3 Protection

In order to provide guarantees, we must ensure that each channel can use the
resources that have been allocated for it. The rate control and scheduling routines do
the policing that provides this protection. The Tenet protocols, for instance, protect the
resource allocations of real-time channels (i.e., channels that make resource reservations) by
giving them higher priority than non real-time channels, and by ensuring that no real-time
channel exceeds its resource allocation. The main mechanism for policing real-time channels
is rate control, i.e. the network ensures that the tra�c for a channel does not exceed its
speci�cation3 . Scheduling priority is protected automatically by the scheduling algorithm,
and bu�er space allocations are protected by allocating bu�ers to real-time channels.

To provide protection in the presence of resource sharing, we must provide the
same level of policing on group aggregate tra�c. To meet this requirement, we allocate
resources to the group: when the group speci�cation is in e�ect, all channels in a sharing
group share common resources. Rate control and scheduling are performed by treating all
tra�c from member channels as belonging to a \super channel" that must obey the group
speci�cation. Only one addition to the normal, per-channel versions of these mechanisms
is required to support resource sharing: when the group threshold has been reached in a
server, rate control and scheduling are performed using the group allocation rather than

3This is not strictly true. In case of EDD, we can allow tra�c for a channel to exceed its speci�cation,
without violating other channels' performance guarantees, by extending the deadlines. Similar results can

be shown for fair-queueing-based scheduling disciplines. We only refer to strict rate-control-based policing

for simplicity of discussion; the techniques described here are equally applicable to the approaches that allow
more tra�c to go through.
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the allocation for the individual channel. To implement this change, we introduced an
indirection from the channel table to the resource allocation records used by the rate control
and scheduling algorithms. The algorithms themselves do not change. The organization is
shown in Figure 2.2.

Channel Table Resource Allocations
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Figure 2.2: Implementation of rate control to support resource sharing using (a) individual
allocations; (b) group allocation.

2.3 Example

In this section, we illustrate, with the help of a simple example, the various aspects
of resource sharing described in the previous section. For simplicity, we consider a simple
conference in a small tree-topology network shown in Figure 2.3.

We assume each conference participant (P1; P2; :::P6) is the source for one video
channel with the bandwidth of 1.5Mbps to all other participants; the maximum aggregate
resource requirement for all channels is 4.0 Mbps; and the sharing threshold is 3. In this case,
the required resource allocations are as given in Table 2.1. For simplicity, we also assume
that all requests are made by a single conference organizer, who could exist anywhere in
the network.

To set up resource sharing, the conference organizer performs the following actions:

� Request the network to create a Multicast Group4 (MG1), and to add each participant
to the Multicast Group.

� Request the network to create one channel from each participant toMG1; all channels
are 1.5 Mbps.

4This multicast group is the real-time analog of the IP HostGroup abstraction[27, 28], in that, in such a

group, we also associate real-time performance requirements with the destinations interested in listening to

a \session". In other papers (as well as later in Chapter 5), we have referred to these multicast groups as
\Target Sets".
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Figure 2.3: Resource allocations for the 6-user conference

� Request the network to create a resource sharing group (say RSG1) with aggregate
resource allocation 4.0 Mbps and threshold of 3, and add the channels to the group.

� Request the network to establish these channels.

Below we describe the admission control process for link B ! P6. During estab-
lishment, similar computations take place at other links. At this server, �ve admission con-
trol requests arrived for this conference|one for each channel from participants fP1; :::P5g
to P6. The admission control actions for each of the establishment requests at this server
are listed below:

� First request arrives: The admission control system notes that the request is for
the group RSG1, and that the threshold has not been locally reached. Therefore, 1.5
Mbps is reserved for the channel according to the individual channel speci�cation.

� Second request arrives: The admission control system again notes that the request
was for the group RSG1, and that the threshold has not been reached. Therefore,
another 1.5 Mbps is reserved for the channel according to the individual channel
speci�cation.

� Third request arrives: Since the threshold has now been reached, the allocation is
changed to the group speci�cation of 4.0 Mbps. The protection and tra�c policing is
as shown in Figure 2.2.
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� Fourth and �fth requests: Since the threshold has been reached, no tests have to
be performed and the requests are immediately accepted.

2.4 Analysis

For an analytical evaluation of resource sharing bene�ts, we introduce the alloca-
tion gain metric. For a set of connections over a set of links, we de�ne allocation gain as
the ratio of the allocation of a given resource required without resource sharing, to the allo-
cation of that resource required when resource sharing is used. For example, an allocation
gain of 4 means that, under resource sharing, 1

4
as many resources are required as without

resource sharing. We chose allocation gain as the metric for our analysis because, in our
fully-distributed mechanisms, the resource sharing bene�ts accrue on a per-link basis, and
it is di�cult to compute from them the gains in overall channel acceptance. In the next
section, we will use a di�erent metric called acceptance gain for evaluating the resource
sharing bene�ts in the simulation experiments.

A simple example can show that, under some conditions (very dense networks,
adversarial routing, and so on), resource sharing will not provide any useful gains in resource
allocation. Consider a complete network, i.e., direct links connecting all pair of nodes, and
a routing algorithm that ensures that data packets go directly from the source to the
destinations, with no intermediate nodes. If only one sender (of a resource sharing group of
senders) resides on any network node, no link will carry data belonging to more than one
channel; consequently, we cannot obtain any savings by introducing resource sharing in this
case.

However, we do expect that, in sparser computer networks, we will obtain signi�-
cant savings with resource sharing. We present two analyses to demonstrate these savings:
the �rst analysis is for sparse networks, while in the second analysis we assume that, for
each conference, the network routing function creates a single undirected tree and returns
routes along that tree for all connections that constitute that conference. We present useful
results for resource sharing gains under these sets of assumptions.

2.4.1 Sparse network

Wide-area networks (WANs) tend to be rather sparse; for example, the NSFNET
backbone WAN has 32 nodes and only 35 links5. In this analysis, we obtain lower bounds
on resource sharing gains for networks with small cut-sets of links. It should be noted that
sparse networks usually have small cut-sets of links. For the purpose of this analysis, we
assume that the conference participants are homogeneous and are uniformly and indepen-
dently distributed among the network nodes. To keep the analysis general, we make no
assumptions whatsoever about the routing algorithms.

5The NSFNet backbone has been replaced now by a group of \commercial" networks.



23

Lemma 2.1 Consider a network in which channels always traverse at least one link of a

set of links L, with jLj = l. If a conference needs m channels, then a lower bound, g, on

the resource sharing allocation gain is given by

g = m

2tl
,

where t is the sharing threshold speci�ed by the client.

The lemma follows from a simple counting argument: without resource sharing,
at least one reservation for each resource must be made over the links of the set L for each
of the m channels, for a minimum of m reservations over the set L. With resource sharing,
at most t reservations must be made (in each direction) for each link of set L. Since a link
has only 2 directions, a maximum of 2tl reservations are required.

For a conference with 40 channels, t = 2, and l = 5, the allocation gain g always
exceeds (or equals) 2.

Lemma 2.2 Consider a network with a cut-set L of links that divide the network into a set

of subnetworks, such that no subnetwork contains more than a fraction f of the nodes of the

original network. If a channel has n destinations uniformly and independently distributed

among the network nodes, then the probability that the channel traverses at least one of the

links of the cut-set L is given by

prob � 1� fn.

A channel must traverse a link of the cut-set L unless all destinations reside in the
same subnetwork as the source. Assuming a uniform, independent distribution of destina-
tions, the probability that a single destination resides in the same subnetwork as the source
is at most f . Thus, the probability that all n destinations reside in the same subnetwork
as the source is at most fn.

As the number of destinations increases, the probability prob rapidly approaches
1; for example, with f = 0.75, n = 16, probability prob is greater than 0.99.

Theorem 2.1 Consider a network with a small link-set L with jLj = l, where r is the

probability that a channel traverses the link-set L. If a conference has m channels and the

sharing threshold t, the following relation holds:

log( 1

1�p
) = mr

2
(1� 2tlg

mr
)2,

where p is the probability that the allocation gain is at least g.

We use the Cherno� bound on a sum of independent Bernoulli trials (�rst described in [14])
to obtain lower bounds on resource allocation gains that result from resource sharing. This
Cherno� bound states that, for independent Bernoulli trials with P [Xi = 1] = pi; pi 2 (0; 1),
and random variable X , where X =

Pn

i=1Xi, and � =
Pn

i=1 pi > 0,

P [X < (1� �)�] < exp(���2=2);

where � is the expected value of X . We rearrange the expression to

P [X � x : x = (1� �)�] � 1� exp(���2=2):
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Let X be a random variable representing the number of channels (out of the m channels
that comprise the conference) that traverse the link-set L. Here, � = E[X ] = mr. From
Lemma 2.1, the gain factor will exceed g i� X > x, where x = 2tlg. Setting x = (1 � �)�
yields � = (1� 2tlg

�
). Substituting � and � into the previous expression,

P [X � x] � 1� exp

"
�mr(1�

2tlg

mr
)
2

=2

#
:

Let p denote the lower bound on the probability P [X � 2tlg]; thus,

p = 1� exp

"
�mr

2
(1�

2tlg

mr
)
2
#
:

Rearranging the above expression, we obtain:

log(
1

1� p
) =

mr

2
(1�

2tlg

mr
)2:

This theorem shows the relationship between m,r,g,t,l, and p; for instance, p
decreases as g increases if the other factors are kept constant. As an example, the probability
p is greater than 0.95 for g = 2, with m = 50, r = 0.99, l = 4 and t = 2.

2.4.2 Tree-based routing

In this section, the analysis shows the strong relationship between routing and
resource sharing gains. We adopt a simple routing strategy that attempts to increase the
sharing gains by selecting the same undirected routing tree for all channels that belong to a
particular conference. One way of looking at this tree selection process is that the routing
system selects a spanning tree T for the network. Figure 2.4 shows a simple network in
which, out of the set of network links (thin lines), the routing system has selected a spanning
tree T (the links in T are shown with thicker lines). Then for every channel, the appropriate
directed subtree t, of T , that connects all destinations to the source is used. This behavior
is exhibited by many current routing algorithms, including Core-Based Trees [1]. In this
analysis, we relax the constraints that we previously imposed on the network topology and
on the distribution of destinations among the network nodes; thus, this analysis is applicable
to arbitrary network and connection topologies.

To keep the analysis simple, we assume that, for a given conference, the routing
algorithm selects the same forwarding tree, regardless of whether resource sharing is used.
Admittedly, a routing algorithm for conferences that do not use resource sharing probably
would not be tree-based, since such an algorithm would tend to cause congestion on the
shared links. However, since our analysis merely calculates the resources required at each
server rather than performing admission control (essentially assuming in�nite resources are
available) the assumption of tree-based routing does not adversely a�ect the analysis.

Consider the subset L of links in the spanning tree T that connect the destinations
for the conference (in Figure 2.4, these links are shown with extra dashes). It is easy to see



25

Network link

destination

destination

destination

Link in spanning tree
Link connecting destinations

Figure 2.4: Network with tree-based routing

that every channel will traverse all links in L exactly once in some direction. We can then
obtain the following corollary of Lemma 2.1.

Corollary 2.1 Consider any link l that belongs to the set of links L which connects the

destinations of the conference as described above. If a conference has m channels and

resource sharing threshold t, a lower bound g on the allocation gain for each link i is given

by

g = m

2t
.

For a conference with 40 channels with a sharing threshold of 2, the allocation
gain is at least 10.

Consider a link i of the spanning tree T that is used for routing channels for a
given conference. The link i divides the tree T into two subtrees. Let the ratio of the
numbers of nodes in the two subtree be ri, with ri > 1. Under the assumption that the
destinations are uniformly and independently distributed among the nodes in the network,
we obtain the following corollary of Lemma 2.2.

Corollary 2.2 If a channel has n destinations, the probability f that a randomly selected

channel will traverse the link l is given by

f = 1�

 �
ri

1 + ri

�n+1

+

�
1

1 + ri

�n+1
!

= 1�
rn+1i + 1

(1 + ri)n+1
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> 1�

�
ri

1 + ri

�n

= 1�

�
1�

1

1 + ri

�n
> 1� e

n

1+r
i

For example, f > 0:999 for n > 10 � (1 + ri).
The following corollary follows from Theorem 2.1 and Corollary 2.1.

Corollary 2.3 If a conference has m channels and a sharing threshold t, the following

relation holds for all links that belong to the routing tree for that conference:

log( 1

1�p
) = mf

2
(1� 2tg

mf
)2,

where p is the probability that the allocation gain is at least g, and f is as given by Corollary

2 above.

2.4.3 Examples

In this subsection, we illustrate the above analytically-derived bounds with some
graphs; we have derived these graphs from Corollary 2.3.

For these graphs, we set the sharing threshold tto2, probability p of Corollary 2.3
to 0.99 and the probability fto0:999 unless otherwise stated.
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Figure 2.5: Analysis { Allocation gain for constant sharing threshold

In Figure 2.5, we �x the sharing threshold at 2, and obtain bounds for the allocation
gains as we vary the conference size; we obtain curves for p varying from 0.8 to 0.99, where
p is the probability that the allocation gain will exceed its bound.

As expected, at �xed probability p, the lower bound g on the allocation gain in-
creases almost linearly with the conference size; also, as the probability p increases (thereby
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getting us closer to guaranteeing that the allocation gain will exceed the lower bound), the
value of the lower bound g decreases for the same value of conference size.
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Figure 2.6: Analysis { Allocation gain for varying sharing threshold

In Figure 2.6, we �x the probability p of exceeding the sharing threshold at 0.99,
and obtain lower bounds on the allocation gain as we vary the conference size; we obtain
curves for sharing threshold t varying from one to �ve.

As expected, for a given sharing threshold, the allocation gain increases almost
linearly with the conference size; also, as the sharing threshold increases, the lower bound
on allocation gain goes down.

In Figure 2.7, we �x the sharing threshold at 2, and the probability of exceeding
the allocation bound at 0.99 (i.e., 99% of the time, the actual allocation gain will exceed
g). We obtain lower bounds on the allocation gain as we vary the conference size; we have
plotted curves for f varying from 0.8 to 0.999, where f is the probability given by Corollary
2.

As expected, for �xed probability f , the lower bound on the allocation gain in-
creases almost linearly with the conference size; also, as the probability f increases (implying
that the link is more likely to be traversed by most connections), the lower bound on the
allocation gain increases.

2.5 Resource sharing simulations

In the previous section, we provided analytical bounds for the allocation gain due
to resource sharing. In this section, we present the results of our simulations with resource
sharing. We ran these simulations on Galileo [72], an object-oriented real-time network
simulator. Our goal was to make the experiments realistic so that the results obtained can be
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Figure 2.7: Analysis { Allocation gain for constant probability of exceeding the gain bound

con�dently transposed to our resource sharing implementation in the Tenet Protocol Suite
2 [60]. For this, the network topologies that we used in the simulations are based on two
real wide-area networks { the NSFNET backbone network, and XUNET [53], a high-speed
ATM network that spans across North America from Bell Labs in New Jersey to Berkeley,
California. We assumed the rate of each link to be 45 Mbps and the propagation delay
along each link to be 5 ms. We also made the amount of bu�er space in each server large
enough that the bandwidth or processing power was the limiting resource in all scenarios.

Simulation workload and evaluation metrics

In all the experiments, the sources and destinations for the conferences were uni-
formly and independently distributed among the network nodes. We ran the same simula-
tions with and without resource sharing; in this section, we denote by RS the experiments
with resource sharing and by non-RS the experiments without resource sharing.

To keep comparisons meaningful, we only considered a single type of tra�c stream
(i.e., a compressed video stream with a peak rate of 1 Mbps, 30 frames per second, and four
data packets per frame), and destinations with identical performance requirements (end-to-
end delay bound 400 ms); the average data rate did not matter, because the admission tests
in our simulations only used peak-rate bandwidth allocation. Unless otherwise speci�ed,
the sharing threshold/maximum concurrency equaled one.

We performed many sets of experiments, each time varying one of three workload
parameters: number of concurrent conferences, number of participants per conference, and
sharing threshold. For each of these workloads, several trials have been run, and the results
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Figure 2.8: The NSFNET Network

obtained are averaged. In the �rst set, we varied the number of conferences, while keeping
the number of participants in a single conference (conference size) �xed at 10. In the second
set of experiments, we varied the conference size, and �xed the number of conferences at
50. We chose this workload to overload the system slightly, since the bene�ts of resource
sharing are greatest under high network utilization.

The main metric for performance evaluation is:

Destination Acceptance Rate =
Number of destinations successfully established

Number of destinations attempted

Here, destinations refer to the recipients in a multicast transmission. For the remainder of
this paper, acceptance rate will refer to the destination acceptance rate, unless otherwise
stated. We also de�ne another metric, called acceptance gain, to be the ratio of acceptance
rates with and without resource sharing respectively.

In addition, we are interested in the speed and computational cost of channel
establishment, for which we use a di�erent metric: the computational overhead associated
with admission control. In the simulations, we use the admission control tests for the
EDD scheduling discipline [49]. The time required to run these tests at a given node
is proportional to n, the number of already accepted resource allocations at that node.
The overall establishment overhead is computed as the sum of these n (already accepted
allocations) at each node along the route of the channel. This component of admission
control computations increases as the real-time network load (number of accepted channels)
goes up. Computational overhead for other activities (for example, for collecting the state
information) does not change when this load increases (though it depends on the route
selected). We therefore focus on this admission test computation overhead for performance
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Figure 2.9: NSFNET { Acceptance Rate Vs. Number of Conferences

evaluation 6.

With resource sharing, since the established channels at a node can belong to
sharing groups, and if the aggregate tra�c speci�cations for such groups are being used,
the number of individual resource allocations (bu�er space, throughput, scheduling priority)
n can be much smaller than the number of channels. We can therefore expect a considerable
reduction in the computational overhead when resource sharing is used.

2.5.1 NSFNET

In this set of experiments, we ran our simulations on the backbone of the NSFNET
network; we only included the core nodes (CNSS) of the network shown in Figure 2.8.

Results

� Acceptance rate

(i) Increasing the Number of Conferences
With resource sharing, the acceptance rate is consistently higher than without re-
source sharing across a wide range of the number of conferences (from 5 to 100).
From Figure 2.9, when the network is heavily-loaded (40 or more conferences), the
destination acceptance rate with RS is at least 6 times higher than that for non-RS.

6In our comparison, we have ignored the extra overhead associated with accessing and maintaining
resource sharing related information.
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(ii) Increasing the Conference Size (Figure 2.10)
With RS, the acceptance rate remains close to 1 even when the size of conferences
approaches the size of the network (in number of nodes), while the acceptance rate
for non-RS degrades substantially as the conference size increases. This behavior is
expected because, with resource sharing, the amount of network resources allocated
to a conference is bounded by the sharing threshold, regardless of the size of the
conference. This experiment illustrates the scalability and the importance of resource
sharing for large multi-party applications.

(iii) Varying the Threshold
In Figure 2.11, we vary the sharing threshold in the sharing speci�cation. In the
graphs, RSi refers to RS with a sharing threshold of i; RS1 denotes the case of
sharing threshold = 1; RS2 denotes the case of sharing threshold = 2, and so on.
A sharing threshold equal to the conference size (RS10 in Figure 2.11) amounts to
turning resource sharing o�. Figure 2.11 shows that, with a lower sharing threshold,
the resource sharing gain is signi�cantly higher, and that RS consistently outperforms
non-RS.

� Computational Overhead

According to Figure 2.12 and Figure 2.13, the admission control computation overhead
for RS is always smaller than the overhead for non-RS. These results indicate that
resource sharing does not add to the establishment overhead; indeed, resource sharing
tends to decrease the establishment overhead. As described in Section 2.2, when
the number of admitted channels in a sharing group reaches the sharing threshold
at a server, the admission control mechanisms at that server will accept subsequent
channels of the same group without performing any additional admission control tests.
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2.5.2 Tree topology

We ran several simulation experiments with a tree-based topology (in which we
added two extra hosts each at the four sites (Berkeley, Madison, Urbana, and Murray Hill)
to the XUNET network topology of Figure 2.14).

Results

� Acceptance rate
As in the previous section, we compare the acceptance rates obtained with and with-
out resource sharing in a number of di�erent experiments. The graphs (Figure 2.15
- 2.17) show how the system performance changes as we vary three parameters:

(i) the number of conferences (Figure 2.15) ;

(ii) the conference size (Figure 2.16) and

(iii) the sharing threshold (Figure 2.17)

The results are similar to the results that we obtained with the NSFNet topology.
Resource sharing is shown to yield a higher acceptance rate.

� Computational Overhead
Figures 2.18 and 2.19 show the computational overhead of RS and non-RS. The
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results are again very similar to those from the NSFNet in that RS in general reduces
the computational overhead during channel establishment.

Simulating heterogeneous tra�c and performance parameters

We deliberately limited our simulation experiments to connections with homoge-
neous tra�c speci�cations; this choice allowed us to de�ne a suitable and sensible evaluation
metric. With heterogeneous tra�c, in our opinion, it is much more di�cult to de�ne such
a metric7. For example, given that bandwidth is not the only resource to be considered, is
a 1 Mbps channel worth 10 times as much as a 100 Kbps channel? Or is it worth a little
less? A lot less? Similarly, if a client requests 100 ms as the bound on end-to-end delay and
another client requests 200 ms, how do we compare their requests according to a common
metric?

2.6 Interactions with other components

Resource sharing is only one component of our system for supporting multi-party
real-time communication in computer networks; thus, it is very important that the resource
sharing mechanisms not only work well, but that they work well with the other components

7The main evaluation metric { acceptance ratio { may also be criticized in the following manner: a

multicast to 10 destinations should not be worth 10 times a unicast. However, we have not been able to
come up with evaluation metrics that are simple and easy to obtain and to justify.
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of our multi-party real-time communication system. In particular, resource sharing a�ects
the following components: client-service interactions and interface, admission tests, tra�c
speci�cation models, routing, access control, data forwarding and tra�c policing, advance
reservations, and resource partitioning. In Section 2.2, we discussed a few of these: we talked
about how sharing a�ects client-service interactions, admission tests, and data forwarding
and tra�c policing.

In this section, we will discuss the interactions of resource sharing mechanisms
with the following components of our real-time communication scheme: the local admission
control mechanisms, the routing system, tra�c speci�cation models, and the mechanisms
for supporting advance reservation of network resources. We will describe the interactions
with resource partitioning in Chapter 3.

2.6.1 Resource sharing and local admission control

With resource sharing, the client promises that the aggregate tra�c due to the
related channels will remain within the client-speci�ed bounds, and the network tries to use
this information to reduce the resource allocation. An interesting issue is the interaction of
this globally speci�ed relationship with the admission control decisions that are made locally
at the intermediate nodes (the local decision-making is due to the distributed nature of our
resource sharing technique).

During channel establishment, the Real-Time Channel Administration Protocol
(RCAP) [76] is responsible for admission control and resource reservation at each node.
When the RCAP module at a certain node is reserving resources for a new channel, it
allocates enough bu�ers for handling all potential delay jitter of the data packets from the
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previous node. This delay jitter bound depends on the resources allocated to the channel at
the previous node (and the scheduling discipline followed at that node). Since channels that
belong to the same sharing group may be allocated di�erent amounts of various resources
at the respective previous nodes, data from di�erent member channels may arrive at a
given node with di�erent delay jitter bounds. Thus, adding a new channel for an already
established group may result in additional bu�er allocation at that node.

2.6.2 Resource sharing and tra�c speci�cation models

For obtaining performance guarantees, the network clients characterize the chan-
nel's tra�c in terms of a tra�c speci�cation model; the characterization is used in running
admission tests and in allocating resources. With resource sharing, the clients also need to
characterize the aggregate tra�c (for a group of resource sharing channels).

For characterizing tra�c for individual channels, many models exist, including
peak rate, �-�, leaky-bucket, Xmin-Xavg-I-Smax, double bucket, and so on [5, 19, 20, 49,
73, 86, 89, 111, 116]. Some of these are not appropriate for specifying aggregate tra�c for
groups with two or more concurrently active senders; this is mainly because packets from
di�erent senders may arrive at the same time (\back-to-back") at some node in the network
{ in this case, we cannot directly use tra�c models8 that specify minimum inter-packet
interval (e.g., Xmin-Xavg-I-Smax, or token bucket); we can use other models like �-�, or
double bucket.

2.6.3 Resource sharing and the routing system

The analysis and simulations described in Section 2.4 support the intuition that
routing techniques a�ect the success of resource sharing. The routing algorithm can increase
resource sharing gains in two ways:

� Routing of channels in the same sharing group along common subpaths.

� Routing channels so that they may have the same local delay bound along common
subpaths.

The �rst e�ect is obvious: if the routing algorithm increases the overlap between multicast
trees for related channels, a higher resource sharing can be achieved. The second e�ect is the
result of our decision (or the requirement of some scheduling algorithms) to give all channels
in a sharing group the same local delay bound. If the routing algorithm is aware of the local
delay bounds given to member channels, it can take these into account. Unfortunately, most
routing algorithms do not enhance the overlap of related multicast trees. In fact, adaptive
routing algorithms may actually push channels of the same group away from each other to
\less loaded" paths [77, 67, 39, 123]. The only way for the routing algorithm to enhance

8For example, with the Xmin-Xavg-I-Smax model, for reasonable values of Xavg, I, and Smax, if the

Xmin value is set to zero (for packets arriving back-to-back), we have to reserve a lot of resources to serve
the packets, thereby reducing most of the resource sharing gains.
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resource sharing performance is to recognize channels as members of sharing groups, and
to favor shared subpaths between related channels. The Tenet group has devised a routing
algorithm that uses a heuristic to �nd a min-cost route that is likely to satisfy the delay
requirements of all destinations [123]. They have also adapted this algorithm to maintain
state information for each sharing group, both to enhance path overlap and to meet the
delay restrictions speci�ed above.

2.6.4 Resource sharing and advance reservations

We have also devised techniques for providing advance reservations for multi-party
real-time communication [47]. In this service, the clients can make a request for network
resources in advance of their use. A client may, for example, request a connection on Mon-
day for a Wednesday video-conference. The network performs admission control tests and
informs the client on the same Monday whether the desired resources will be available on
Wednesday. Simulation results (described later in Chapter 4) show a synergy between re-
source sharing and advance reservation mechanisms, i.e. advance reservations help increase
resource sharing acceptance gain, under the assumption that larger conferences will be more
likely to make reservations in advance.

An important question involves trading o� computational complexity with admis-
sion control e�ciency: if two (or more) channels, advance booked for di�erent (but possibly
overlapping) time-intervals can share resource allocations, how does the network handle
such sharing? There are at least three alternatives:

� Ignore such sharing relationships

� Make independent decisions (about whether to use individual or aggregate tra�c
speci�cation) for each time interval

� Make the same decision for all time intervals

The �rst option would imply losing all resource sharing gains { this is clearly not
desirable. If we make independent decisions for each time interval, we will obtain the best
possible e�ciencies in resource allocation; however, this would imply that at the interval
boundaries, RCAP will have to contact RTIP to change between group and individual
and aggregate tra�c speci�cations. This introduces undesirably strict timing requirements.
Also, this option would imply storing resource sharing information on a per-time-interval
basis, and that would lead to a tremendous increase in the amount of state information to
be maintained, as well as in the computational overhead associated with admission control.
With the third option, we trade-o� some potential resource allocation e�ciencies to (a)
avoid strict timing requirements, and (b) save on the state information maintained as well
as the computational overhead for running admission tests. We chose this third option for
our Suite 2 implementation.
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2.7 Summary

Resource sharing exploits known relationships among related channels to allow net-
work resources to be shared without sacri�cing well-de�ned guarantees; most importantly,
for large conferences with a bounded number of concurrent speakers, resource reservations
do not increase with the number of potential speakers. Therefore, resource sharing is an
important tool for providing real-time guarantees for large conferences.

We presented a scheme for sharing resource allocations between guaranteed per-
formance connections in computer networks; this scheme provides a fully-distributed, low-
overhead technique for implementing resource sharing. We evaluated the resource sharing
performance gains by analysis and by simulations; these con�rmed the intuition that re-
source sharing is very useful in saving network resources and quanti�ed these gains. It
achieves both higher connection acceptance rate and lower computational cost for admis-
sion control (than without resource sharing), while still providing guaranteed performance to
the clients, independent of the behavior of other, unrelated, tra�c. This performance eval-
uation also helped us in understanding how di�erent factors (e.g., routing) impact these
gains. As described in [61], we compared the analytical results with the simulation results;
the comparison showed the simulation results correspond fairly well to the analytical values.

We then presented some of the interactions of resource sharing with other com-
ponents of our multi-party real-time communication system; we described the interactions
with the local admission control system, with the choice of tra�c speci�cation models,
with the routing system, and with the advance reservations system. In Chapter 3, we will
describe the interactions of resource sharing with resource partitioning mechanisms.

Resource sharing is a key component of our multi-party real-time communication
system; in the next two chapters, we will describe two other important components: the
resource partitioning system and the advance reservations system. As we will see in these
chapters, our resource sharing mechanisms interact well with the resource partitioning and
advance reservation mechanisms to improve overall system performance. We will then
describe, in Chapter 5, how these components work together in our Tenet Real-time Protocol
Suite 2; we will also present some measurements of our prototype implementation of Suite
2, which show that our techniques work very well in practice. We will also brie
y describe
the channel groups that we use to specify the resource sharing relationships, and contrast
our approach with that taken recently by several other researchers, including the designers
of RSVP[130, 82, 81, 36, 10] and ST2[114, 97, 106, 34, 35, 33, 66, 65].
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Chapter 3

Resource partitioning

For real-time communication services to achieve widespread usage, it is important
that network managers be allowed to control the services e�ectively. An important man-
agement capability concerns resource partitioning, i.e., distributing the di�erent resources
available at any given server (network node or link) among a number of partitions, where
the admission control and establishment computations for a given connection need to con-
sider only the connections in the same partition, and are completely independent of the
connections accepted in other partitions. Resource partitioning is useful for a number of
applications, including the creation of virtual private subnetworks and of mechanisms for
advance reservation of real-time network services, fast establishment of real-time connec-
tions, and mobile computing with real-time communication.

In this chapter, we present resource partitioning: we describe admission con-
trol tests for resource-partitioned servers with four representative scheduling disciplines,
Earliest-Deadline-First (EDD), First-In-First-Out (FIFO), Rate-Controlled-Static-Priority
(RCSP), and Weighted-Fair-Queueing (WFQ), provide simulation results, and discuss the
key implementation issues. Our simulations con�rm the intuition that resource fragmen-
tation losses due to resource partitioning are small, and that resource partitioning reduces
the admission control computation overhead. An interesting result from the simulation ex-
periments is that, under circumstances that arise naturally in multi-party communication
scenarios, resource partitioning results in higher overall connection acceptance rates.

3.1 Introduction

We use the term resource partitioning to refer to the set of techniques and mech-
anisms that provide the network managers with the ability to distribute the di�erent re-
sources available at any network node or link among a number of partitions. In this sense,
a \partition" is a virtual network in which real-time connections can be created; a partition
consists of the resources allocated to it in various nodes and links of the physical network.
In the sequel, the term \partition" will be sometimes used to refer also to the fraction of a
node's or a link's resources allocated to the corresponding network-wide partition.

With resource partitioning, the admission control and establishment computations
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for a particular connection are independent of the connections accepted outside that con-
nection's partition. This independence amounts to splitting the server into a number of
sub-servers, each o�ering QoS guarantees only to the connections within it; the guarantees
are valid as long as the admission tests and rate control schemes for all sub-servers are cor-
rect, and are independent of the resource reservation decisions and computations performed
in other partitions. Figure 3.1 illustrates this issue: (a) shows a network node with three
links; (b) shows the node model with one CPU server and one link server per outgoing link
in each of the two partitions.

Link Server B

CPU Server

Link Server A Link Server C

Partition 2

(a) (b)

Link Server B

CPU Server

Link Server A Link Server C

Partition 1

Figure 3.1: The server model for a node with three links and two partitions

This server/partition independence is very useful, as it can be used for the follow-
ing:

� The di�erent sub-servers can be used to form virtual private subnetworks.

� Network managers can keep a small fraction of resources for management and fault-
handling tra�c.

� A fraction of the network's resources may be kept for non-real-time tra�c.

� The network can implement fairness constraints on network accessibility (preventing
one set of clients from hogging up network resources).

In addition to advance reservations [47], which we will discuss in Chapter 4, other
resource partitioning applications include fast establishment of real-time connections and
support for mobile computing [57]. We will describe these applications in Chapter 7; the
interested reader is referred to [45] for a more detailed description of these applications.
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Many important concerns can be raised regarding resource partitioning: for in-
stance, whether we can design e�cient mechanisms for resource reservation, and whether
these mechanisms can be designed for di�erent scheduling disciplines and admission control
procedures. The e�ciency concern encompasses two related issues. First, the computational
expense associated with admission control should not appreciably increase under resource
partitioning (in fact, it is expected to decrease, due to reasons to be explained later). Sec-
ondly, any partitioning scheme is a�ected by resource fragmentation losses. For example,
if a link can support 50 connections, and the resources at this link are divided into three
equal partitions, then each partition can only support sixteen connections. Thus, the link
can now only support 48 connections, and this corresponds to a fragmentation loss of two
connections.

Note that, as will be seen in Section 3.2, the derivation of some admission tests for
a partition is nontrivial, due to the same reason that makes it hard to derive those admission
tests in general: while testing against the still available amounts of bandwidth and bu�er
space in a server is easy if the amounts of these resources required by the channel to be
established are known, verifying the schedulability of packets in a bounded-delay context
after the addition of a new channel can be more complicated.

In the following sections, we illustrate our approach to network resource partition-
ing in the framework of the Tenet real-time communication protocols [44]. As described
before, these protocols are based on the real-time channel communication abstraction. The
Tenet approach is connection-oriented and reservation-based: before a real-time channel can
be used by its requester, it must be established (i.e., resources for the channel must be set
aside along its route), so that the desired performance guarantees can be provided. While
our design, simulations and implementations were done in the framework of the Tenet-style
connection establishment, the principles are equally applicable to other connection setup
protocols and techniques, including those followed by ST-2 [97], RSVP [130] and OPWA
[108].

This chapter is organized in the following manner. In Section 3.2 we discuss
resource-partitioning-oriented admission control tests for four packet scheduling disciplines:
Earliest Deadline First (EDD), First In First Out (FIFO), Rate Controlled Static Prior-
ity (RCSP), and Weighted Fair Queueing (WFQ). Section 3.3 presents a simulation-based
evaluation of resource partitioning algorithms in a multi-party communication environment.
We discuss implementation issues in Section 3.4, and Section 3.5 concludes this chapter.

3.2 Resource partitioning tests

What parts of an admission control algorithm do we need to modify to make net-
work resources partitionable according to our approach? Our ideal objective is to subdivide
a network (or, more generally, an internetwork) into a certain number of virtual networks
(or internetworks), each one of which can be treated totally independently of the others,
even though they all share the same hosts, nodes, and links. This is equivalent to saying
that we would like to con�ne our admission tests to the resources assigned to, and the chan-
nel created within, the partition to which a new channel is requesting admission, without
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in any way involving the channels and the resources belonging to the other partitions. Net-
work resources can be partitioned in this sense if, given a number of partitions and suitable
admission tests to each partition, we can prove that all channels established in all parti-
tions always satisfy the admission tests for the full network. In this section, we show that
this goal can be reached for many packet-scheduling disciplines; we present the partitioned
admission tests for four packet scheduling disciplines: EDD, FIFO, RCSP, and WFQ. By
examining these disciplines, we show that our resource partitioning techniques are general,
as they apply to a wide spectrum of scheduling policies, and also to internetworks with
heterogeneous (e.g., multi-vendor) nodes, as well as to nodes modeled with several servers1

using di�erent scheduling disciplines. EDD is an excellent but relatively expensive policy;
RCSP and WFQ are good and less expensive; RCSP is a static-priority discipline, WFQ is
a member of the round-robin family; FIFO is not very good but probably the cheapest to
implement. Since some of the admission tests depend on the packet scheduling discipline,
the corresponding partitioned tests are also scheduler-dependent.

Note that, to be accepted, a request for a new channel must pass also, besides
the tests we discuss below, a bu�er space test in each server [45]. This test is very easy to
derive, and will be omitted for the sake of brevity throughout our discussion.

3.2.1 Resource partitioning in an EDD-scheduled server

In an EDD-scheduled server, an established channel k with a deterministic delay
bound is characterized by tk, the maximum service time for any packet belonging to this
channel, and by dk, the local delay bound (which is the maximum amount of time that
any packet on this channel will stay in this server) [117]. In addition, the load at the
server is characterized by t�, the maximum service time for any packet (real-time or best-
e�ort) serviced. We assume, for brevity of explanation, that the local admission control
process maintains the list of already established channels sorted by non-decreasing local
delay bounds (di � dj if i � j). To a new resource request R with maximum packet service
time tnew 2 we can assign a delay bound dnew, inserting the new channel into the list without
any violations of the local delay bounds if, after adding this new connection,

di �
iX

l=1

tl + t�; (3.1)

where the index i goes over all real-time channels in the server, including the new one. [49].

The test ensures that, when a packet arrives over a channel k, the maximum
amount of time it could possibly wait (before being transmitted) is bounded above by the
delay bound dk.

To determine the form of the delay bound computation if we have resource parti-
tioning, we need to introduce a few de�nitions and theorems.

1As mentioned before, a server is a network component that has resources to be allocated, e.g., a link.
2
tnew depends on the maximum packet size and the service rate at the server.
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De�nition 3.1 A schedule S in an EDD server is a set of channels C1; C2; ::Cm with local

delay bounds d1; d2; ::dm such that d1 � d2 � :: � dm.

De�nition 3.2 Schedule S is \acceptable for �" in an EDD server if

dk �
1

�

kX
l=1

tl + t�(k = 1; 2; ::m); (3.2)

where 0 � �j � 1, tk is the maximum service time for a packet on channel Ck in the server,

and t� is the maximum service time that any packet can have in this server.

De�nition 3.3 Two or more schedules are said to be disjoint if all their pairwise intersec-

tions are empty.

Lemma 3.1 If schedule S is acceptable for � in an EDD server, then S is acceptable for all

� such that � � � � 1.

Proof: Follows directly from (3.2).

Theorem 3.1 If disjoint schedules S1; S2; ::Sr are acceptable for �1; �2; ::�r, respectively, in

an EDD server, so that
rX

h=1

�h � 1; (3.3)

then the combined schedule S = S1 [ S2 [ ::[ Sr is acceptable for
Pr

h=1 �h.

Proof: We shall prove that the theorem holds for two disjoint schedules; the extension
of the proof to r disjoint schedules is trivial. Let Ck be the k-th channel in the combined
schedule S. Without loss of generality, we assume that the channel Ck was the k1-th channel
in schedule S1. Then, k2 = k � k1 is the number of channels in schedule S2 that precede
Ck in S. Since S1 is acceptable for �1, we must have

dk1 �
1

�1

k1X
l=1

tk1 + t�; (3.4)

since S2 is acceptable for �2, and Ck follows the channel with delay bound dk2 in S,

dk1 � dk2 �
1

�1

k2X
l=1

tl + t�; (3.5)

Thus,

dk1 �
1

�1 + �2

 
k1X
l=1

tl +
k2X
l=1

tl

!
+ t�: (3.6)
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Q.E.D.

We now state the admission control tests for an EDD server with resource parti-
tioning. Consider an EDD server with partitions P1; :::Pn, partition Ps being allocated a
fraction �s of the \schedulability" (or \delay") resources, so that

Pn

s=1 �s � 1. The EDD
server will guarantee this delay bound to all packets of partition Ps (with allocation �s) if

dh �
1

�s

hX
l=1

tl + t�; (3.7)

where the index h goes over all channels in partition Ps.

Note that, for EDD servers, there is also a separate bandwidth test, whose adap-
tation to the partitioning case is, however, trivial and will not be described here. The
interested reader can �nd the description and the proof in [45].

3.2.2 Resource partitioning in a FIFO server

We now describe the admission control test for a FIFO server without resource
partitioning. In a FIFO server, all real-time connections are assigned the same local delay
bound, say d. Let tra�c over a real-time connection be characterized at the network
layer by the quadruple (Xmin;Xave; I; Smax), where Xmin is the minimum interpacket
interval, Xave is the minimum average interpacket interval, I is the averaging interval, and
Smax is the maximum packet size. To a new resource request R with tra�c speci�cation
(Xmin;Xave; I; Smax) we can assign local delay bound d without violating the delay
bounds of existing connections if, after adding this new connection,

X
i

d
d

Xmini
e � Smaxi + Smax� � d � ServiceRate: (3.8)

where the index i goes over all real-time channels at that server, Smax� is the size of the
largest packet (either real-time or best-e�ort) that is to be serviced by this server, and
ServiceRate is the server speed (say in bps).

The test [125] ensures that, when a packet arrives, the maximum amount of time
it could possibly wait (before being transmitted) is bounded above by the delay bound d

associated with that server. It is easy to see that

0 < Smax� � d � ServiceRate: (3.9)

We now introduce the FIFO admission control tests with resource partitioning.

Theorem 3.2 Consider a FIFO server with delay bound d, and partitions P1; :::Pn, with

partition Ps allocated a fraction �s of the server resources such that

nX
s=1

�s � 1: (3.10)
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The FIFO server will guarantee delay bound d to all packets of partition Ps (with allocation

�s) if

X
i

d
d

Xmini
e � Smaxi + Smax� � �s � d � ServiceRate � �s; (3.11)

where the index i goes over all channels in partition Ps.

ProofWe say that the test in (3.11) is valid if it only admits channels to the given partition
that always satisfy the test in (3.8) applied to the entire population of channels. The validity
of (3.11) can be observed by adding the admission control tests over all partitions to obtain

X
i

d
d

Xmini
e � Smaxi + Smax� �

nX
s=1

�s � d � ServiceRate �

nX
s=1

�s; (3.12)

where the index i goes over all connections in the FIFO server. Substituting (3.9) and (3.10)
in (3.12), we obtain

X
i

d
d

Xmini
e � Smaxi + Smax� � d � ServiceRate; (3.13)

that is, the resource-partitioning test in (3.8). Q.E.D.

3.2.3 Resource partitioning in an RCSP server

Hui Zhang and Domenico Ferrari designed the RCSP packet scheduling discipline
and described the admission control tests for RCSP servers (without resource partitioning)
in [125]. We �rst provide a brief introduction to RCSP, and then we describe admission
tests for partitioned RCSP servers.

A brief introduction to RCSP

Figure 3.2 shows an RCSP server for a node with x input links and a single output
link; additional links can be added by replicating the scheduler portion of the server. Only
the handling of real-time tra�c is shown in the �gure; non-real-time tra�c is collected from
the input links into per-output-link queues, each of which has the lowest static priority
among the queues for the corresponding outgoing link.

An RCSP server has two components: a rate controller and a static-priority sched-
uler. The rate controller shapes the input tra�c from each connection (so that the packets
do not violate the tra�c speci�cation when they go into the scheduler); the scheduler orders
the transmissions of the packets from all connections. By neatly separating the rate-control
and delay-control functions in this manner, RCSP achieves 
exibility in allocation of delay
and bandwidth, as well as simplicity of implementation.

Conceptually, a rate controller consists of a set of regulators corresponding to each
of the connections traversing the switch; each regulator is responsible for shaping the input
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Figure 3.2: An RCSP server (courtesy Hui Zhang)

tra�c of the corresponding connection into the desired tra�c pattern. Regulators control
the interactions between switches and reduce or eliminate jitter. Regulators achieve this
control by holding data packets for the appropriate amount of time before handing them to
the scheduler.

The scheduler services packets using a non-preemptive static-priority discipline:

� when the server chooses the next packet to transmit, the packet at the head of the
highest-priority non-empty real-time queue is chosen; the packets in each real-time
queue are serviced on a �rst-come-�rst-served basis;

� non-real-time packets are transmitted only when there are no real-time packets in the
scheduler;

� the transmission of a lower-priority packet is not preempted by the arrival of a higher-
priority packet.

RCSP admission control tests

We �rst describe the admission control tests for RCSP servers without resource
partitioning. Consider an RCSP scheduler with L priority levels, and with di as the local
delay bound associated with priority level i. To a new resource request R with tra�c
speci�cation (Xmin;Xave; I; Smax)we can assign a local delay bound dm (the delay bound
associated with priority level m) without violating the delay bounds of existing connections
if, after adding this new connection, for all priority levels l, 1 � l � L,
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X
i

d
dl

Xmini
e � Smaxi + Smax� � dl � ServiceRate: (3.14)

where the index i goes over all channels at or above the priority level l, and Smax� is the
largest packet size that is to be serviced by this server3.

Intuitively, the tests ensure that, when a packet arrives (for a connection at priority
level l), the maximum amount of time it could possibly wait (before being transmitted) is
bounded above by the delay bound dl associated with that priority level.

We now introduce the admission control tests for RCSP servers with resource
partitioning. Consider an RCSP scheduler with L priority levels, a partition with a fraction
� of the server's resources, and with di as the delay bound associated with priority level i.
We assume, for simplicity, that the same fraction � that characterizes a partition in a server
applies to all L priority levels (each partition may have channels assigned to all priority
levels). The RCSP server will guarantee these delay bounds to all packets of this partition
if, for all priority levels l, 1 � l � L,

X
i

d
dl

Xmini
e � Smaxi + Smax� � � � dl � ServiceRate � �; (3.15)

where the index i goes over all channels in that partition, as long as the sum of the fractions
� of resources allocated to all partitions does not exceed unity.

Theorem 3.3 Consider an RCSP server with delay bounds d1; d2; :::; dL, and partitions

P1; :::Pn, with allocation �s to partition Ps. Under the condition:

nX
s=1

�s � 1; (3.16)

the RCSP server will guarantee these delay bounds to all packets of each partition Ps(s =
1; 2; :::; n) if the tests in (3.15) are satis�ed.

Proof: From the resource partitioning tests (3.15) above, we know that, for all levels
t; 1 � t � l, for all partitions Ps; 1 � s � n, the following condition holds:

X
i

d
dl

Xmini
e � Smaxi + Smax� � �s � dl � ServiceRate � �s; (3.17)

where the index i goes over all channels in partition Ps at or above the priority level t, and
Smax� is the largest packet size that is to be serviced by this server.

At level t, we add up tests (3.15) for all partitions, and we obtain

X
i

d
dl

Xmini
e � Smaxi + Smax� �

nX
s=1

�s � dl � ServiceRate �
nX

s=1

�s (3.18)

3Note that this inequality is the same as (3.8), but d is replaced by dl, and index i goes over all channels
at the same or higher priority.
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where the index i now goes over all channels in all partitions at that server at or above the
priority level t, and Smax� is again the largest packet size that is to be serviced by this
server.

Since we have

Smax� � dl � ServiceRate; (3.19)

for all levels l; 1 � l � L, substituting (3.19) and (3.16) into (3.18), we obtain

X
i

d
dl

Xmini
e � Smaxi + Smax� � dl � ServiceRate; (3.20)

that is, the resource partitioning tests in (3.14). Q.E.D.

3.2.4 Resource partitioning in a WFQ server

We brie
y describe the admission control test for a simple Weighted-Fair-Queueing
(WFQ) server with and without resource partitioning. In WFQ, the server assigns, to each
real-time channel i being requested, a weight �i such that

X
j

�j � 1; (3.21)

where j goes over all channels in that server.
Depending on the assigned weight �j and the channel tra�c parameters, the server

computes the performance parameters it can o�er to this new channel [88].
Resource partitioning imposes a small change to this procedure. Instead of the

inequality (3.21), for a partition Ps with a fraction �s of resources, we haveX
j

�j � �s (3.22)

where j goes over all channels in that partition, including the one being requested.

3.3 Simulations

In the previous section, we demonstrated that our resource partitioning techniques
can be applied to many scheduling disciplines. In this section, we show that these techniques
are useful and e�cient.

We performed many simulation experiments to evaluate the performance of the
resource partitioning algorithms. The simulation experiments con�rmed our intuitive feel-
ings and expectations about the system's behavior under resource partitioning. Our goal
was to make the experiments as real-life as possible, so that we could con�dently predict
the behavior of our implementation of resource partitioning in the Tenet Protocol Suite 2
[60]. For example, we used the NSFNET backbone network topology (shown in Figure 2.8)
in our simulations. We assumed the rate of each link to be 45 Mbps, the propagation delay
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along the diameter to be 40 ms, and we also assumed that we could allocate up to 80% of
the resources to real-time communication, so that non-real-time tra�c would get at least
20% of the total resources. We made the amount of bu�er space in each server large enough
that the bandwidth or processing power was the limiting resource in all servers and all
scenarios.

In all experiments, the sources and destinations for the channels were chosen uni-
formly and independently among the network nodes. To keep comparisons meaningful, we
only considered a single type of tra�c stream ( i.e., a compressed video stream with a peak
rate of 1 Mbps, 30 frames per second, and four data packets per frame), and destinations
with identical performance requirements ( i.e., end-to-end delay bound 400 ms); the aver-
age data rate did not matter, because the admission tests in our simulations used peak-rate
bandwidth allocation. The main metric we adopted for evaluation and comparison was
the acceptance ratio, de�ned as the ratio between the number of destinations reached with
resource partitioning and the number of destinations reached without resource partitioning.
We were also interested in comparing the computational overhead associated with admission
control, with and without resource partitioning. For this, we adopted the overhead ratio

metric, which, as in Chapter 2, is de�ned as the ratio between the computational overhead
with resource partitioning and without resource partitioning.

In this section, we present two sets of simulation experiments: one characterized
by homogeneous requests, and the other one by requests of two types, for unicast channels
and for conferences using multicast channels.

Homogeneous requests

In the �rst set of experiments presented here, we ran our simulations with sim-
plex unicast connections alone; with these connections, quantitative comparisons using the
metrics described above are particularly easy to make.

We compared the following two scenarios:

� 300 simplex unicast connections, all in the same partition, which is allocated 80% of
the network's bandwidth; we call this the \without resource partitioning" case; and

� two partitions with 150 simplex unicast connections each, and varying partition al-
locations, so that the total resource allocation for these partitions equals 80% of the
network's bandwidth; this is the \with resource partitioning" case.

We deliberately chose this workload to saturate the network, because we wanted
to observe the network's behavior under heavy real-time load.

In all �gures, we report on the horizontal axis the fraction f of the total resources
that is allocated to one of the partitions. The other partition's allocation is 100(0:8� f)%
of the total resources.

As we mentioned in Section 3.1, with resource partitioning we can expect fragmen-
tation losses; in Figure 3.3, we observe fragmentation losses of up to about 20%, depending
on the relative resource allocations to the partitions. This graph also veri�es that the



52

0.4
0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5
1.6

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

A
cc

ep
ta

nc
e 

ra
ti

o

Resource allocation to one partition

 

Figure 3.3: Acceptance ratio vs. relative partition allocation for unicast channels
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Figure 3.4: Computational overhead vs. relative partition allocation for unicast channels
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partitioning scheme may be made to work fairly well, since, if the allocations are appropri-
ately chosen (i.e., if they are suitable for the actual requests), the fragmentation losses are
minimal (about 2-3%). As all channels are identical and equally distributed between the
two partitions, the best choice is that of identical allocations. Note that this curve is, as
expected, symmetrical with respect to the vertical line at f = 0:4.

Resource partitioning reduces the computational overhead associated with admis-
sion control because, during admission control tests for a new connection, we only have
to consider other connections within the same partition; without resource partitioning, we
would have to consider all the connections at that server. In this experiment, we expected
resource partitioning to lead to a reduction of about 50% in computational overhead, and
the simulation results in Figure 3.4 veri�ed this intuition.

Heterogeneous requests: multi-party communication

In the second set of experiments, we considered heterogeneous requests. Here,
some requests were for simplex unicast connections; the others were for conferences, where
the participants could share resources [62]. We considered the case where the conference
requests were all served by one partition, while the unicast connection requests were served
by the other partition. This segregation may be a natural consequence of some aspects of
multi-party communication, for instance advance reservation requirements [47].

We compared the following two scenarios:

� 150 simplex unicast connections and 50 10-person conferences, all in the same parti-
tion, which was allocated 80% of the network's resources; as above, this is called the
without resource partitioning case; and

� two partitions, with 150 simplex unicast connections in the �rst partition, and 50
10-person conferences in the second partition; partition allocations were varying, but
their total resource allocation was always equal to 80% of the network's resources.

The graph in Figure 3.5 shows an interesting phenomenon, which could be inter-
preted as the reverse of fragmentation. There is a fairly large region in which the overall
channel acceptance ratio is higher than one, i.e., the acceptance rate is higher with resource
partitioning than without resource partitioning. In these simulations, we observed reduc-
tions in computational overhead similar to those obtained in the �rst set of experiments
[58].

The above-observed phenomenon (increased channel acceptance) is easily ex-
plained in the following manner. First, resource allocation requests have varying e�ciencies
in using resources. As we saw in Chapter 2, with resource sharing, the resource require-
ments do not increase with allocation requests for additional channels [62]; this implies that
conference requests are more e�cient in using resources than isolated connections. Second,
as we mentioned before, partitioning provides protection for allocation among partitions;
in this case, partitioning ensures that the resources allocated to the �rst partition will only
be used for conferences, and not for isolated connections. As the conferences use resources
more e�ciently, the acceptance gains with conferences may be large enough to o�set and
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Figure 3.5: Acceptance ratio vs. relative partition allocation for the multi-party communi-
cation scenario. The �rst partition is for unicast connections.
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Figure 3.6: Computational overhead vs. relative partition allocation for the multi-party
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55

more than compensate for the fragmentation losses that we observed in the previous set of
experiments.

Resource partitioning leads to higher connection acceptance when the network is
overloaded (i.e., when the total request for resources exceeds the supply, and thus, the
admission control has to refuse some requests) and when the partitions that accommodate
resource-sharing requests do not service a large number of isolated connections.

3.4 Discussion

In the previous sections, we provided the admission control tests, with resource par-
titioning, for various packet scheduling disciplines, including EDD, FIFO, RCSP, and WFQ.
We also presented the results of our simulation experiments; these con�rm the intuition that
resource fragmentation losses due to resource partitioning are small, that resource parti-
tioning reduces admission control computational overhead, and that under circumstances
that arise naturally in multi-party communication scenarios, resource partitioning leads to
higher overall acceptance rates.

These simulations also showed that, by choosing wrong resource allocations for dif-
ferent partitions, we can seriously degrade the system performance; inappropriate resource
allocations can lead to signi�cantly lower acceptance rates. This problem can be handled
by making dynamic changes; these can be

� moving channels between partitions,

� \borrowing" resources between partitions,

� dynamically changing partition resource allocations.

Resource partitioning is an integral component of a multi-party real-time com-
munication system; for good overall system performance, it is important that the resource
partitioning mechanisms interact well with the other components of the system. including
the routing system and the mechanisms for resource sharing.

In this section, we describe the interactions of resource partitioning with the re-
source sharing mechanisms and the routing system; we also describe dynamic adaptation
mechanisms that ensure high connection acceptance rates.

Resource sharing

The simulations with multi-party communication described in Section 3.3 showed
that the resource partitioning mechanisms interact very well with the resource sharing
mechanisms; indeed, the increase in acceptance rate, which we observed in these simulations,
arose directly from the manner in which these mechanisms worked together. The protection
provided by the resource partitioning mechanisms helps protect the conference channels,
which, due to resource sharing, are more e�cient in using network resources.
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There is at least one other interesting scenario. In some applications (e.g., dis-
tributed simulations [10]), channels belonging to di�erent sessions can share resource allo-
cations. What do we do when we learn that two (or more) channels can share resources,
though they belong to separate partitions? We can do one of the following:

� ignore resource sharing relationships across partition boundaries;

� if resource sharing can be used to save resource allocations, move all such channels to
one partition;

� allow di�erent partitions to contribute their respective share to the aggregate group
allocation.

The �rst approach is the simplest to implement, though it may lead to some
ine�ciencies in resource allocation. The other approaches lead to more book-keeping and
add complexity to the code, especially when channels are torn down.

In our initial implementation, we have taken the �rst approach mainly because it
is the simplest to implement. In the future, it would be interesting to investigate the other
approaches as well.

Routing

The routing subsystem is a key component of any multi-party real-time communi-
cation system. Good, e�cient, and robust distributed routing techniques are hard to design;
the complexity increases due to real-time performance bounds and also due to multicasting.
In addition, as we discussed in Chapter 2, resource sharing has a signi�cant impact on the
routing mechanisms. Resource partitioning adds to this complexity.

With resource partitioning, we create multiple independent subnetworks; this af-
fects routing in two manners:

� The routing service can treat di�erent partitions (subnetworks) independently. This
implies that the routing system must keep information on a per-partition basis. This
implies more bookkeeping. In addition, the routing system must re-compute state
information if the network moves channels between partitions.

� Changing partition allocation amounts to changing the characteristics (capacity) of
the corresponding servers, and the routing service must re-compute state information
accordingly.

Changing the partitions of existing channels

In our system, admission control can be viewed as an accounting system that en-
sures that the network has enough resources to support the various requests for guaranteed-
performance connections. In this view, resource partitioning can be seen as dividing a
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server's resources among the partitions for accounting purposes, and channel requests as
identifying the account that should be debited. In this view, it is easy to see that by appro-
priate accounting, we can transfer resource requests between the servers (just charge the
resources to another account; if this is feasible, just release the resources from the previous
account). Since resource partitioning only a�ects connection establishment (and is com-
pletely invisible to the packet scheduling and data transfer functions), existing channels can
change partitions without a�ecting data transmission and delivery.

However, changing partitions raises two related issues: access control and the
interface for specifying these changes. Clearly, for changing over to a new partition, the
clients must have authorization to use the resources of that partition. Also, the network
has to de�ne interfaces for supporting this change. In particular, the establishment and
partitioning techniques can permit a channel to traverse a network, while, depending on
resource availability, charging resources to di�erent partitions on di�erent nodes along the
channel route.

\Borrowing" resources between partitions

As the simulation experiments in Section 3.3 have shown, connection acceptance
can be reduced by the wrong choice of the amounts of resources allocated to each partition;
the acceptance ratio goes down whenever one partition refuses channel requests because it
is already \overloaded" while there exists another partition in which the resource supply
exceeds the demand. One solution would be to support fast dynamic changes in partition
allocation; we will discuss it later in this section. Another possible solution would be
to permit \resource borrowing" between partitions (as in CBQ [121]); in this case, the
overloaded partition would borrow resources from the underloaded one, with the promise
that the resources would be returned if the second partition needed them.

Such borrowing would be feasible if we could predict that the second partition will
not need the resources for some time in the near future, and that the resources are lent only
for that time interval (of course, the overloaded partition can attempt borrowing resources
again at the end of this time interval). Unfortunately, this solution does not work well with
service guarantees; when the network accepts a channel request, it does not know when
the channel resources will be released (except for advance reservation requests, which we
will describe in Chapter 4). Also, the network cannot guarantee that no channel requests
will arrive for a partition in the near future. Due to these reasons, such borrowing appears
infeasible for guaranteed services.

There is one case in which the network can guarantee these \predictions". For
advance-reserved connections, the network service provider(s) can set up, as a policy deci-
sion, the minimum advance notice period; in this case, the network can con�dently claim
that no additional advance reservation requests will arrive for using resources for this mini-
mum advance notice period, and it can therefore permit such \borrowing" from a partition
of advance channels.
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Dynamically changing partition resource allocations

As the simulations in Section 3.3 show, choosing incorrect resource allocations
can lead to underutilization of resources. One way to eliminate these losses would be to
dynamically permit changes in partition resource allocations, so that setup errors could
be corrected, and that the network could adapt to dynamic changes in resource allocation
requests.

Partitions may be owned by the network or by a client organization. A real-time
service cannot allow uncontrolled changes in partition resource allocations; the owner of a
partition has to decide if the partition's resource allocations can be reduced, and, if so, what
are the limits to the reduction. The contract to be stipulated between a partition owner
and the network managers may include clauses that will in
uence the destinations of the
resources possibly released by the partition's owner. For example, the owner of partition
A might decide that its allocation can be reduced by no more than 10% if partition B
needs extra resources, and no more than 5% if partition C needs extra resources; also, that
no reduction is allowed for any other partitions. The network must provide an interface
that will allow network managers to specify these constraints. Also, a request for dynamic
reduction of the resource allocation for a partition may not succeed if the needs of the
existing channels in that partition would exceed the reduced resource allocations.

We will discuss these mechanisms in Chapter 5.

3.5 Conclusions

For real-time communication services to achieve widespread usage, it is important
that network managers be allowed to control the services e�ectively. Resource partitioning
provides one such important capability.

In this chapter, we described our techniques for resource partitioning in real-time
networks. In our mechanisms, the partitioning computations are limited to channel estab-
lishment time; per-packet scheduling and data forwarding are not a�ected by partitioning.
These resource partitioning techniques apply to many scheduling disciplines; we presented
partition-oriented admission control algorithms for EDD, FIFO, RCSP and WFQ packet
schedulers. We also presented the results of our simulation experiments; these veri�ed the
usefulness of our techniques. These simulations also showed that resource partitioning can
substantially reduce the computational overhead associated with admission control for real-
time connections. Also, under circumstances like those described in Section 3.3, resource
partitioning techniques result in higher overall connection acceptance ratios.

Resource partitioning is an integral component of our multi-party real-time com-
munication system; it is useful for many applications, including the creation of virtual pri-
vate subnetworks and of mechanisms for advance reservation of real-time network services,
fast establishment of real-time connections, and mobile computing with real-time commu-
nication. In the next chapter, we will describe how resource partitioning mechanisms work
with the advance reservation mechanisms. In Chapter 7, we will describe some of the other
applications.
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Chapter 4

Advance reservations

In the previous two chapters, we discussed resource sharing and resource partition-

ing; resource sharing mechanisms provide e�cient support for large-scale conferences while
resource partitioning provides an e�ective tool for the network managers to control and
distribute resource allocation among the various network service clients. In this chapter,
we will discuss the third cornerstone of out multi-party real-time communication research:
advance reservations. The ability to reserve real-time connections in advance is essential in
all distributed multi-party applications (i.e., applications involving multiple human beings)
using a network that controls admissions to provide good quality of service.

Providing advance reservations raises many important issues that encompass all
aspects of multi-party real-time communication. For example, advance booking requires
modi�cations in the client-service interface, the admission tests system, and the routing
system, among others. We will discuss each in turn in this chapter. We will �rst discuss the
requirements of the clients of an advance reservation service, and then describe a distributed
design for such a service. The description will be in the framework of the Tenet Suite 2,
which o�ers advance reservation capabilities to its clients based on the principles and the
mechanisms described here. Simulation results providing useful data about the performance
and some of the properties of these mechanisms are also presented. This chapter describes
a viable approach to constructing an advance reservation service within the context of the
Tenet Suites as well as that of other solutions to the multi-party real-time communication
problem.

We have organized this chapter in the following manner. Section 4.1 motivates
the current research in advance reservations, while Section 4.2 discusses the service re-
quirements for advance reservations. In Section 4.3, we describe the distributed advance
reservations mechanisms we have designed for, and are implementing in, the Tenet Suite 2
[60]. The principles on which our mechanisms are based, however, are easily portable to
other approaches and protocols for real-time communication. Section 4.4 describes several
important system issues, including the interaction of our advance reservation mechanisms
with those for resource partitioning, as well as with the routing system. We also present
several simulation results in Section 4.5, and conclude this chapter with a brief summary in
Section 4.6.
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4.1 Motivation

Some of the important multimedia applications of integrated services networks
require that advance reservations be possible. The clients who wish to set up multimedia
multi-party meetings (i.e., meetings involving multiple human beings) need to schedule those
meetings in advance to make sure that all or most of the participants will be able to attend;
at the time the meeting is scheduled, they must also be certain that the network connections
and the other resources required will be available when needed and for the entire duration of
the meeting. Unfortunately, distributed multimedia applications must be supported by real-
time communication services, which are to provide the necessary quality-of-service (QoS)
guarantees, and these services cannot admit an arbitrary number of connections. Thus,
there is no guarantee that the resources for a pre-scheduled meeting will be available at the
time the meeting is expected to start, unless they can be reserved in advance.

To our knowledge, advance reservation services are not available within any of the
existing schemes for real-time communication (see for example [2, 9, 18, 97, 102, 130]). For
example, in the client-service interface of the Tenet Suite 1 [2], there is no way a client
can request the establishment of a real-time channel in advance. At any time before the
beginning of a conference, a request could arrive that is accepted and that saturates the
real-time capacity of one or more of the network's resources; this allocation, which cannot
be prevented in any practical and e�cient way1, may preclude the establishment of one
or more of the channels on which the conference depends, thereby causing the attempt to
set up the conference to fail. Nor is it possible to predict when the resources needed by
the conference will all be available, as real-time channels are to be established as soon as
possible and for an inde�nite duration.

We address here the problem of extending the Tenet scheme to allow for advance
reservations of real-time channels. Our study has been performed within the context of a
profound revision of the Tenet scheme, which has resulted in the design and development
of a second-generation protocol suite, the Tenet Suite 2. Since this suite has been built to
provide e�ective support to multi-party applications, the advance reservation service must
be regarded as one of its essential new features.

4.2 Client requirements

The only true requirement network clients with multi-party applications have, in
the area we are investigating here, is that they be allowed to specify in advance their needs
in terms of real-time channels as though these channels were to be created immediately,
and to obtain in this way a guarantee that the resources for those channels will be available
at the future time they have speci�ed. Clients will accept the necessity to reserve channels
in advance if they can convince themselves that this is the only way to avoid the risk of
partial (or total) rejection of their requests at the time they need to use the network.

1An alternative approach would be to provide pre-emption of existing channels; however, we believe that
a good service should not be pre-emptible.
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The service model in the existing proposals and realizations of real-time commu-
nication services, including that in the Tenet Suite 1 [2], assumes that real-time channels
are requested (and established) for an inde�nite duration. Clients are not asked to specify
for how long such channels (to be called immediate channels in the sequel) will be alive,
and this non-negligibly simpli�es their tasks. When advance reservations are introduced
into such a service, the provider has to do some planning for future allocations of resources,
and this planning would be easier if the expected durations of the channels were known.
A limitation of this duration would also allow more clients to reserve channels in advance,
thereby increasing the sharing and the utilization of the resources. This modi�cation of the
service model for channels reserved in advance (henceforth to be called advance channels)
is consistent with the practice of booking other types of facilities, for example, meeting
rooms, which may never be reserved for an inde�nite amount of time. For this reason,
clients should be expected to accept this service model and conform to it without too much
di�culty, especially if negotiating an extension of the channel's duration is su�ciently easy
and inexpensive.

The same meeting-room analogy can be used to argue that, if the service provider
found it useful to adopt a coarse granularity for time, i.e., to accept only starting times and
durations that are integral multiples of, say, �ve minutes, clients would �nd it fairly easy
to conform. Similarly, clients would probably accept, though perhaps not enthusiastically,
reasonable values for the minimum and maximum advance notice with which reservation
requests can be submitted (e.g., not less than one hour and not more than six months) if
such limits were imposed by the provider.

Even with advance reservations, there is the possibility that a request be rejected.
The signi�cant di�erence with respect to the case in which a request for the immediate
creation of a channel is rejected is that there is still time to reschedule or cancel the meeting
without any great disruption of the participants' lives. A multi-party multimedia application
usually requires the establishment of many real-time channels, even if each one of them is
a multicast channel. If one or more of those channels cannot be reserved in advance for the
starting time and the duration speci�ed by the client, the client would certainly appreciate
being informed by the service provider about other values of the starting time and/or of
the duration that would make it possible to set up all the channels requested.

One way the provider could encourage advance reservations is to o�er lower charges
for an advance channel than for the equivalent immediate channel. These discounts could be
justi�ed with the same arguments that are the basis of similar discounts for airline tickets,
i.e., easier and more e�ective planning.

Thus, to summarize, an advance real-time channel will be requested by specifying,
besides the parameters that de�ne an immediate channel, the following two quantities:

(i) the starting time, and

(ii) the duration.

These two times may have to be (or to be transformed into) integral multiples of a
time granule, and the starting time may have to satisfy the constraints (if any) on advance
notice, as mentioned above. In the case of a rejection of the request, the client should be
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noti�ed of the reason for the rejection, and of what changes to which parameters, including
(i) and (ii) above, would be e�ective in getting the request accepted.

4.3 A distributed advance reservations mechanism

A key decision concerns the organization of our advance reservation service. A
natural choice in this area is the centralized one. Most of the advance reservation services
in other �elds are centralized (e.g., hotel rooms, meeting facilities), or at least make use
of a single database (e.g., theater or airplane seats). A centralized solution for a real-time
network running the Tenet protocols is feasible, but would su�er from the problems usually
associated with centralization: the creation of a performance and reliability bottleneck, poor
scalability, and the need to keep in the central reservation agent an up-to-date view of the
present and future resource allocations throughout the network. The last problem could
be solved by centralizing all channel setups, including those of the immediate channels;
however, this would be a major departure from the Tenet approach, which, being targeted
to large internetworks, has always tried to maximize distribution of control operations.
We have therefore adopted a distributed procedure also for the establishment of advance
channels, which we now describe.

In a distributed approach, the advance reservation information must be stored in
the servers2 of the network: each server has to keep track of how much of each of its resources
has been reserved at various future times, besides knowing how much of each resource is
set aside for those channels that already exist at the present time. This increase in the
amount of state information to be recorded in each server certainly makes fault recovery
more complicated and time-consuming; however, this important problem is outside the
scope of this dissertation.

We divide the future-time axis of a server into intervals characterized by the fol-
lowing two properties:

(i) an interval does not include any instant at which a channel traversing the server starts
or ends its life; these events delimit intervals but never occur within them;

(ii) the allocations of resources to the server's partition are constant throughout an interval;
they can only change (i.e., the boundaries for some of the resources in a server can
only be moved) at the transition point from an interval to the next.

The basic mechanism used to manage the resources in a server partition is the
interval table, which lists all the channels that will traverse the server during a future
interval, together with the requirements for each of the server's resources (cf. Figure 4.1).
The interval table, an example of which is shown in Table 4.1, includes also the amounts
of each resource that are available to the partition during the interval, as well as the totals
that have been allocated to channels.

2As described before, a server is a network node or link.



63

Channel id Bu�er space Processing power

312 14 800

174 8 144

586 11 650

Resources allocated 33 1594

Resources available 50 2000

Start time 002041735

End time 002641735

Table 4.1: An example interval table in a server

Table 2 assumes that the scheduling discipline the server implements is one that
requires only bu�er space and processing power to be considered as resources (if a deadline-
based discipline is used, we need to consider also the \schedulability" or \delay" resource
[45]). In the table, bu�er space is expressed as a number of packet-sized bu�ers, and
processing power in kbits/s; times are measured in milliseconds. We have omitted several
columns that contain local bounds and other channel parameters.

When the partition in a server is empty, there is only one interval table; its top
row is empty, its start time is inception, and its end time is eternity. When an advance
channel request is received from a client, the source sends out an advance establishment
message containing, together with all the usual tra�c and QoS parameters, the start and
end times of the reservation.

The arrival of this message at an empty server causes the only existing interval to
be subdivided into three intervals: (inception, start), (start, end), and (end, eternity). For
each interval, the corresponding interval table is created; the �rst and the third have the top
rows empty, whereas the second has just the requested channel in it (assuming the available
resources are su�cient to accept the channel, i.e., assuming that the request passes all the
tests against the available resources).

The situation remains as described until a message relating to the same channel
comes back from the destination(s), assuming, for simplicity of description, that no other
establishment request is received by the server before this time. If the returning message
is a channel-accept one (i.e., at least one destination has accepted the request), then the
reservation is con�rmed; only some of the values in the second table are modi�ed to adjust
the reservations and set the local bounds. If, on the other hand, the returning message is a
channel-reject one, then the three tables are re-merged into the initial empty table.

This procedure is repeated at the arrival of every successive request at the server.
In general, such an arrival will �nd the future-time axis of the server subdivided into n

intervals, and its expected lifetime will cover completely a fraction of them, but its birth
and death may split up to two of the existing intervals; for example, in Figure 4.1, tables T01
and T56 will not be a�ected by the addition of the new channel, while T12 will be relabeled
T110 (its end time will change from t2 to t10) and T45 will be renamed T405 (its start time
will become t40 instead of t4); T23 and T34 will be updated by the simple addition of a
row corresponding to the new channel, and T102 and T440 will be created from T12 and T45,
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respectively, in the obvious way.
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Figure 4.1: E�ects on the intervals and interval tables of the addition of an advance channel

Thus, after the arrival of the new request, the server will have two more interval
tables; to put a curb on the proliferation of tables, we use the time granules that have been
mentioned in Section 4.2 and earlier in this section, with the provision that a client-speci�ed
time not satisfying this rule will be modi�ed to coincide with that of the nearer inter-granule
transition. Of course, if the return message is a channel-reject one, the new interval tables
(e.g., T102 and T440) will be deleted, and the others restored to their previous state.

When the current time becomes equal to the start time of an interval, the table
of the previous interval is deleted3, and the table of the next interval becomes the current
table. Those advance channels whose start time coincides with the start time of the current
interval, i.e., with the current time, can spring to life automatically in all the servers they
traverse without any need for establishment, thereby producing the illusion of being con-
nectionless, while in reality they were established in advance. This result can be smoothly
achieved in networks whose nodes have clocks that are kept in approximate synchrony by,
for instance, protocols such as NTP. Note that the intervals have variable lengths so as to
minimize the number of tables in a server. In fact, this number at any time is bounded
from above by twice the number of advance channels established in the server at that time.

3And the \initial" interval extended to include the time covered by the \previous" interval
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4.4 Discussion

In the previous section, we described the interval-table-based mechanism for pro-
viding advance reservations for real-time channels. In this section, we will discuss several
important system issues that concern these advance reservation mechanisms. We �rst talk
about the client-service interface: the set of services that can be o�ered to the clients and
the alternatives that we decided to support in our initial implementation. We will then
talk about the constraints that the network service provider may impose on the advance
notice period as well as on the time granularity; also how placing such limits can be useful
to the network. We will then discuss how the resource partitioning mechanisms can be used
to provide a more e�cient and e�ective advance reservation service; we will conclude this
section with a discussion of aggregation, by which the admission tests for multiple servers
in a subnet can be run at the same physical node.

4.4.1 Service interface

As we discussed in Section 4.2, when advance reservations are introduced in a real-
time communication service, the service provider has to do some planning for the future
allocation of resources, and this planning would be easier if the expected durations of the
channels were known. This determination may be made by either (a) requiring the clients
to explicitly specify the start time and the duration for the advance-reserved channel, or
(b) estimating the call duration (\holding time") based on long-term tra�c analysis. For
our advance reservations service, we chose the �rst approach, mainly because we could not
rely on the estimates for the call holding time in a guaranteed-performance environment.

An important interface issue concerns the set of services o�ered. The resource
reservations can be classi�ed on two orthogonal criteria: (a) immediate vs. advance reser-
vations, and (b) whether the reservation is for a limited or unlimited time duration. This
leads to four possible sets of reservation types: (I) immediate channels with unlimited dura-
tion, (II) immediate channels with limited duration, (III) advance channels with unlimited

duration, and (IV) advance channels with limited duration. The mechanisms described in
Section 4.3 support all four options; for immediate channels, the start time should be set
to the current time, while, for unlimited duration channels, the end time is set to eternity.
It is a policy issue as to whether a particular network will provide only a subset of the
above services. For example, the current Suite 2 implementation, as described in Chapter 5
only permits the clients to specify options (I) and (IV), though option (II) is available as
a network-provided option; if the client makes a request for an immediate channel with
unlimited duration, and if the requested resources are only available for a limited time, the
network can o�er the client this option. The client, of course, is free to reject this o�er.

The network activities for setting up real-time channels include admission control
and resource reservation (RCAP), as well as setting up state information for data forwarding
in the switches (RTIP). Admission control is done at reservation request time, but the
RTIP state set-up should be done at the start of channel lifetime. For setting up this state
information, there are two alternatives: (a) at the start of data transmission time, RCAP
sends a message to set up the desired state, or (b) the client sends another message (\state
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set-up") before starting data transmission; this messages causes the establishment of the
desired state at the servers along the channel path. We chose option (a), mainly because it
preserves uniformity between advance and immediate channels.

4.4.2 Constraints on advance notice period

The mechanisms described in Section 4.3 support reservation requests with arbi-
trarily large (or small) advance notice, as well as any \time-granularity". On the other
hand, in Section 4.2, we stated that the clients would probably accept reasonable limits
on the minimum and the maximum advance notice with which reservation requests can be
submitted if such limits were imposed by the provider. We now present several reasons why,
as a policy matter, the network service provider may impose these limits:

� The service charges may be determinable for a reasonable time duration only; the
network cannot reasonably commit the service rates for channels that will be used ten
years from now. Due to this reason, the network should limit the maximum advance
notice that a reservation request may have.

� If the service provider o�ers lower charges for advance channels than for equivalent
immediate channels, then it is important that the clients not be able to cheat the
service provider by providing very little advance notice for their reservation requests
(for example, a few seconds).

� By placing reasonable limits on advance notice period as well as on time granular-
ity, the network can limit the proliferation of interval tables; this reduces both the
computational overhead and the storage space required for maintaining the interval
tables.

4.4.3 Interactions with resource partitioning

In our real-time communication service, immediate channels co-exist with advance
channels; this co-existence leads to the following two concerns:

� Acceptance of advance-reserved channels in a server can lead to proliferation of time
intervals in the interval table; also, the immediate channels (with inde�nite duration)
span the time intervals. The combination implies that accepting advance channels
and immediate channels in the same server may lead to a signi�cant increase in the
computational overhead for running admission tests for immediate channels. For ex-
ample, with 40 channels accepted in advance, the interval table may contain up to
80 time intervals; this implies that, for an immediate channel, the computational
overhead would be about 80 times higher than if no advance channels had been ac-
cepted. Higher computational overhead implies higher establishment latency, which
is especially undesirable for immediate channels.
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� An added concern is that the advance requests may starve out immediate channels (or
vice versa). For real-time communication services to achieve widespread usage, it is
important that the networkmanagers be allowed to control the services e�ectively; this
implies that the network service managers be able to control the amount of resources
that the advance requests may be able to reserve.

The resource partitioning mechanisms described in Chapter 3 can address the is-
sues raised here in the following manner: we can partition the resources at a server (to divide
the one physical server into two virtual sub-servers) and use one partition for supporting
advance channels and the other for supporting immediate channels. With this set-up, the
admission test computation for immediate channels is not a�ected by the advance reserved
channels; also, the managers can control the total resources that can be reserved in advance.
The dynamic partition allocation change mechanisms (described in Section 3.4) allow the
network managers to control the \borrowing" of resources between immediate and advance
partitions. Also, if the immediate partition is full, the network can \move" the channel to
the advance partition, thereby providing the option III described in Section 4.4.1

4.4.4 Interactions with routing

Advance reservations have an interesting implication for the routing system. If the
routing decisions are dynamic and load-dependent, then for an advance reserved channel,
these decisions should take into account the network load during the channel's lifetime. At
channel establishment time, the routing system does not have full information about the
network load during the channel's lifetime. At best, the network knows about some other
advance reserved channels4 overlap with that of the current request; the routing system
should use this information to make the routing decisions. This is the mechanism that we
proposed for the Tenet Suite 2 implementation [7].

On the other hand, advance reservations make rerouting channels much easier.
If a channel fails admission tests at a particular server, the network can \reroute" that
channel, or other advance-reserved channels holding reservations at that server, around
that server before data is transmitted on that channel. This \rerouting in advance" is much
easier, as the network has a lot more 
exibility. The network does not have to worry about
mis-ordered and/or duplicate packets in this case.

4.4.5 Aggregating admission test computations

As we mentioned in Section 3.4, admission control can be viewed as an accounting
system that ensures that the network has enough resources to support the various requests
for guaranteed-performance connections. With resource partitioning, we can separate this
accounting and bookkeeping for immediate and advance channels. In Chapter 1, we de-
scribed a fully-distributed technique for establishing channels and for running admission
tests. A key motivation5 for a fully-distributed approach for setting up immediate channels

4These are the channels that have already been requested.
5This is in addition to all advantages of having a fully-distributed mechanism.
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is that the system has to set up state along the channel path anyway; we cannot save much
by more centralized decision-making. On the other hand, for advance-reserved channels,
the network can gain by \aggregating" the decision-making. For example, a server can \as-
sign" its admission control decision-making to a remote node. In a sub-network, all nodes
can assign the admission control decision-making for all advance channels to a single node,
thereby choosing more localized/centralized decision-making.

This localization can be very useful:

� It reduces the establishment latency, as the admission tests for all servers in this sub-
network are made at a single node, without requiring multiple inter-node messages.
The results in [7, 59] show that inter-node messages dominate connection set-up la-
tency.

� Fault-handling becomes more di�cult in advance reservation systems; a key concern is
that the advance reservation information be saved in stable storage. With a centralized
approach, the information can be put in stable storage at this particular node; it
is more di�cult to ensure that information is stored on stable storage in a fully
distributed system (distributed consensus is required in this case).

� Rerouting, as described in Section 4.4.4, becomes easier if all resource reservation
information is available at a single node.

Thus, the network can gain by aggregating the resource reservation decision-
making, accounting and book-keeping in a pre-selected set of network nodes.

4.5 A simulation-based evaluation

We performed a number of simulation experiments to evaluate the performance of
our advance reservation mechanisms. For this discussion, we have selected four interesting
sets of simulation experiments. In the �rst set, we ran simulations of unicast channel re-
quests, with and without the advance reservation mechanisms. To distinguish the e�ects of
the two components of our advance reservation mechanisms, (namely partitioning-induced
protection and priority changing) which we describe below, we repeated the previous ex-
periments with workloads that eliminated the e�ect of one of these two components. The
third set of experiments considered multi-party advance reservation requests that varied in
conference size and in advance notice period, while the fourth set evaluated the e�ect of
time granularity on the performance of our advance reservation mechanism. In this sec-
tion, we describe the simulation scenario, the workload, and the results obtained with these
experiments.

4.5.1 Simulator description

We ran these simulations on an enhanced version of Galileo [72], an object-oriented
real-time network simulator. This version provides complete support for multi-party real-
time communication protocols, including support for advance reservations.
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Our goal was to make the experiments as realistic as possible, so that we could
con�dently predict the behavior of our implementation of the advance reservation service
in the Tenet Suite 2 [60]. For example, we used the NSFNET backbone network topology
in our simulations (see Figure 2.8). We assumed 45Mbps for each link, and we set the
propagation delay along the diameter to 40 ms6 . In all our experiments, we created a
partition for non-real-time tra�c containing 20% of the resources in each server; this left up
to 80% of the resources for real-time communication. We also made the amount of bu�er
space in each server large enough that the bu�er space test would always be successful, and
we chose the delay bounds large enough so that schedulability would never be a problem (for
the Earliest-Due-Date (EDD) scheduling discipline that we used in our simulations). Thus,
bandwidth or processing power was the limiting resource in all servers and all scenarios.

4.5.2 Simulation workload and evaluation metrics

In all the experiments, the sources and destinations for the channels were uniformly
and independently distributed among the network nodes. We ran the same simulations
without advance reservations and with advance reservations for di�erent resource allocations
to the two partitions.

To keep comparisons meaningful, we only considered relatively homogeneous work-
loads, where all channels have identical tra�c descriptions, and all destinations specify
identical performance requirements:

� Deterministic delay bound D = 400 ms ;

� Deterministic jitter bound J = 16 ms;

� Minimum inter-packet time Xmin = 8 ms;

� Maximum packet size = 8 Kbits.

The tra�c description corresponds to that of a compressed video stream at a peak
rate of 1 Mbps, at 30 frames per second, with four data packets per frame ; the average rate
did not matter, because bandwidth was allocated according to the peak rate, and bounds
were deterministic. The start times and the durations of the channels varied randomly and
uniformly within speci�ed time intervals.

We performed many sets of experiments with varying workload parameters; for
each of these workloads, we ran many simulation experiments, and averaged the results
thus obtained.

The main metric we adopted for evaluation and comparison was the acceptance
ratio, de�ned as follows:

Acceptance ratio =
Number of destinations reached with advance reservation

Number of destinations reached without advance reservation
:

6The simulation workload and evaluation metrics are the same as those for the simulation experiments

for resource sharing and resource partitioning, in Section 2.5 and Section 3.3 respectively; this information
is provided here only for completeness.
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We were also interested in the timeliness and the computational cost of channel
establishment, for which we used a di�erent metric: the computational overhead associ-
ated with admission control. In the simulations, we use the admission control tests for the
EDD scheduling discipline [49]. The time required to run these tests at a given node is
proportional to n, the number of already accepted resource allocations at that server when
a new request arrives. The overall establishment overhead is computed as the sum of these
n (already accepted allocations) at each node along the route of the channel. This com-
ponent of admission control computations increases as the real-time network load (number
of accepted channels) goes up. Computational overhead for other activities (for example,
for collecting the state information) does not change when this load increases (though it
depends on the route selected). We therefore focus on this admission test computation
overhead for performance evaluation. This led us to the following metric for comparing
computational overheads:

Overhead ratio =
Total computational overhead with advance reservation

Total computational overhead without advance reservation
:

4.5.3 Simulation experiments

First set: Simple workload

In the �rst set of experiments, we compared the following two scenarios:

� without advance reservations: 150 simplex unicast connections, and 50 10-person con-
ferences (each conference requiring 10 9-destination multicast channels), all in the
same partition, which was allocated 80% of the network's bandwidth; and

� advance reservations: two partitions, with 150 simplex unicast connections in the
immediate partition, and 50 10-person conferences in the advance partition; with
varying partition allocations, so that the total resource allocation for these partitions
equals 80% of the network's bandwidth.

In these (and subsequent) experiments, the channel duration varied uniformly
between two and three hours for conference channels, and between 30 minutes and ten
hours for unicast channels. The advance notice period varied uniformly between three and
four hours (in the third set of experiments, the advance notice period varied from six to
seven hours for large conference). The reservation request arrival time was chosen from a
uniform, random distribution over about ten hours. We deliberately chose this workload
to saturate the network, because we wanted to observe the network's behavior under heavy
real-time load. It should also be observed that, in this workload, all conferences are of the
same size, and that there exist resource sharing relationships among the conference channels
(only up to 2 of the 10 channels constituting a conference may be active at any given time)
so that they can share resource allocations [62, 63].
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In Figures 4.2-4.9, we report on the horizontal axis the fraction f of the total
resources that is allocated to the immediate partition. The advance partition's allocation
is 100(0:8 � f)% of the total resources. Note that the boundary between the partitions
remained �xed for the duration of each simulation run.
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Figure 4.2: Acceptance ratio for the �rst set of experiments (simple workload)
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Figure 4.3: Overhead ratio for the �rst set of experiments (simple workload)

In Figure 4.2, we observe that there is a large region in which the acceptance
ratio is higher than 1, i.e., in which the acceptance rate is higher with advance reservation
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mechanisms than without these mechanisms. However, there is also a large region in which
the ratio is lower than 1. Thus, moving the resource allocation boundary is necessary
whenever the workload is such that the boundary falls in an area with low acceptance ratio.

Figure 4.3 shows that our advance reservation mechanisms reduce the computa-
tional overhead of admission control for all allocations. As we increase the allocation to the
immediate partition, the overhead increases (due to resource sharing, the computational
overhead is higher for single channels than for channels that belong to a conference [62]; the
overhead increases because we accept more individual channels at the expense of conference
channels). However, after reaching a peak value, the overhead starts decreasing (the over-
head reduction due to the increasing rejection rate of conference channels starts dominating
and o�setting the overhead increase due to the growing acceptance of individual channels).

Second set: Isolating the e�ects of two components

Our advance reservation mechanisms a�ect resource reservations in two ways: �rst,
resource partitioning provides isolation and protection between the advance requests and
the immediate requests; second, advance reservation provides higher priority to connections
that come with larger advance-notice periods. In the second set of experiments, we ran
additional simulations to separate the e�ects of the resource partitioning mechanisms from
the e�ects of priority changes. For this, we added the following scenario to those considered
in the previous set of experiments:

� only partitioning: two partitions, with 150 simplex unicast connections in the �rst
partition, and 50 10-person conferences in the second partition, where resources are
not reserved in advance;

As the graphs of Figure 4.4 show, the gains (and losses) observed in Figure 4.2 arise
primarily from the isolation and protection provided by the resource partitioning mecha-
nisms, since the two curves (\advance reservations" and \resource partitioning") essentially
coincide. However, we should remember that, in our simulations, all conferences were of
the same size (10 members each); it would be more realistic to simulate di�erent-sized
conferences, as we did in the third set of experiments discussed below. As shown in the
second diagram in Figure 4.4, the overhead of admission control is substantially lower in
the only partitioning case than in the advance reservations case, where multiple tables are
manipulated.

Third set: Multiple conference sizes and advance notice periods

In the third set of experiments, we considered di�erent types of conferences, under
the assumption that larger conferences tend to be requested with larger advance notice
periods. To reduce the simulation time, we decided to leave the immediate partition empty;
this did not a�ect our results because we were interested only in the e�ects of the priority
changes on the channels expected to be usually reserved in advance.



73

0.4
0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5
1.6

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

A
cc

ep
ta

nc
e 

R
at

io

Resource allocation to the immediate partition

 

 Advance reservations 
 Only partitioning 

Figure 4.4: Isolating the e�ects of the two components: acceptance ratio
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We compared the following three scenarios:

� 10 50-person conferences, and 50 10-person conferences, all in the same partition,
which was allocated 80% of the network's bandwidth; we call this the without advance
reservations case;

� two partitions: the �rst partition empty; 10 50-person conferences and 50 10-person
conferences in the second partition, where resources are not reserved in advance; we
call this the only partitioning case; and

� two partitions: the �rst partition empty; 10 50-person conferences and 50 10-person
conferences in the second partition, where resources are reserved in advance; we call
this the advance reservations case.
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Figure 4.6: Multiple advance notice periods and conference sizes: acceptance ratio

As the graphs in Figure 4.6 show, when we consider conferences with di�erent
sizes, the higher priority provided by the advance reservation mechanisms leads to a consid-
erable increase in the acceptance ratio. Thus, the experiments show that, in general, both
components of our advance reservation mechanisms help improve the connection acceptance
rate. The overhead ratio also increases, due to the higher acceptance ratio, and, because of
the absence of immediate requests, does not have a maximum for an intermediate value of
the relative resource allocation.

Fourth set: E�ect of time granularity

In the fourth set of experiments, we decided to observe the e�ects of time granu-

larity in advance reservations.
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Figure 4.7: Multiple advance notice periods and conference sizes: overhead ratio

We ran our tests on the advance reservations and without advance reservations

scenarios of the third set while varying the granularity of start times and durations from
1 minute to 15 minutes. We assumed that the users would ask for connections with start
times and durations that vary randomly and uniformly within speci�ed time intervals.

As in all of the experiments described above, we created a partition for non-real-
time tra�c containing 20% of the resources in each server. Figures 4.8 and 4.8 show that the
acceptance ratio and the overhead ratio decrease slightly as we increase the time granularity.
However, the lower acceptance ratio may be due to the assumption made in the simulations
that the start times are completely random within a small time interval. So, we conclude
that time granularity does not appreciably a�ect the performance of our mechanisms.

4.5.4 Resource allocation gains

With advance reservations, we obtain resource allocation gains from two distinct
sources: the protection provided by resource partitioning, and the priority change provided
by the advance reservation mechanisms. The fundamental source of resource allocation gains
is resource sharing; due to resource sharing, the conference channels are more e�cient in
allocating resources. These two factors merely enhance/facilitate this extra e�ciency. This
increase (in allocation e�ciency) occurs because these factors cause the admission system
to favor the conference channels, at the expense of non-conference channels. For example,
in the second set of experiments, without advance reservations, the system rejected about
12% of the unicast channels and one or more destinations of about 91% of the conference
channels (about 51% of conference destinations not reached); under advance reservations,
with the advance partition allocated 40% of the resources and the immediate partition
allocated 40% of the resources, the system rejected about 25% of the unicast channels and
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Figure 4.8: E�ect of time granularity: acceptance ratio
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one or more destinations of about 20% of the conference channels (about 18% of conference
destinations not reached). If there were no conference channels, then we would observe no
extra allocation gains with advance reservations. However, if the system has a workload
mix that has either a mixture of conference and non-conference channels, or conferences
with di�erent sizes and di�erent advance notice periods, we expect results similar to those
obtained in these simulations.

In our fully-distributed advance reservation service, the allocation gains at a server
depend only on the real-time load at that server. These allocation gains depend on the
network topology, the routing system, the session holding times, the request arrival patterns,
and other such factors only because these factors in
uence the real-time load. If these
factors change but the real-time load remains the same, then the results should remain the
same. For example, simulations of Chapter 2 show that the allocation gains are similar for
networks with very di�erent topologies.

4.6 Summary

In this chapter, we presented a fully-distributed scheme for advance reservations
of real-time connections. We also presented the results of our simulation experiments; these
veri�ed the usefulness of our techniques. These experiments show that our distributed
mechanisms work, and their cost is a�ordable. An interesting feature of our advance reser-
vation mechanisms is that they favor channels that belong to conferences (and, because
larger conferences usually have larger advance notice periods, our mechanisms favor larger
conferences over smaller conferences). Conferences may not be held if there are no ad-
vance reservations; for example, a conference may not be held at all if all its channels, or a
substantial fraction of them, are not established.

In the last three chapters, we have described resource sharing, resource partition-
ing, and advance reservations; these three constitute the core of our multi-party real-time
communication system. In the next chapter, we will describe how we put these mechanisms
together in Suite 2, our multi-party real-time protocol suite.
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Chapter 5

Implementation: Suite 2

In the previous three chapters, we discussed the three key components of our
multi-party real-time communication research: resource sharing, resource partitioning, and
advance reservations. Resource sharing mechanisms provide e�cient support for large-
scale conferences; resource partitioning provides an e�ective tool for the network managers
to control and distribute resource allocation among the various network service clients;
advance reservations enhance the service usability, and at the same time, can help improve
the network performance with better planning and o�-line routing potential.

As we mentioned before, it is critical that these components work well together,
and with other components of our real-time communication system (e.g., routing); over the
last four years, we have designed the Tenet Protocol Scheme 2 and implemented the Scheme
2 algorithms and techniques in the Tenet Protocol Suite 2. These protocols incorporate the
ideas discussed in the previous chapters to provide network support for multi-party real-
time communication. In this chapter, we describe these Tenet protocols. For the sake of
brevity, we will not distinguish between Scheme 2 and Suite 2; the former term refers to
the algorithms and techniques designed, while the latter refers to the incorporation of these
mechanisms in a set of protocols. We will focus our attention on the resource sharing,
partitioning, and advance reservations related aspects of the design and implementation;
we will only brie
y outline the other components.

In designing this second generation of Tenet protocols, we tried to minimize the
changes from the previous generation (unicast) Tenet protocols. We kept the same sepa-
ration of real-time data delivery and control protocols between RMTP/RTIP and RCAP
(as described in Chapter 1 and illustrated in Figure 1.1); within this overall framework, we
completely re-designed the signaling protocol (RCAP) for supporting multi-party commu-
nication. We brie
y describe the new Scheme 2 RCAP in Section 5.1. We will illustrate
this design with a simple connection establishment example in Section 5.1.5. Supporting
multi-party communication required two changes in RTIP: for multicasting, and for resource
sharing; we discuss these topics in Section 5.2.
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5.1 Suite 2 RCAP

In this section, we describe RCAP, the signaling protocol for multi-party real-
time communication. In the unicast protocols, RCAP's primary tasks were connection
establishment and teardown; the connection establishment also included mechanisms for
rendezvous between the sender and the receiver. In multi-party communication, these
primary tasks become more di�cult because of the multiplicity of senders and receivers;
in addition to previously described issues as service usability and network management
and control, we also face critical concerns in security and access control, scalability, and
reliability. The signaling protocol occupies the center stage where we address these key
concerns.

In this section, we �rst describe the key design goals and trade-o�s in this design;
we will then describe the RCAP design and its embodiment in the Tenet Suite 2. We will also
illustrate the interaction of various components and modules with a simple connection set-up
example. We will conclude this section with some preliminary performance measurements
over our prototype implementation.

5.1.1 The mechanisms

In Chapter 2, we described the resource sharing mechanisms; we also described
resource partitioning and advance reservation mechanisms in Chapter 3 and Chapter 4
respectively. In this subsection, we will brie
y review these mechanisms in the Tenet Suite
2 framework.

The resource sharing mechanisms a�ect RCAP as well as RTIP; for RCAP, resource
sharing requires two sets of changes: (a) RCAP is now required to maintain resource sharing
information, i.e., the di�erent resource sharing groups, their respective aggregate tra�c
speci�cation(s), and the member channels that belong to each group; and (b) during channel
set-up at any RCAP daemon, the daemon must determine if resource sharing can be used
to reduce the resource allocation at that node. If the RCAP daemon uses resource sharing,
RTIP requires enhancements to support tra�c policing and rate control for these resource
sharing channels on the group aggregate tra�c speci�cation.

The resource partitioning and advance reservation mechanisms do not a�ect RTIP
at all; they only require changes in RCAP. Supporting resource partitioning requires changes
to admission control tests (as described in Chapter 3) as well as management software for
creating new partitions and for setting/changing the resource allocations to these partitions.
As described in Chapter 4, the basic mechanism for supporting advance reservations is the
interval table, which lists all the advance channels that will traverse the server during a
future interval, together with their requirements for each of the server's resources. The
interval table includes also the amounts of each resource that are available to the advance
partition during the interval, as well as the totals that have been allocated to advance
channels.
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5.1.2 Suite 2 RCAP design

RCAP design goals included the following, in addition to the design goals and
objectives described in the previous chapters (for devising mechanisms for resource sharing,
partitioning and advance reservations):

� Modi�able and extensible: An important design consideration was that the proto-
cols be easily modi�able and extensible, for example, to incorporate new tra�c speci-
�cation models, packet scheduling disciplines, failure-handling techniques, underlying
network technologies etc. To achieve this modi�ability, we decided to minimize the
set of assumptions that we make about the underlying network; we also spent con-
siderable time and e�ort in designing the interfaces between modules to ensure this
extensibility.

� Speed: Although we do not need hard-real-time guarantees on RCAP requests (e.g.,
RCAP will establish connectivity within 50 ms), it is desirable that the connection
establishment be fast; most real-time clients cannot a�ord long waits for their trans-
mission to start [41]. These factors led to our single round-trip connection establish-
ment procedure; we described this procedure for unicast channels in Chapter 1; we
will describe the corresponding establishment procedure for multi-party channels in
Section 5.1.5.

� Ease of use, management, and implementation: It is important that the ser-
vices provided should be \easy-to-use" for the clients; it is also important that the
mechanisms designed should permit the network managers to e�ectively control the
network, and that the mechanisms be easy to implement. These factors are critical for
our research e�ort, because we can learn a lot from using (and running experiments
on) a prototype implementation.

� Location independence: In our model, a typical conference may be organized by
a party (the organizer) who may not otherwise participate in the conference. This
implies that a channel may be set up (or torn down) by a user who is not located
at either the source or any of the destination(s) for that channel. Thus, RCAP
must support the users making the channel set-up/modi�cation/teardown calls from
anywhere in the network, and all the network's behavior should be independent of
where the calling user is located.

These considerations led to our object-oriented design for RCAP; we now enumer-
ate some salient components and features of this design:

� Partial establishment semantics: Multicasting raises an important concern re-
garding connection establishment semantics: a channel establishment request may
only be able to obtain resources along the paths to a subset of destinations. At least
two alternatives exist: (a) the network can declare that the connection establishment
succeeded (partially), or (b) the network can declare that the connection establish-
ment failed (all-or-nothing).
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The �rst option simpli�es the implementation and provides \best-e�ort" connectiv-
ity; the second option provides stronger semantics (if the connection establishment
succeeds, the sender knows that all destinations' performance requirements are met).
We chose the �rst option, mainly due to ease of implementation and scalability con-
siderations.

� Location and naming service: Location independence requires that clients be
able to set-up and/or manipulate the channels from anywhere. This implies that all
network entities (including multicast groups, channels, entities for resource sharing,
and so on) be addressable and accessible from anywhere in the network; these entities
must have globally unique identi�ers (\names"), and the naming service should be
able to return the location of the node where that entity resides1.

For our prototype implementation, we chose a simple naming convention to address
this issue; all names are 64-bit long, where the �rst 32 bits provide the location
address; this greatly simpli�es the location and naming system (LNS), though it also
implies that these entities can not migrate between nodes in the network.

� Ranges for performance parameters The Tenet Scheme 2 allows the users to
specify ranges of performance parameters (instead of single values); for example, the
user speci�es a desired value for end-to-end delay bound as well as upper limit on
acceptable values for the delay bound. If the network can not meet the desired ser-
vice but can provide service within the acceptable range, the channel establishment
succeeds. In many cases, the use of ranges avoids repeated re-negotiations between
the network and the client [112, 60, 99, 100].

5.1.3 Client interface

Suite 2 RCAP is an object-oriented distributed system for supporting multi-party
real-time applications. We now describe how the three components { resource sharing,
resource partitioning, and advance reservations { a�ected the client interface that RCAP
provides. As we described before, RCAP provides a location-independent service; the result
of an RCAP request is independent of the network node (and the RCAP daemon) that
received the user's request.

Logically, a channel transmits data from a single sender to a Target set; thus, to
establish communication, the organizer(s) must �rst create a Target set2 and then only can
the organizer set up the appropriate channel(s) and any resource sharing group(s).

Resource sharing introduces a naming problem: To specify resource sharing rela-
tionships, we need to specify the channels that can share resource allocations; this requires
the clients to specify the channel-ids for these channels. Now, in the previous-generation
RCAP, these channel-ids were returned as a result of the channel establishment process; in

1Some of these entities can be distributed. For ease of explanation, in this discussion, we assume that

these entities are not distributed.
2As mentioned before, the object creator gets the authorization key to access and manipulate that object;

the creator can pass the key to other authorized users.
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our case, we need to specify these sharing relationships (and thus, the channel-ids) before
we establish the channels. To get around this problem, we separated the channel creation
(and naming) from the channel establishment: the client �rst invokes the network to create
the channel (and to return the channel-id to the caller); the client then invokes channel-
establishment (specifying the channel-id in this call). In between these calls, the client can
provide the resource sharing related information.

We now illustrate this client interface with a simple example. Consider a client
who wishes to set up three channels, all advance channels, of which two can share resource
allocations. The sequence of client requests for this case can be:

1. Create Target Set(): This call takes no parameters and returns Target Set Id, say
TS1 in this case.

2. Create Channel(): This call takes the following parameters: Target Set Id (TS1),
channel source node (say A) and the partition whose resource the channel can use; it
returns Channel Id, say ChA in this case.

3. Create Channel(): Two more calls, to create ChB and ChC respectively.

4. Set Advance(): This (optional) call is only required for advance-reserved channels.
It takes two parameters: Channel Id and the channel start and end time. In our case,
the client will make three calls, once for each channel.

5. Create Group(): This call takes two parameters: the aggregate tra�c speci�cation
and the maximum concurrency (as described in Chapter 2). It returns Group Id, say
G in this case.

6. Include(): This call takes two parameters: Channel Id and Group Id and informs
the network that the speci�ed channel belongs to the speci�ed group. In our case,
the client will make two calls, once with parameters ( ChA,G) and the other with
parameters ( ChB,G).

7. Establish Channel(): This call takes one parameter, the Channel Id. In our case,
the client will make three calls, once for each channel.

5.1.4 Suite 2 RCAP architecture

Figure 5.1 shows the real-time communication system: there exists one RCAP
daemon on every network node and each RCAP daemon talks with the RMTP and RTIP
entities at that node. Each RCAP daemon also talks with the applications at that node, as
well as with other (remote) RCAP daemons. In addition, each RCAP daemon talks with
the routing system through its Routing Stub Object; in this manner, this design isolates
the RCAP daemon from changes in the routing system. Any changes in the routing system
are re
ected only in the Routing Stub Object.
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In this section, we will describe the internal structure of RCAP; we will describe
the various components of RCAP as well as their interactions; in this description, for ease
of explanation, we present a slightly simpli�ed (and abridged) view of the internal RCAP
structure and interactions. Figure 5.2 shows the internal structure of the RCAP daemon.
The RCAP daemon design is object-oriented; each daemon consists of a collection of RCAP
objects (i.e., the objects inside an RCAP daemon) along with a message dispatcher and a
Location and Naming Service (LNS). For example, there exists one Target set object for
each user-created Target set, one Channel object for each created channel, and one Group
object for each channel group (for resource sharing). At each RCAP daemon, there also
exist one manager object for each of these object classes (Target set, Channel, Group); upon
user requests, these managers dynamically create (and destroy) objects of their respective
classes. At each RCAP daemon, there also exist several other objects, including a Partition
Controller (for managing partition allocation consistency), and an Establishment Controller
(for handling channel setup and teardown requests).

In RCAP, all inter-object communication is conducted through RCAP messages
(regardless of whether the objects are located on the same RCAP daemon or not); this choice
greatly reduces the coding complexity and helps avoid deadlocks. Additionally, a network-
generated pseudo-random key is associated with each object for security and access control;
the interested reader is referred to [85] for more information about the security scheme.

When a message arrives at an RCAP daemon, the RCAP dispatcher contacts the
LNS to determine if the addressed object resides on a remote node; if so, the message is
forwarded to that node. Else the LNS returns a pointer to that object and the dispatcher
hands over the message to that object.

The RCAP daemon may also be divided into two subsystems: one for managing
multi-party communication information, including that relating to Target sets, channels,
and groups; the other subsystem for managing system resource allocation, resource parti-
tioning, channel establishment, and running admission tests. The multi-party information
management system includes the following objects:

� Target set object: There exists one Target set object for each Target set in the sys-
tem. Typically, the Target set object is located at the RCAP daemon that received the
request to create the Target set. Each Target set object maintains information about
the destinations (addresses and performance requirements) as well as the channels
that belong to that Target set. When a user requests RCAP to establish a channel,
the corresponding Channel object contacts its Target set object to obtain the destina-
tion membership list and then contacts the routing system to obtain the (multicast)
route for the destinations. When a new destination joins a Target set, the Target
set object contacts all established channel(s) (actually, their corresponding Channel
object(s) ) to request them to extend (\partial establishment") the connection to this
new destination as well.

� Channel object: There exists one Channel object for each channel; in the current
prototype, the Channel object is co-located with its Target set object (i.e., these two
objects are located on the same RCAP daemon), though a new proposal suggests that
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the Channel object should be located at the channel's source [64]. The Channel object
maintains the following information about the channel: (a) source node, (b) tra�c
parameters, (c) the partition whose resources the channel can use, (d) for channels
with resource sharing, the groups whose resources the channel can share in, (e) for
advance-reserved channels, the channel start and end time, (f) current establishment
state, and so on. The Channel object handles establishment and teardown, including
incremental establishment/teardown when new destinations join (or existing destina-
tions leave) the same channel, which is \live".

� Group object: There exists one Group object for each channel group; these group
objects currently maintain resource sharing information: for each group, the corre-
sponding Group object maintains the aggregate tra�c speci�cation and the sharing
threshold as well as the list of member channels. These Group objects also maintain
other information for optimizing routes to enhance resource sharing gains.

Object
Establishment
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Local

Controller
Partition

RRC - P1 Link 1

RRC - P2 Link 1

RRC - P1 Link 2

RRC - P2 Link 2

Figure 5.3: Establishment subsystem

Figure 5.3 shows RCAP daemon's establishment subsystem. When a Channel
object receives a channel-establishment message, it sends a Channel-establishmessage to the
Establishment object located at the channel source node. The establishment signaling and
admission tests are performed by the establishment sub-system; this sub-system includes
the following objects:

� Establishment Controller: There exists one Establishment controller per RCAP
daemon. All establishment-related messages (to establish a new channel, to tear down
an existing channel, or to make dynamic, incremental changes) go to the Establish-
ment Controller (EC) on that node. The EC looks up the partition and routing
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information in the message to determine the servers that need to run the admission
control tests, and contacts the Partition Controller to obtain pointers to the appropri-
ate Resource Reservation Controllers (RRCs), each RRC performs admission control
for one partition on one server. The EC obtains the results of admission control from
the RRC, sets up the appropriate local state information in Local State objects (see
below), and sends appropriate messages to the EC on the next node(s).

� Partition Controller : There exists one Partition Controller (PC) at each RCAP
daemon; the PC maintains information about the various partitions on the local
servers. It is responsible for storing creating new partitions, for controlling changes
in allocations to the di�erent partitions, and for ensuring consistency among these
allocations during these changes. The PC knows about all the RRCs that exist at the
node, and returns this information when EC requests it.

� Resource Reservation Controller : There exists one Resource Reservation Controller
(RRC) per partition per server (CPU or outgoing link); for any partition on a server,
the corresponding RRC maintains admission control information; this information
includes:

{ list of resource sharing data for channels that belong to this partition-server

{ current resource allocations; this information is maintained as an interval table,
with a pointer to the appropriate admission control server for each time interval.
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Figure 5.4: Resource reservation controller

Figure 5.4 shows the block diagram of an RRC; the RRC is responsible for main-
taining information about resource sharing on a per-partition-per-server basis and for
coordinating the admission control tests among the admission control server objects
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(see below). If the tests succeed, it also sets up tentative reservations in the interval
table(s) and informs the EC whether the tests succeeded or failed, along with the
tentative reservations (if the tests succeeded).

� Admission Control Server (one per interval table):

The admission control server maintains state information for an interval table, and
provides admission control methods for the same; these admission control methods
depend on the scheduling discipline; in the same node, di�erent admission control
servers (ACS) may use di�erent scheduling disciplines.

� Local State Object(s): In addition to the objects described above, the Establish-
ment system includes local state objects that maintain information about the existing
channels, including their tra�c speci�cations, routes, and so on. This information is
used for subsequent processing (changing the speci�cations, dynamically changing a
channel's destinations, tearing down connection requests, and so on.)

5.1.5 Connection establishment in Tenet Suite 2

We now illustrate the sequence of RCAP activities for connection establishment
with a simple example; we will use the example of Section 5.1.3.

At Step 1, the RCAP daemon receiving the Create Target Set request sends the
request to the local Target Set Manager; this manager creates a new Target Set object and
returns the object-id (TS1) to the client, along with the object's secret key. At Step 2,
the RCAP daemon receiving the Create Channel call forwards the request to the daemon
where TS1 is located; at this daemon, the request is forwarded to the Channel Manager
which creates a new Channel object, records the relevant information (channel source node,
partition, tra�c speci�cation and so on.) and returns the object-id (ChA) to the client (along
with the channel's secret key); the Create Channel calls of Step 3 are handled in a similar
manner. The calls in Step 4 are forwarded to the appropriate Channel objects, which record
the information provided (advance channel, start time, end time) within themselves.

At Step 5, the RCAP daemon receiving the Create Group request sends the request
to the local Group Manager; this manager creates a new Group object, records the group
tra�c speci�cation and threshold, and returns the object-id (G) to the client (along with the
group's secret key). The Include calls of Step 6 are forwarded to the appropriate Channel
objects, which record the Group Id (G) within themselves.

The Establish Channel requests of Step 7 are forwarded to the appropriate Chan-
nel objects. For channels with resource sharing, the Channel objects contact the Group
object(s) (in our case, G) to get the group tra�c and threshold speci�cation; these channel
objects also obtain routing-related information for maximizing route overlaps among them-
selves. The Channel object then contacts the routing system (via the Routing Stub object)
to obtain a multicast route. It then composes a Channel-establish message; this message
includes the channel tra�c, partition, resource sharing related information (if any), and,
for advance reserved channels, the start and end times. It then sends this Channel-establish
message to the Establishment object at the channel source node.
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At each node along the (multicast) route, the Establishment object parses the
establishment message and requests the Establishment system to perform admission tests
(we will describe that procedure a little later in this section), and, if successful, to make
the reservations. If the tests fail, a channel reject message is sent back along the path;
otherwise, the Establishment object updates and forwards the Channel-establishmessage to
the Establishment objects at the next node(s) down along the multicast route. This process
continues hop-by-hop to the various destinations; at each destination, the Establishment
system performs admission tests to determine if end-to-end performance bounds can be
met. Depending on these results, either a channel accept or a channel reject message is sent
back to the previous node.

At each node along the return path, resources are committed for each branch
along which at least one destination was reached, and released otherwise. When replies
are received from all downstream branches, a channel accept message is sent back to the
previous upstream node, except if all messages received were of the channel reject type, in
which case a channel reject message is sent back. The Establishment object at the channel
source then reports the results to the Channel object, which then returns this information
to the client.

We now describe, in detail, the sequence of actions in the Establishment system
for admission control during connection establishment.

1. From the Channel-establishment message, the EC determines the Partition that the
channel belongs to, along with the routing information, from which it determines the
servers on which the admission tests should be run.

2. The EC contacts the Partition Controller (PC) with the < PartitionId; ServerId >

tuple(s), and obtains the pointers to the appropriate RRCs.

3. The EC invokes the RRC, passing the channel parameters (e.g., tra�c, reservation
time parameters, resource sharing).

4. The RRC determines whether resource sharing can be used to bypass running admis-
sion tests; if not, the RRC determines the intervals over which the tests should be
run. This process may also split up to two interval tables.

5. The RRC invokes admission control servers for all appropriate time intervals, and
invokes a resolver on the returned results, which include information about whether
the tests succeeded, and, if the tests succeeded, the local performance parameters,
including bounds on delay and jitter; the resolver selects the bounding value for the
results.

6. If all tests succeed, the RRC sets up tentative reservations in the interval table(s).

7. The RRC returns the admission control results to the EC, which, if the admission
control tests succeed, sets up local state information and sends an updated channel-

establishment message to the next node along the channel route. If the admission
control tests fail, the EC sends back an establishment-fail message.
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Figure 5.5: Network topology for the experiment

8. When the channel-establishment message reaches a node which is also a destination
for the channel, the EC invokes destination tests to determine whether the end-to-
end performance requirements were met, and sends back establishment-success or
establishment-fail message accordingly.

9. When a node receives all establishment-success/fail messages from the downstream
nodes, it sends back an establishment-success/fail messages back to the upstream
node; an establishment-fail message is sent back only if establishment failed for all
downstream nodes.

5.1.6 Suite 2 RCAP measurements

One concern often expressed about admission control is that the admission tests
might add considerably to the cost of connection establishment. To address this issue,
we measured round-trip delay, per-hop latency, and the time spent in running admission
tests on a prototype implementation; this implementation (over 40K lines of C++ code)
includes the resource sharing, resource partitioning, and advance reservation mechanisms
that we described in the previous three chapters. We now report the results obtained with
a network of Sun Sparc 1 class workstations. The measurements were collected using the
logical topology shown in Figure 5.5, which contains one branch node and three destination
nodes; the longest path contains four hops. The measurements were collected using a simple
tree topology with one branch node and three destination nodes; the maximum number of
hops (from source to any destination) is four. Table 5.1 shows the typical ranges of measured
establishment delays; in this Table, the start-up latency includes the time from the Channel
object receiving the Establishment request to the time the Channel-establish messages is
sent to the Establishment object.

For this tree topology (over ethernet) the total round-trip delay for channel es-
tablishment is 110 to 130 ms; the channel establishment time is dominated by message
transport delays and the user-kernel overhead. We broke down the channel establishment
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Round-trip Start-up Per-node Communication
delay latency latency overhead (TCP/IP)

Non-advance 110 - 125 8 - 10 Forward : 5 - 7 50 - 60
Reverse : 1.5 - 2.5

Advance 115 - 130 8 - 10 Forward : 5 - 7 50 - 60
Reverse : 1.5 - 2.5

Table 5.1: Channel establishment times (ms)

latency into per-node components; as mentioned in Table 5.1, setting up the state informa-
tion during the forward pass takes about 6ms per node, and the con�rmation on the reverse
pass takes about 2ms per node. The admission tests take less than 1ms per node, which is
small compared to the channel establishment latency3.

These results are similar to the connection establishment latency for Tenet Suite
1 without advance reservations, where the establishment time was about 80 to 90 ms for
unicast channels with six hops4 [7].

These measurements were made on our un-optimized initial prototype; the exces-
sive communication overhead (50-60ms) is due to the manner in which we implemented
inter-RCAP communication in this prototype, which is done via reliable TCP messages.
In our prototype implementation, for simplicity and ease of implementation, the RCAP
daemon opens a new TCP connection whenever it wants to send a message to another
RCAP daemon, and closes this TCP connection after sending the message. Thus, every
RCAP message transmission picks up this extra TCP connection open/close overhead. We
believe that we can reduce the connection establishment time by 30-35ms by keeping open
the TCP connections used for signaling (for example, to adjoining neighbors or by caching
these connections).

5.2 RMTP and RTIP

RTIP is the network layer data delivery protocol in the Tenet protocols; RTIP
operates at each host, switch and gateway along the channel's route, and performs rate
control, jitter control, packet scheduling, and data transfer functions [118, 126, 129]. As
described before, RTIP provides simplex, sequenced, unreliable, performance-guaranteed
packet delivery service. A packet may not be delivered correctly to a connected destination
for two reasons: (a) the packet may be corrupted during transmission, or (b) due to bu�er
over
ow (for example, if the channel tra�c exceeds the pre-negotiated tra�c bounds). As
the client data is not checksummed, the packets may get corrupted in transmission (\bit-
errors on the wire").

3We obtained similar results with our measurements on a network of DEC 5000 (20-40MIPS) workstations.

4The Suite 1 measurements were over a wide-area-network, where the propagation delays contributed
about 30ms to the channel establishment latency.
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RMTP is the transport layer data delivery protocol in the Tenet protocols; RMTP
operates at the end-nodes (senders and destinations) and uses RTIP to provide a simplex,
end-to-end, unreliable, in-order, performance guaranteed message delivery service. RMTP
tasks include message fragmentation and re-assembly, and tra�c policing. Figure 5.6 shows
the software structure for RMTP/RTIP. As RMTP does not require any changes for sup-
porting multi-party communication, we will not discuss it any further in this chapter.

Kernel
Space

User
Space

drivers

Application

RCAP

Socket layer

TCP UDP

RTIPIP

RMTP

ATM/FDDI etc.

Figure 5.6: Software structure of RMTP/RTIP (courtesy Hui Zhang)

To illustrate the changes in RTIP for supporting multi-party communication, we
�rst present a simpli�ed view of the unicast Suite 1 RTIP. Real-time channels must be
established before they can be used to transmit data. For setting up the channel at a
particular node, the RCAP daemon must inform the RTIP at that node5. This invocation
sets up the mapping from incoming Virtual Channel Identi�er (VCI) to the outgoing link and
VCI in the RTIP forwarding table. During this invocation, the RCAP daemon passes the
following information to the RTIP entity: the incoming VCI, the outgoing VCI, the outgoing
link-id, the channel tra�c speci�cation (for tra�c policing), and the local performance
bounds.

When RTIP receives a packet, it performs the following functions:

1. Compute packet header checksum; verify header consistency.

2. Use the incoming VCI to look up current state (for tra�c policing) and the forwarding
table to determine the next node6 and VCI.

5The RCAP daemon is a user-level process; the RTIP entity is in the kernel. This invocation is accom-

plished via a setsockopt call.
6Please note that this is RTIP for unicast channels.
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3. Check the clock and compute the packet deadline7 and holding time; update tra�c
policing state.

4. Update the headers (next node VCI); recompute header checksum

5. Schedule packet for transmission in the priority queue.

5.2.1 RTIP changes for multi-party communication

RTIP requires two changes to support multi-party communication: (a) multicast-
ing requires that RTIP send copies of incoming packets on multiple outgoing links at branch
nodes, and (b) supporting resource sharing requires changes in the tra�c policing and data
forwarding mechanisms8. We now discuss each of these changes in turn.

Multicasting: Multicasting requires RTIP to forward incoming packets on mul-
tiple outgoing links at the branch nodes. To support this multiplicity in forwarding infor-
mation in the Suite 2 RTIP, the forwarding table is modi�ed to provide a linked list, where
each element provides an outgoing link and VCI. When a packet is received, in principle,
RTIP looks up the forwarding table, determines the number of outgoing links, makes that
many copies of the incoming packet, and schedules each copy for transmission on the ap-
propriate outgoing link. In practice, RTIP code is designed to avoid making unnecessary
multiple copies.

Resource sharing: As described in Section 2.2, to support resource sharing,
RTIP must support tra�c policing and rate control on the aggregate group tra�c speci-
�cation. Before resource sharing, RTIP could set up the tra�c policing and rate control
state information on a per-channel basis (and index it by VCI); with resource sharing, RTIP
must set up this state information on a per-group basis for the channels with group resource
reservation, and also allow these di�erent channels to share this state information.

Supporting this shared \group state" information requires an additional indirection
in the RTIP code. Instead of the forwarding table including (and providing direct access to)
the policing-related state information, we now have a separate \state table" which maintains
the policing state information, and the forwarding table includes pointers to this state table.
This state table has one entry for each group of channels, and one entry for each channel
that is currently not in any resource sharing relationship. The same entry in this state table
can be pointed to by many di�erent channels in the forwarding table; in this way, the state
information can be shared.

5.2.2 RCAP-RTIP interface

As we described in the previous sub-section, the RCAP-RTIP interface in Suite 1 is
via setsockopt calls; we now describe how these calls change for multi-party communication.
In Suite 1, the setsockopt call for channel setup is

7Assuming that deadline scheduling is used.
8As we mentioned before, RTIP does not require any changes for supporting advance reservations and/or

resource partitioning; these mechanisms only require changes in RCAP.
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setsockopt(sock, IPPROTO_RTIP, RTIP_SPEC, rtip_spec, length)

where the rtip spec data structure includes: (a) the incoming VCI, (b) the outgoing VCI,
(c) the outgoing link-id, (d) the channel tra�c speci�cation (for tra�c policing), and (e)
the local performance bounds.

For channel teardown, the setsockopt call is

setsockopt(sock, IPPROTO_RTIP, RTIP_RELEASE, vci, length)

where vci provides the incoming VCI for the channel at that node.

As we mentioned in the previous sub-section, there are two changes in RTIP: for
multicasting and for resource sharing; the new RCAP-RTIP interface must provide for these
changes.

For multicasting, we can set up an initial forwarding table entry, and later add
more entries for the same channel (adding new branches to the multicast tree when a new
destination joins). Similarly, an existing destination can leave a multicast distribution tree;
in this case, RCAP needs to remove one branch of the tree without disrupting the data

ow to the other destinations. To support resource sharing, the RCAP-RTIP interface
must allow RCAP daemon to pass sharing-related information to the RTIP entity in the
kernel; for a resource sharing channel, this includes the group-id for the group whose \tra�c
policing state information" that channel should use, along with the group aggregate tra�c
speci�cation. Also, this interface is required to support dynamic changes in the channel
tra�c speci�cation [94, 93, 92, 91]; this implies that RCAP be allowed to change the tra�c
speci�cation of \live" channels9.

In designing the new interface, a key concern was to minimize the potential error
states as well as the interface complexity. Another key consideration was compatibility with
the existing RCAP-RTIP interface; in principle, Suite 1 RCAP should be able to talk to
Suite 2 RTIP, with minimal changes (or through a simple \�lter").

For channel setup, Suite 2 adds one parameter to the rtip spec data structure
in the setup (RTIP SPEC) setsockopt call: AllocId. A channel (at a node) is uniquely
identi�ed by its AllocId; in addition, at every node at which a resource sharing group is
used, that resource sharing group is uniquely identi�ed by its AllocId, which thus relates
(for resource sharing) di�erent channels. When there is resource sharing, all channels (that
belong to that group) use the same AllocId (the group's AllocId). The tra�c speci�cation
corresponds to the AllocId speci�ed in that call.

The teardown (RTIP RELEASE) call adds one new parameter: the outgoing link-
id. When RTIP gets the RTIP RELEASE call, it releases the resources associated with the
channel at that outgoing link. However, the state information associated with the channel
is maintained till all outgoing links go away. Similarly, each \tra�c policing state" entry
keeps track of the number of channels sharing that entry; when the number goes down to
zero, the state entry is deleted.

9This dynamic change will also take place when a channel switches between using channel and group
tra�c speci�cation.
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5.2.3 An example

We now describe a simple example to illustrate the RCAP-RTIP interface, along
with the sequence of actions in RTIP for setting up the forwarding tables. We assume
requests for three channels in a node, each with tra�c requirement 1.5 Mbps10 where these
channels can share resources, with overall group requirement 4.0 Mbps; this is similar to the
example presented in Table 3.1 in Chapter 2. We also assume that the sequence of channel
setup requests at this RCAP daemon is:

1. Channel A, to outgoing link L1

2. Channel A, to outgoing link L2

3. Channel B, to outgoing link L1

4. Channel C, to outgoing link L1

The last request (for Channel C) will trigger resource sharing for outgoing link L1.
Table 5.2 shows the sequence of setup (RTIP SPEC) calls with the corresponding

parameter values.

Table 5.2: Sequence of setup (RTIP SPEC) call parameter values

Due to For Link Tra�c spec. AllocationID
call channel (Mbps)

1 A L1 1.5 A
2 A L2 1.5 A
3 B L1 1.5 B
4 C L1 4.0 G

4 A L1 4.0 G

4 B L1 4.0 G

The sequence of events in RTIP is as follows:

1. When RTIP receives the �rst call, since it has never seen Channel A before, it sets
up a new forwarding table entry; it also adds a forwarding entry for link L1 in this
table. Since RTIP has not seen AllocationID A for link L1 before, it sets up a new
State table entry for this channel, and sets up the pointer from the forwarding table
to this entry.

2. When RTIP receives the second call, since it has seen Channel A before, it re-uses the
existing forwarding table entry; it adds a forwarding entry for link L2 in this table.
Since RTIP has not seen AllocationID A for link L2 before, it sets up a new State
table entry for this channel, and sets up the pointer from the forwarding table to this
entry.

10For ease of explanation, we are using a simpli�ed tra�c speci�cation that only uses peak-rate bandwidth;
the actual tra�c speci�cation is more complex.
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3. When RTIP receives the third call, since it has never seen Channel B before, it sets
up a new forwarding table entry; it also adds a forwarding entry for link L1 in this
table. Since RTIP has not seen AllocationID B for link L1 before, it sets up a new
State table entry for this channel, and sets up the pointer from the forwarding table
to this entry.

4. When RTIP receives the fourth call, since it has never seen Channel C before, it sets
up a new forwarding table entry; it also adds a forwarding entry for link L1 in this
table. Since RTIP has not seen AllocationID G11 for link L1 before, it sets up a new
State table entry for this channel, and sets up the pointer from the forwarding table
to this entry.

5. When RTIP receives the �fth call, since it has seen Channel A before, it re-uses the
existing forwarding table entry; furthermore, since the forwarding entry for link L1
exists, it changes that entry's state table pointer to point to the State table entry for
AllocationID G.

6. When RTIP receives the sixth call, since it has seen Channel B before, it re-uses the
existing forwarding table entry; furthermore, since the forwarding entry for link L1
exists, it changes that entry's state table pointer to point to the State table entry for
AllocationID G.

5.3 Summary

In the previous three chapters, we described resource sharing, resource partition-
ing, and advance reservations; these constitute the core of our multi-party real-time com-
munication system. In this chapter, we described, with the help of several examples, how
we integrated these mechanisms in the Tenet Protocol Suite 2 to provide network support
for multi-party real-time communication.

Supporting resource sharing required signi�cant changes in the client interface; we
separated channel creation from channel establishment, and this separation also simpli�ed
the client interface for specifying advance reservation of network resources; this interface
also mapped well to our RCAP daemon organization. The resource partitioning and ad-
vance reservation-related information is maintained at the Channel object while the resource
sharing-related information is maintained at the Group object; this sharing-related infor-
mation is collected by the Channel object at connection establishment time, and shipped
in the Channel establishment message. In keeping with our design principles, all resource
sharing-related decisions are made in a fully-distributed manner; the partition and advance
reservation-related decisions are also made in a fully-distributed manner. For example, if a
partition does not have the resources to support a channel, the RCAP daemon may decide
to borrow resources from another partition for supporting a new channel request12. This

11AllocationID G is for the resource sharing group.
12This borrowing is subject to network administration and management policies, as described in [45, 58].
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design also promotes high 
exibility and independence in decision-making, as di�erent out-
going links on the same node may make di�erent decisions. We then showed how the client
application requests are mapped to the various activities in the network communication
system for supporting multi-party real-time communication.
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Chapter 6

Related work

In the previous chapters, we discussed the three key components of our multi-
party real-time communication research: resource sharing, resource partitioning, and ad-

vance reservations, and how these components work together in Tenet Suite 2 to provide
e�cient and useful network services for for multi-party real-time applications. Resource
sharing mechanisms provide e�cient support for large-scale conferences; resource partition-
ing provides an e�ective tool for the network managers to control and distribute resource
allocation among the various network service clients; advance reservations enhance the ser-
vice usability, and at the same time, can help improve the network performance with better
planning and o�-line routing potential.

Network support for multi-party real-time communication has been a very actively
researched area for the last several years; several other researchers have designed techniques
and mechanisms that take alternative approaches and trade-o�s for supporting these appli-
cations. Though it is instructive to see how the di�erent design goals and considerations
led to the di�erences in the mechanisms designed, a comprehensive discussion of all the
issues and approaches and mechanisms in this area would be too long. For this chapter, we
therefore decided to restrict ourselves to the work directly related to the three components
of this research: resource sharing, resource partitioning, and advance reservations.

Analogs to resource sharing exist in the �lters of Resource reSerVation Protocol
(RSVP) and in the bandwidth sharing stream groups of the Stream Transport 2+ (ST2+).
Similarly, Class-Based-Queueing (CBQ) may be viewed as being somewhat similar to re-
source partitioning. Advance reservation mechanisms have been proposed for ST2 [102, 37]
as well as for RSVP [30]. However, the overall framework and design goals signi�cantly
impact the design choices; also, it is important to see how these mechanisms work together
to provide a useful and e�cient service to the multi-party applications. Due to these rea-
sons, we have organized this chapter on a per-scheme basis. We will �rst compare and
contrast the ST2 design with ours. We will then conclude this chapter with a discussion of
Integrated Services Internet Protocols (ISIP), under which the RSVP and CBQ protocols
are being designed by the Internet research community.
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6.1 ST2

IP multicasting provides support for multi-party communication but it does not
provide any kind of QoS assurances. ST (Stream Transport Protocol) was the �rst attempt
to provide some kind of QoS assurances in the multi-party communication environment.
The speci�cation of the �rst version of ST was published in the late 1970's and the protocol
was used during the 1980's for experimental voice and video transmission. The experience
gained in those experiments led to ST-II, the revised Stream Transport protocol. This work
was done primarily by the Internet Engineering Task Force, and a comprehensive description
of ST-II can be found in [114]. The ST-II standard has been substantially modi�ed in the
new release; the protocol is now dubbed ST2+[31]. We will use the name ST2 to refer to
the features and the mechanisms that are common to both these protocols.

ST2 permits a sender to establish a multicast connection (tree) to one or more
receiving targets. Nodes in the tree represent ST2 agents which execute the ST2 protocol.
The sender can send a continuous stream of packets that are appropriately forwarded by
the ST2 agents following the pre-de�ned routes.

ST2 was designed to inter-operate with a wide variety of networks. Consequently, it
made few assumptions about the services provided by the underlying data-link and physical
layers, and when any assumptions were made, the designers attempted to de�ne correct
behavior in the event that the underlying network did not provide those features. Thus,
while ST2 can use any QoS assurances provided by the underlying layers, it also puts in a
lot of e�ort to ensure that the protocol can run (without o�ering any guarantees, of course)
over networks that cannot provide such guarantees.

In the original ST2 transport model, the source speci�es the QoS requirements for
the stream at connection establishment time. Each ST2 agent that receives the speci�cation
makes appropriate reservations, after possibly modifying the QoS request if it cannot provide
the requested QoS. These messages 
ow downstream, to the destinations, which decide
whether the �nal QoS assurances are acceptable. If a target accepts the connection, the
�nal QoS speci�cation is propagated back to the source. In the newer versions (modi�ed
ST2 as well as ST2+), if the senders sets the permissions appropriately, the receivers can also
specify their QoS requirements, and join data streams without an explicit sender noti�cation
[31, 34, 36].

The initial ST-II protocol did not have any provision for resource sharing even
though it speci�ed Stream groups which were equivalent to the channel groups that the
Tenet protocols use to specify resource sharing. ST2+ permits the applications to de�ne
bandwidth sharing stream group(s); these groups can be used for specifying resource sharing
relationships. In the ST2+ protocol, the resource sharing speci�cation is very restricted.
The application merely speci�es Nmax, the maximum concurrency; the network then com-
putes the aggregate tra�c speci�cation by multiplying Nmax with the bandwidth required
by the most demanding application to compute the aggregate bandwidth required. This
can also lead to a potential problem in that specifying such bandwidth sharing may actually
result in a request being denied when, without such sharing speci�cation, the same request
would have been accepted. Also, the resource sharing system is not integrated with the
rest of the network; therefore, the routing system cannot attempt to maximize the resource
sharing gains.
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Several researchers have investigated providing advance reservations under ST2.
[102] proposes a signaling protocol for this purpose; the mechanism is similar to our interval-
table based advance reservation system, except that it relies on �xed-size intervals. The
�xed size intervals can lead potentially to very high computational and state management
overhead for accessing and maintaining the interval tables; we described this problem in
Chapter 4. [37] provides a good description of the various issues in reserving resources in
advance, in the context of ST2. However, we are not aware of any implementations (or even
simulations) of advance reservation mechanisms done by the authors of that paper.

The heavy emphasis on compatibility was ST2's strong point; it was also ST2's
undoing. The lack of good multi-party applications and hardware platforms severely hin-
dered the ST2 designers. ST2 also permitted \subset" implementations to allow for easy
implementation and experimentation. Unfortunately, this led to more than �fteen di�erent
implementations of ST2 which were mutually incompatible! This situation was recti�ed in
ST2+ which mandated that all \correct" implementations must support the full protocol.

6.2 Integrated Services Internet Protocols

A di�erent approach has been taken by the Internet researchers; the protocol suite
is called Integrated Services Internet Protocols (ISIP) and the project includes researchers
from MIT, Xerox PARC BBN, USC/ISI and Stanford University. In this approach, the
system architecture is divided into �ve components:

1. 
ow speci�cation, which describes both the characteristics of the tra�c stream sent
by the source, and the service requirements of the application; the proposed 
ow spec

is described in [96];

2. routing, which refers to the mechanisms that provide good unicast and multicast paths
for data 
ow; the routing protocols under consideration include Protocol-Independent
Multicast (PIM) [21, 24, 25, 23, 22] and Distance Vector Multicast Routing Protocol
(DVMRP) [1, 17, 39, 26, 120, 122];

3. resource reservation protocol, which refers to the protocol by which the resources are
reserved inside the network for providing the QoS assurances; this ongoing research
has led to the design of RSVP [130, 108];

4. admission control, which refers to the algorithm that determines which reservation
requests to grant and which to deny, thereby maintaining the network load at an
appropriate level [69]; and

5. packet scheduling, which refers to the algorithm for selecting the next packet that
is serviced at a particular node, and when that packet may be served; two such
scheduling disciplines are FIFO+ [18] and WFQ [88].

The overall framework for this research is the Integrated Services (int-serv) Work-
ing Group of the Internet Engineering Task Force (IETF) [9]. The int-serv group's goal is
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to provide support for guaranteed as well as \predictive" and other services in a consistent,
integrated manner in an inter-network. A key component of this approach is the use of CBQ
to logically support multiple virtual subnetworks with di�erent sets of requirements [121].
The work is currently in progress and it is yet not clear how well these di�erent modules
will work together; we will limit this discussion to CBQ and RSVP because they are the
only relevant ones to the subject of this dissertation.

6.2.1 RSVP

RSVP takes a very di�erent approach to \
ow"1 setup and management. Instead
of requiring the senders to manage the 
ow, RSVP has each receiver manage its part of the

ow's distribution tree. This receiver-oriented design was prompted by the following seven
design goals at the initial stages in the RSVP design process [130]:

1. Accommodate heterogeneous receivers.

2. Adapt to changing multicast group membership.

3. Exploit the resource needs of di�erent applications to use network resources e�ciently.

4. Allow receivers to switch channels.

5. Adapt to changes in the underlying unicast and multicast routes.

6. Control protocol overhead so that it does not grow linearly (or worse) with the number
of participants.

7. Make the design modular to accommodate heterogeneous underlying technologies.

RSVP introduced several interesting features: receiver-oriented reservation as well
as maintaining \soft state" in the network2. Soft-state is information that is periodically
refreshed by the interested parties; in this case, the senders and the receivers are required to
periodically update the state at the routers. This allows the protocol to recover gracefully
from system failures in the network; it also allows the protocol to dynamically adapt to
changes in the network routing system. The problem, though, is that the reservations are
no longer guaranteed. When the routes change, there are no reservations along the new
paths till the state is refreshed (typically about 30 ms); also, there is no guarantee that
resources will be available along the new path.

RSVP is being designed as a component of the ISIP protocols; a key design goal
is that it be able to work with other existing (and future) technologies used in the Internet
and other networks. To achieve this independence from the routing system, RSVP merely
queries the routing system and uses the routes that the routing system provides. The routing
system is free to change these routes at any time; for each 
ow, RSVP periodically queries

1the 
ows in RSVP are somewhat similar to the streams of ST2 and the channels of the Tenet protocols.
2Soft-state was �rst described in [16]; RSVP was the �rst protocol to use soft state.
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the routing system to dynamically adapts to these route changes. RSVP also depends on
the IP multicasting to correctly forward all packets; it merely sets up the reservations that
provide better service to these packets. Thus, the conference participants must �rst use
IP multicasting to set up a \best-e�ort" conference and then invoke RSVP to set up (and
periodically refresh) the reservations along these paths.

The receiver-oriented RSVP requires that the resource sharing relationships be
speci�ed by the receivers; for specifying these relationships, RSVP supports at least three
distinct \�ltering styles". With Fixed �lters, the receivers specify a list of senders, along
with the distinct reservation for each sender. With Shared Explicit, the receivers specify a
list of senders, along with the shared reservation for the group of senders. With Wildcard

�lters, the receivers specify a multicast group (for example, the IP HostGroup), with the
shared reservation. All senders sending data to that multicast group automatically become
eligible for sending data using that �lter. The initial RSVP speci�cation also supported
Dynamic �lters, but the dynamic �ltering style has been removed3 due to the problems in
implementing the software for supporting it.

RSVP receivers send these reservation messages (RESV) upstream to the senders
the senders for that \session". The RESV messages belonging to the same IP multicast
groups are merged together4as they travel upstream; this merging is essential for reducing
the network tra�c overhead to manageable levels. By using these receiver-speci�ed �lters
and by merging these �lters as the RESV messages move upstream, RSVP avoids the
problem of managing and accessing the Sharing Group object of the Tenet Suite 2. This
avoidance becomes especially useful as RSVP does not have to worry about handling failures
that may make this Group object unavailable; all information is available at the receivers
and this design is thus in keeping with the fate-sharing principle [16].

On the other hand, this avoidance has associated costs. It is quite possible that
di�erent receivers may specify di�erent reservation levels for the same set of senders. Since
many data streams cannot be scaled arbitrarily without serious degradation in perceived
quality (e.g. [87] ), we feel that the source should specify the resource requirements (at least
in terms of bandwidth). Receiver control over bandwidth requirements can be obtained by
using layered coding schemes [80, 101, 54, 12, 119] and putting each layer in a separate shar-
ing group. Also, if di�erent receivers specify di�erent sets of senders in their speci�cations,
the merging can cause the system to violate the performance guarantees provided to the
users. Finally, merging Wildcard �lters can cause some serious looping problems [6]. The
current RSVP proposal handles this problem by introducing \SCOPE" objects which list
the set of senders in the RESV messages; this can lead to signi�cant scalability problems.

[30] proposed an advance-reservation service for predictive service under RSVP.
Since this work did not include any resource partitioning mechanisms, they ran into serious
starvation problems (advance reservations starving out immediate requests). This advance
reservation proposal has not been accepted by the RSVP Working Group at the IETF.

3Downgraded to \for further study" in the RSVP Working Group meeting [10]
4Di�erent �ltering styles are incompatible; hence, RESV messages with di�erent �ltering styles are not

merged together.
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6.2.2 Class Based Queueing (CBQ)

Sally Floyd and Van Jacobson have devised Class-Based-Queueing (CBQ) as a
\link-sharing" scheme [50, 121, 51]. The key design goal for their e�ort was to provide a
network with the ability to support a reasonable distribution of network resources between
the di�erent entities paying for the network. Connections belonging to each paying entity get
classi�ed into a separate class. With their scheduling discipline, they provide a per-packet
data tra�c monitoring and control facility for ensuring that during congestion, the di�erent
paying classes (or customers) can obtain their expected share of the link bandwidth. When
a particular class does not require its share of link bandwidth, the same is made available to
the connections belonging to other classes. The basic link-sharing idea has been extended
to include support for hierarchies of classes.

For guaranteed-performance communication, the CBQ scheme is fairly similar to
our resource partitioning scheme; the main di�erence is that we designed our scheme for
connection-oriented real-time protocols, while CBQ is designed to work with connectionless
protocols. This is why CBQ needs a packet classi�er at each node during data delivery; we
can use the connection identi�ers that are already available to us. Due to this di�erence,
CBQ interacts with packet scheduling (for packet classi�cation) while our resource parti-
tioning scheme works without a�ecting data delivery at all. Also, because of the distinction
between channel identi�ers and partition identi�ers, we can change a channel's partition
dynamically without a�ecting the packet delivery in any manner; CBQ will require adding
an extra level of indirection to permit the same. Our routing system interacts with the
resource partitioning system to generate feasible routes; to the best of our knowledge, these
interactions have not been studied for CBQ.

6.3 Other e�orts

Pasquale et al. have proposed a stream �lter that is \... an executable module
which may be placed on a port, and implements a function which takes a speci�c set of
streams associated with that port and produces a new stream" [98]. These �lters perform
an application-level transformation of one or more streams. A multiplexing �lter could
perform a function similar to resource sharing by taking in streams from upstream nodes
and multiplexing them on to a single output stream. It should be noted, however, that
our resource sharing design does not require application-level modules within the network.
Also, we are not aware of any implementation or any further research on these �lters.

Some researchers believe that guarantees are too expensive to provide and that
most people will be willing to tolerate occasional degradation in the QoS provided if that
results in a signi�cantly cheaper network service [18, 105, 95]; they have consequently
devised other techniques and mechanisms to support these applications without providing
performance guarantees [70, 69]. It is not yet clear if these mechanisms will su�ce, or if
these mechanisms will provide cheaper service than that with performance guarantees, or if
these adaptive mechanisms will be stable.

Although Asynchronous Transfer Mode (ATM) [11, 15] is expected to be the domi-
nant technology in the near future for supporting real-time applications, the ATM standards
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are currently under development; the current standards do not support multi-party applica-
tions and consequently the resource sharing and advance reservation issues have not arisen
yet. Our concept of partition is similar to that of virtual path (VP) in ATM networks
[104, 68, 103, 52], in that both a VP and a partition can be regarded as a set of connec-
tions. However, the connections in all partitions are real-time connections, whereas the
virtual circuits in a VP do not have to be real-time Virtual Channels; our approach applies
only to the real-time part of the tra�c. Also, while a VP is de�ned over a speci�c route,
which is the route of all its VCs, a partition can be de�ned over any fraction of the network
(or internetwork), including the whole network; thus, a set of VPs, such as those forming
a virtual private network (VPN), can be de�ned as a single partition. Another di�erence
between partitions and VPs is that VP identi�ers are used by switches to route cells, while
partitions do not in
uence switching, routing, or forwarding, as they are a purely setup-time
concept. Finally, while partitions can be nested (i.e., a partition can be subdivided into
sub-partitions, and so on), the VP-VC hierarchy has been designed to have only two levels.
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Chapter 7

Summary and suggestions for

future work

7.1 Dissertation summary

In this research, we study the issues and tradeo�s that impact the design of net-
work services to support multi-party real-time communication in integrated-services packet-
switching networks; this dissertation presents some novel mechanisms for supporting multi-
party real-time communication in packet-switching networks.

In Chapter 1, we presented the prior work done by the Tenet Group at Berkeley in
designing and building network protocols for supporting unicast real-time communication.
These protocols serve as the framework for our research; with this framework, we described
a few salient issues that arise in multi-party communication: managing multicast group
membership, supporting dynamic changes in these groups, and supporting heterogeneity in
receivers. We then introduced the ideas that form the basis of this research e�ort: exploiting
the characteristics of multi-party communication to improve the e�ciency in using network
resources; providing the network managers with e�ective ability to control the network
resources; and providing a more usable service to the network users.

The traditional approach to supporting real-time communication allocates net-
work resources to individual connections; this approach provides well-de�ned performance
guarantees that are independent of other network tra�c. To improve network resource uti-
lization without sacri�cing well-de�ned guarantees, Chapter 2 described resource sharing;
resource sharing is based on the simple observation that in multi-party conferences, the
participants usually co-operate. This co-operation is then exploited to reduce the network
resource allocation for such multi-party applications; this increased resource allocation e�-
ciency is critical for supporting large conferences. We described the three components of the
resource sharing mechanisms: the client-service interface for the applications to explicitly
specify potential resource sharing, the changes in the resource reservation and admission
control system to support resource sharing (during the connection set-up phase), and the
changes in the data delivery protocol to ensure that the applications' real-time guarantees
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are met even when other applications use resource sharing.

We evaluated the performance gains due to resource sharing by analysis as well as
by simulation. The analysis provided useful lower bounds on performance gains in many
di�erent cases, including sparse networks as well as dense networks with bottlenecks and
hot-spots. The analysis also showed that the routing protocols can signi�cantly impact the
resulting resource sharing gains; dynamic, load-balancing routing algorithms can reduce the
resource sharing gains, while a \sharing-aware" routing system can signi�cantly improve
the resource sharing gains. The simulation results quanti�ed the resource sharing gains
and con�rmed the analytical results: resource sharing is very useful in reducing network
resource allocation.

Resource sharing is a critical and integral component of our multi-party real-time
communication system; it is critical that resource sharing mechanisms work well with the
other components of the full system; we concluded Chapter 2 by discussing some of these
interactions.

Chapter 3 presented resource partitioning. For operational networks, it is impor-
tant that the network service managers be able to control the distribution and apportion-
ment of network resources among groups of users and/or classes of application; our resource
partitioning mechanisms provide such capability to the network service providers. These
partitioning techniques work at the connection set-up and resource reservation stage; they
do not a�ect the data delivery protocols at all. Since the resource reservation and admis-
sion test algorithms at a network server depend on the packet scheduling discipline followed
there, the corresponding partitioned admission tests also depend on the packet scheduling
discipline. In this chapter, we provided, with proofs, the admission tests with resource
partitioning, for a spectrum of packet scheduling disciplines, including Earliest-Due-Date
(EDD) [49], First-In-First-Out (FIFO) [125], Rate-Controlled-Static-Priority (RCSP) [125],
and Weighted-Fair-Queueing (WFQ) [88].

We evaluated the performance of our resource partitioning mechanisms via simula-
tion; the simulations show that our techniques are useful and e�cient, and the mechanisms
work well. The resource allocation fragmentation losses1 are reasonably small, and these
resource partitioning mechanisms can substantially reduce the computational overhead as-
sociated with running admission tests. Again, it is critical that resource partitioning mech-
anisms work well with the other components of the multi-party real-time communication
service; we concluded Chapter 3 with a discussion of these interactions.

The ability to reserve real-time connections in advance is essential in distributed
multi-party applications using a network which controls admissions to provide good quality
of service. Chapter 4 presented the design and evaluation of our mechanisms for supporting
advance reservations. We �rst discussed the requirements of the clients of an advance
reservation service, and a distributed design for such a service. It is interesting that in
addition to providing a much-needed service to these applications, the advance reservation
mechanisms also improved the network service with better planning (network dimensioning)
and routing [47].

We evaluated the performance of our advance reservation mechanisms via sim-
ulations; the simulation results demonstrated the usefulness of the mechanisms that we

1These losses are de�ned and described in Chapter 3.
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designed. These simulations also provided useful data about the performance and some of
the properties of these mechanisms. Again, it is critical that advance reservation mech-
anisms work well with the other components of the multi-party real-time communication
service; we concluded Chapter 4 with a discussion of these interactions.

In Chapters 2, 3, and 4, we present resource sharing, resource partitioning, and
advance reservations, the three cornerstones of our multi-party real-time communication
research. In Chapter 5, we described how these components �t together to provide multi-
party real-time communication service in the Tenet Scheme 2 (and the associated protocols,
the Tenet Suite 2). We �rst discussed the design goals for the signaling protocol (RCAP)
and described how these design goals led to our design decisions. We then described the
object-oriented design of RCAP software and illustrated these interactions with a simple
connection establishment example, along with some preliminary measurements on our pro-
totype implementation.

Supporting multi-party applications also requires two key changes in RTIP, the
real-time data delivery protocol: for multicasting and for resource sharing. We described
these changes also in Chapter 5, and we concluded that chapter with a discussion of some of
the interactions between resource partitioning and advance reservations in our implemen-
tation.

Chapter 6 reviewed related work by other researchers; we contrast our approach
and research with that done by the designers of RSVP and ST2+. We �rst described the
di�erences in the design goals for each project, and we then described how these di�erent
objectives led to the di�erences in the selected mechanisms.

7.2 Suggestions for future work

Although we have made important progress in understanding issues and tradeo�s
in the design of network protocols for supporting multi-party real-time communication, a
number of issues still need to be explored further.

We have shown that resource sharing can signi�cantly improve network resource
utilization. However, a few important concerns remain. Firstly, when the RCAP daemon
(or, the Local Resource Manager of ST2+) decides to \switch" from using individual re-
source allocations to group resource allocations (and vice versa), the packets in transit may
experience extra jitter and/or re-ordering, especially if this transition requires changing
some of the local performance parameters. This phenomenon also depends on the packet
scheduling policy followed; with EDD, it is relatively simple to use extra bu�ers to ad-
dress this problem. It will be interesting to analyze other scheduling disciplines to design
mechanisms and/or policies to address this issue.

Recently, some researchers have argued that for e�ciently supporting guaranteed
performance channels, the network must handle dynamic changes in the channel tra�c
speci�cation [56, 128]; several other researchers have designed mechanisms for supporting
these dynamic changes [83, 32]. It will be useful and interesting to extend these mechanisms
to support dynamic changes in group tra�c speci�cation.

The simulation experiments used very simple, synthetic workloads; it would be
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interesting to see the results of experiments with more realistic, complex workload models.
In particular, the simulations of Chapter 4 assumed a model in which the advance requests
were for conferences and the larger the conference, the longer the advance notice period.
We will gain useful knowledge by running experiments with di�erent workload models.
Collecting realistic workload traces and understanding the relationships between tra�c
model and real data are important areas to be explored.

It will be useful to characterize the user behavior when a resource request is re-
jected. For conference channels, establishment relationships [63] may exist among the con-
ference channels; for example, if user A is not getting the audio channel from user B, then,
at least in some scenarios, A will not be interested in seeing the video from B either. In
this case, rejecting the audio from B leads to the client rejecting the video as well, thereby
reducing the network resource allocation. Another scenario is that the users will repeat the
reservation request; this can lead to congestion with many users repeating requests that can
not be ful�lled. It is nor clear how the RCAP protocols can handle these situations.

The simulation models chose a simple, relatively homogeneous workload model;
this permitted us to reasonably compare the system performance under various conditions.
It would be useful to run simulations with more heterogeneous load distribution, especially
with di�erent receivers requesting di�erent QoS. To evaluate the performance under such
models, we will �rst need to de�ne appropriate price functions that re
ect the revenues that
the network can expect for setting up those connections.

In the near future, we can expect the emergence of small network service providers
with bandwidth leased from telcos and other communication infrastructure owners (using
resource partitioning, for example); these network providers will be able to quickly change
their network size by making appropriate requests to the telcos. This will have some in-
teresting implications on routing, network provisioning, and service pricing. For example,
if the telcos support unlimited, penalty-free changes, these network service providers will
only request the resources that they need. They will also select routes based solely on the
prices and the telcos will have to dynamically adapt the prices to the demand and availabil-
ity of resources. The interactions of these mechanisms will provide many interesting and
challenging problems.

When resources allocated at a network server (under resource partitioning) get
close to the total resource available at that server (\real-time resource congestion"), the
network system has several options: (a) the server can request an increase in resource
allocation; (b) the routing system can route channels away from that server; (c) the network
can re-route some of the existing channels away from that server; (d) the network can
dynamically migrate resources using techniques similar to those described in [8]; or (e) with
media-scaling, request the channels passing through that server to reduce their data rates.
It will be interesting and useful to study the interaction of these diverse mechanisms and
to investigate the policies for selecting among these options.
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