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Abstract
Ultraviolet Damage to Fused Silica
by
Richard Elliot Schenker
Doctor of Philosophy in Engineering
University of California, Berkeley
Professor William G. Oldham, Chair

Ultraviolet (UV)-induced damage in fused silica is investigated to identify and
predict the limitations of using refractive optics in UV lithography. A 193nm ArF laser
and a 213nm frequency quintupled Nd-YAG laser are used to characterize UV-induced
compaction and color center formation in fused silica, the primary optical material used in
UV-lithography systems.

A new technique using birefringence measurements is developed which enables the
real-time monitoring of irradiation-induced compaction. The method is capable of
measuring compaction in the 10 parts per billion range, orders of magnitude more
sensitive than interferometric methods. Densification induced from lithographic intensity
levels can be measured in less than 6 hours. Using this method, a universal relation
describing UV-induced compaction is discovered in which, using the total energy absorbed
from two-photon absorption as the dose parameter, density changes equal a material
dependent constant times the dose parameter to a power of about (.7. This dose
dependence is consistent with past compaction studies using electron beam and gamma
radiation, suggesting like densification mechanisms. A two-photon absorption damage
mechanism is supported by the observation that color center formation and compaction
show a super-linear dependence on pulse intensity and have damage rates which scale with
the two-photon absorption coefficient of the radiation wavelength.

Several different fused silicas are evaluated for their durability to UV-irradiation.
Drastically different transient and thermal properties between color center formation and

compaction are observed, indicating two distinct damage forms. Despite having



equivalent two-photon absorption coefficients, substantially different damage rates are
found among the fused silicas; implying that subtle differences in the material synthesis
process are important to damage susceptibility.

To determine how the optical properties of a damaged element are effected, we
characterize the components contributing to optical path difference (OPD) in damaged
fused silica. Polarizability changes resulting from compaction are extracted in order to
establish the relation between refractive index changes and density changes in fused silica.
Using known physical relations, experimental data and finite element analysis, we describe
the dependence of OPD on sampling wavelength and exposure geometry.

The evaluation of the effects of damage is then extended to a complicated optical
system. Using the experimental compaction rates, ray-tracing and Fourier optics, a
prediction of practical lifetime is made for a model lithographic system. We find that
index changes greater than about 50ppB are unacceptable in some elements in the model
system, whereas a factor of 10 higher compaction-induced index changes are acceptable in
other elements. The estimated useful life of the model system depends strongly on the
throughput, resist sensitivity, and partial coherence. Based on the degradation
performance of today’s best fused silica, we predict that a resist with high sensitivity (5 -
20 mJ/cm?) will be needed to insure acceptable 193-nm lithographic system lifetime under

production conditions.
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Chapter 1

Background

1.1 Introduction

Improvements and innovations in optical lithography have been one of the main driving
forces in the production of ever denser integrated circuits (ICs). In order to continue this
progress, lower wavelength radiation sources will be used to allow for printing of even
smaller device patterns. Currently, 248-nm lithography (KrF excimer laser source) is
being used in advanced production to manufacture device features of 0.25um. The
introduction of 193-nm lithography (ArF excimer laser source) in production for future
device “generations” seems almost inevitable. While the ArF source offers the obvious
advantage of high power at a short wavelength, the use of 193-nm radiation adds
constraints to the already difficult task of designing a large field, high numerical aperture
(NA), lithography system. Perhaps most restrictive is the availability of only one material
at this time, fused silica, as an optical material with enough transmission, surface quality
and homogeneity to be used in a diffraction-limited system. Fused silica itself adds yet
another constraint in that it undergoes compaction and forms absorptive E’ color centers
when ultraviolet (UV) irradiated. Experiments, simulations, and analytical modeling were

conducted to characterize the limitations of using refractive optics in UV lithography.

The study of the intrinsic properties and structure of fused silica is a field of research on its

own. Because of the relevance to the study of radiation-induced changes to fused silica, a



summary review of the structure of fused silica and the different types are fused silica is
included in this chapter. Thousands of papers are already published dealing the effects of
radiation on optical materials. The chapter also summarizes some of the basic
understanding of the mechanisms behind radiation-induced damage in materials. A
summary of significant previous work on the two major forms of UV-induced damage in
fused silica, compaction and color center formation, is included in this chapter. Because

of the quantity of earlier work, this review is not comprehensive.

1.2 Types of Fused Silica

Like quartz, the basic building block of fused silica is SiO,. Unlike quartz, fused silica is
an amorphous solid, thus long range order. So despite the like chemical structure, quartz
and fused silica have significantly different mechanical and optical properties and must be

treated as two distinct materials.

Bruckner' describes the different types of silica glasses:

Type 1 - Type 1 silica glasses are produced from natural quartz by electrical fusion in an
inert atmosphere or vacuum. They tend to contain high levels of metallic impurities
especially Al and Na. They generally contain less than S5ppm OH groups. Examples are

Infrasil?, IR-Vitreosil®, G. E*. 105, 201 and 204.



Type 2 - Type 2 silica glasses are produced by flame fusion of quartz crystal powder.
Metallic impurities are lower than type 1 glasses and OH levels range from 150-400ppm.
Some examples are Herasil’, Homosil?, Optosil?, O. G. Vitreosil®, T-08 and G. E. 104.
Ultrasil® is a type 2 glass which also receives a special thermal treatment in an oxygen

atmosphere to improve UV transparency.

Type 3 - Type 3 fused silica glasses are produced by hydrolyzation of SiCly when spraying
into an oxygen-hydrogen flame. The material is almost totally free of metallic impurities
but contains about 1000ppm OH. Chlorine concentrations can be as high as 100ppm.
Suprasil®, Spectrosil® and Corning 7940 are type 3 silica glasses. Suprasil 1, 2 and 3 differ
only in level of homogeneity with Suprasil 1 being the most homogeneous. All UV-grade
fused silicas are type 3 silica. Corning 7940 uses CH, as the hydrogen source instead of

H,.

Type 4 - Type 4 silica glasses are manufactured from SiCl, in a water vapor-free plasma
flame. They are similar to type 3 silica glass except they contain less than 1ppm OH.

They are generally used for IR applications where the presence of OH results in additional
absorption bands in the IR spectra. Trade names include Suprasil W?, Spectrosil WF’, and

Corning 7943.

Type 5 - Glasses manufactured using newer proprietary synthetic processes will be

grouped in Type 5. Examples include Suprasil® 200, 300, 311, and 312; Corning 7957 and



7980. Suprasil 311 (OH content ~ 200 ppm) is a three-dimensionally homogeneous
version of Suprasil 312 and is the most homogeneous fused silica produced by Heraeus.
The same starting material used to manufacture Suprasil 311 is chemically dehydrated to

make Suprasil 300 (less than 1 ppm OH).

1.3 Structure of Undamaged Fused Silica

In order to be able to describe the effects of radiation on fused silica, an undamaged or
ideal structure needs to be defined for silica. Raman spectroscopy’, X-ray® and neutron
diffraction measurements serve as the best tools for gaining insight into the structure of
fused silica. The transform of diffraction spectra, in the absence of intrinsic scattering, can
be considered proportional to the electron distribution in the material which in turn gives
structural information. Because neutrons penetrate much deeper into a material, neutron
diffraction tends to provide more information on bulk structure than do X-ray diffraction
experiments. Raman spectroscopy generally gives information on the strength of
molecular vibrational models in the material which in turn provides structural information.
In 1932 Zachariasen’ proposed a continuous random network (CRN) theory of the glass
structure. The basic concept to the model is that vitreous silica is composed of SiO,
building blocks where the O - Si - O bond angles are held relatively constant (109.5°)
while the Si - O - Si bond angle is allowed to randomly vary over a wide range centered
around an angle of about 150°. The Si - O bond distance is held constant while the Si - Si
distance varies depending upon bonding angles. Since then, several continuous random

10,11,12,13

network models®® have been constructed that agree with X-ray and neutron™



diffraction studies of fused silica. CRN models"’ differ in the distribution of bond angles
and in ring sizes. The size of a ring is defined as the number of silicon atoms contained in
the shortest bonding path required to form a closed loop of alternating silicon and oxygen

atoms.

While the CRN model for the structure of vitreous silica is generally accepted, other
models'®!"*® describing glass as an ensemble of “micro-crystals” have been published
which agree with X-ray diffraction data. Debate over the molecular structure of vitreous
silica has been on-going for over half a century. At the recent forefront of the debate is
the ability of two models to describe the D, and D, bands in the Raman spectra of vitreous
silica. The D, and D, bands are narrow peaks at 495cm™ and 606cm™ in the Raman
spectra, which, unlike the broader bands in the spectrum, have magnitudes that depend
strongly upon the fabrication method. The presence of the bands is not predicted by the
conventional CNR model"®. Phillips®® assigns the bands to surface vibrational modes at
cristobalite interfaces. Galeener® argues that the bands result from the presence of planer
3 and 4 member ring structures within the CRN structure (D, and D; bands respectively).
The controversy is somewhat put to rest by the recent development of high-resolution
solid state nuclear magnetic resonance spectroscopy using magic angle sample spinning
(MASS NMR). The method is able to deduce changes in the average Si-O-Si bond
angle”. Comparison of MASS NMR data to Raman spectra for samples exposed to a
variety of different heat treatments and hydration steps correlated the formation of the D,

band to a decrease in average Si-O-Si bond angle which is consistent with the formation of



strained three member rings. Brinker” writes, “our results unambiguously relate the 608
cm ! Raman ‘defect’ in a-SiO, with reduced Si-O-Si bond angles indicative of strained 3-
membered rings of silicate tetrahedra.” Griscom?® also criticizes the micro-cristobalite
model because the intercluster bonding that would be required is inconsistent with defect
densities and absorbance spectra. Galeener devotes an entire publication®® to point out the

short-comings of the micro-cristobalite model.

1.4 Basic Damage Mechanisms

“Damage” is defined as the existence of post-irradiation local structures (either atomic or
electronic) which are different from the original structure”. The energy to induce damage
can be provided by a wide range of sources including UV light, X-rays, y-rays, electron
beams, ion beams and neutrons. Energy from those particles can be transferred either by a
radiolytic (“ionization”) or a knock-on process (only for electrons, ions and neutrons)®.
Knock-on damage results from the direct transfer of momentum and energy from the
incident particle or secondary particle to the lattice via a collision. Energy transfer from a
radiolytic processes occurs when a radiation generated electron-hole pair recombines

nonradiatively so as to transfer its energy to the lattice.

The majority of work on optical material damage is centered on what can be considered
“catastrophic” damage. Such studies are concerned with very high power laser
applications (Joules per square centimeter) for single pulse or very low pulse count

applications (less than 1000). The damage associated with “catastrophic™ damage is



severe enough to produce defects visible to the unaided eye. The basic mechanism behind
single-shot damage for most dielectrics is a radiation-induced electron avalanche
process®’. In the electron avalanche process, intrinsic photon-induced electrons interact
with the high applied electric field from the laser pulse. If the rate at which the electrons
receive energy exceeds that which they lose from electron-phonon interactions, they gain a
large amount of energy. When the energetic electrons collide with the lattice, additional
electron-hole pairs are produced providing positive feedback to the ionization process.
The entire process is thus highly non-linear. A threshold energy density is assigned to a
material at which the electric field generally induces a plasma at the surface. For pulse
widths longer than a few pico-seconds, the ionization rate depends on the electric field
strength and is thus proportional to the square root of the pulse width®®. For some
materials, single-shot damage is initiated by heating of localized inclusions or defects? in

the sample rather than by the electron avalanche process.

The types of damage presented in this thesis yield gradual and subtle changes in the optical
properties of fused silica over several thousands to billions of pulses. Often, changes of
properties in the parts per billion range will be considered important. The basic damage
process here is a radiolytic process where radiation-induced electron-holes recombine to
provide energy for structural or electronic changes in the material. Because fused silica is
an insulator, the electron-hole pairs are effectively localized and are more precisely

referred to as excitons™®,



1.5 Color Center Formation

1.5a Structural Form of Color Centers

A wealth of data®* exist on UV-induced color center formation in fused silica. Color
centers are structural defects which correspond to induced absorption bands in the optical
spectrum of a material. The formation of color centers can reduce transmission through a
lithography system. Absorption-induced temperature changes, furthermore, cause
refractive index changes which can induce imaging aberrations in a lithographic system.
The E’ color center produces an absorption band centered around 210 to 215nm with a
full width at half maximum (FWHM) of about 50nm so is therefore of considerable
concern for UV applications. Electron spin resonance (ESR)® studies?® have thoroughly
characterized the structure of the E’ center to be a silicon atom bonded to only three
oxygens with a single unpaired electron. Three distinct E’ center variants, differing in the
structure of the nearest neighbors to the E’ center, are identified” in fused silica. The E’q
center is predominant in dry fused silicas and the E’g center is predominant in high OH

content fused silicas. The reactions producing the E’ centers are as follows:

E'w: =Si-0-Si===5i"+=Sis-0-0O +¢ 1
E’p: =Si* + H = =Sie + H' )
E'y =8i-0-Si===Si*+=Sie + O + ¢ 3)



where the symbol (=) represents bonding to three oxygens, (=) represents bonding to two
oxygens, (®) represents an unpaired electron, and (=Sie) is the E’ center, a silicon atom

bonded to three oxygens with a single unpaired electron.

Another important defect formed from UV-radiation is the non-bridging oxygen hole
center (NBOHC) which is an oxygen bonded to only one silicon atom and having one
unpaired electron®. “Wet” fused silicas have a natural annealing mechanism for the
NBOHC where a mobile hydrogen can bond to the unpaired electron in the oxygen®. An
absorption band centered around 260nm with a FWHM of about 40nm is often attributed
to the NBOHC. Griscom® reviews the experimental evidence to support this theory and
also describes some new data which conflict with this designation. One of the biggest
contradictions with this model is the observation that 5 eV laser bleaching of the 260nm
absorption band is accompanied by no change in the NBOHC ESR signal®. Additional
studies®’ also show no correlation between the ESR signal and isochronal annealing
behavior of the 260nm absorption band induced when the band is generated with 157nm
irradiation in Suprasil W. Tsai*® gives evidence that the 260nm absorption band results
from the formation of unrelaxed oxygen deficiency centers (ODC’s) which have the

structural form (=Si - Si=).

Another color center of interest is the Peroxy® Radical which is an oxygen bonded to an

oxygen and having an unpaired electron. The Peroxy Radical is generally attributed to an



absorption band with a peak around 163 - 167nm. The peak is about 15nm in full width at

half maximum so has little effect on transmission at 193 or 248nm.

1.5b Dose Dependence of Color Center Formation

When incident UV-laser pulse counts are held constant, the defect concentration in fused
silica is generally found to depend approximately on the pulse intensity squared*s"®”,
This suggests a two-photon damage mechanism because the total energy absorbed via
two-photon absorption also depends on the pulse intensity squared. A two-photon
damage mechanism becomes somewhat intuitive when one considers that two UV-
photons (5 - 6.5 eV) are required to surpass the effect bandgap of fused silica (~ 8.5 eV).

The role of two-photon absorption in damage will be developed further in Chapter 4.

The dose dependence of the two most studied defects, the E’ color center and the

NBOHC, has been found to follow a power law that is:

n=AD C))
where 1 is the defect density (proportional to the ESR spin count), D is the dose and A
and c are constants. The power c varied with the type of radiation and fused silica. Table

1 summarizes the extracted dose exponent coefficients (c) obtained from ESR

measurements. A discussion of the origin of the power law is included in Chapter 8.
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Dose Exponent for Defect Formation from Previous Studies

Table 1

Work Radiation Defect Density  Fused Silica  Defect Dose
Source Range (spins/cm®) Exponents
X-ray (77°K) 2x10”-2x10"  Suprasil 1 E’ 0.88
Griscom®  X-ray (77°K)  2x10"-10'°  Suprasiil  OHC* 0.65*
193nm (77°K) 10" - 10" Suprasiil  OHC* 0.35*
X-ray (77°K) 2x10”-2x10" Suprasiwl F’ 0.7
X-ray (77°K)  2x10%-10" Suprasiwl OHC* 0.7
193nm (77°K) 10" - 10 Suprasil W1  OHC® 0.65*
X-ray 1 order of mag."  Suprasil 1 E’ 1
Galeener™ X-ray 1order of mag." Suprasiil NBOHC  0.6*
X-ray 1order of mag.* SuprasilWl E’ 0.6*
gamma 5x10%-3x10" “dry’silicas E’ 0.55*
Imai” gamma 5x10™-10"  “dry’silicas NBOHC  0.45*
193nm, 248nm 10" - 10% “dry” silicas E’ 0.65*
gamma 10“-3x10"  Suprasil 1 E’ 0.77
Devine™ gamma 10¥ - 10" Suprasiil NBOHC  0.69
_ gamma 10-3x10"°  Suprasiiwl __F’ 0.58
Tsai’® 193nm 10'%-2x 10"  Suprasil 2 E’ 0.45*
193nm 10 - 10" Suprasil W E’ 0.55*
Tsai’" 193nm 5x10”-2x 10" Suprasi2 NBOHC  0.5*
193nm 2x10°-10"  SuprasiiW NBOHC  0.4*

*denotes values that were estimated from published data plots.
*because the X-ray penetration depths was not known, only total spin counts were given.
Sthe majority of the OHC signal is believed to be a result of NBOHC’s but peroxy radicals

may also contribute.

A number of the studies summarized in Table 1 used gamma-ray sources rather than UV-

radiation. Imai’® showed that 193-nm and 248-nm radiation had approximately the same

efficiency in producing defects as gamma-ray irradiation when he computed the UV dose

as the UV energy absorbed from two-photon absorption. This suggested that similar

defect production mechanisms were involved in defect generation from both gamma-rays

and UV-radiation. The UV-induced defects in low temperature tests performed by

Griscom*® appeared to result from a single photon process so a comparison of standard
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UV-induced defect generation to X-ray-induced defect generation was not possible.
Despite having only relative defect measurements from X-ray radiation, Galeener™>
concluded that 1.25 MeV y-rays were at least 10 times more efficient in producing defects
per unit dose (defined as total energy absorbed) than 8 keV X-rays. He compared the X-
ray doses required to produce equal defect concentrations in Suprasil 1 and Suprasil W1
(at low doses Suprasil W1 has a higher E’ center concentration while at higher doses
Suprasil 1 has a higher concentration) to the y-ray doses found by Devine™ to reach the

same crossover to reach this conclusion.

1.5¢ Transient Properties of Color Centers

The group at IBM were among the first to characterize some of the transient annealing
properties of color centers*>**, By independently monitoring the absorbance spectra of
different fused silicas during and after KrF (248nm) irradiation, they were able to show
that much of the E’-color-center-induced absorption relaxed after the irradiation was
stopped in some samples. This relaxation of color centers, however, was artificial in that
as soon as the irradiation was continued, the absorbance returned to its previous higher
level. Samples were labeled as either “slow-relaxers” or “fast-relaxers”, depending upon
the rate of self annealing when irradiation was suspended in a specimen. No color center

formation was observed in quartz*.

The group at IBM was the first to report a phenomenon which they termed “strong

absorption transition®>* (SAT). SAT occurred in “slow-relaxing” samples after a few
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million 500mJ/cm®, 248nm pulses. “Fast-relaxers” also showed SAT with the major
difference that SAT did not occur until much later in the irradiation (about 40 million

pulses). The main features of SAT were the following:

(1)  Arapid increase in 248-nm absorption followed by an abrupt saturation at a
maximum value. Before the onset of SAT, the 248nm transmission was generally
unchanged or decreased slightly.

(2)  Arapid increase in 210nm absorption followed by saturation.

(3)  Almost complete “freezing-in” of the induced-absorption spectrum after SAT.

Room temperature annealing was no longer observable.
NMR™ studies have provided data to construct a reasonable model to explain both the
relaxing properties and SAT properties of fused silicas. Defining T} as the spin-lattice

relaxation time, the following observations were made:

(1) “Fast-relaxers” have a higher intrinsic 1/T, than do “slow-relaxers™.” This implies” a

higher concentration of Silanol, SiOH.

(2) 1/T; decreases with irradiation”’.

13



(3) VT, correlates with the number of pulses required to reach SAT’®.

(4) 1/T, decreases with higher anneal temperature used during sample manufacturing™.
Since most “fast-relaxers” are simply unhomogenized or unannealed precursors to “slow-

relaxing” fused silicas this is in agreement with observation (1).

The following model was proposed to explain the role of hydrogen in color center

formation and annealing:

(1) The annealing process breaks up silanol pairs.

(2) Silanol pairs act as a source of hydrogen to passivate E’ centers.

(3) Exhaustion of susceptible silanol brings about SAT.

Given the characteristics of SAT, the model above should emphasize that silanol pairs act
as a source of hydrogen to passivate the defect associated with the 260nm absorption band
and well as the E’ center. The above referenced publications also concluded that the
annealing process formed “‘strained bonds” which act as sites for color center formation.
This conclusion was based on the observation that two annealed samples had higher color-
center-induced absorption than an unannealed sample measured 24 hours after irradiation.
The unannealed sample was most likely a “fast-relaxer’ so this conclusion was not
necessary valid. Little difference in color center densities were measured between the two

annealed samples which were annealed at different temperatures.
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1.6 Compaction

Fused silica (density 2.2 g/cm®) compacts when exposed to X-rays™*° , y-rays’*207281.8283
electron-beams™ 0848586818885 1oyyir i (T80909192939495 o 1980 onq TV _radiation®™
396096, Compaction leads directly to refractive index changes in fused silica which would
produce imaging aberrations in a lithography system. Upon heavy exposure or application
of high external pressure the maximum extent of the compaction is about 3% to a density
of 2.26 g/cm®. Quartz (density 2.65 g/cm®), on the other hand, expands when irradiated
with particles capable of producing knock-on damage with the density saturating also at
2.26 g/cm’. This well established form of silica is known as the metamict state””. Figure 1
shows the density of both quartz and vitreous silica versus neutron irradiation as the
metamict state is approached and reached at high doses. A model proposed by Revesz® is
reviewed in Chapter 8 which describes the metamict state as an equilibrium between the
tendencies to minimize bond strain and to maximize the level of x-bonding. ®-bonding
orbitals, unlike spherically shaped o bonds, are “figure-eight” shaped with a null in the
electron probability function half way between the centers of the two bonding atoms. In
the SiO; network, m-bonding results®® from the overlap of the originally empty Si 3d
orbitals with the O 2p orbital containing the lone pair electron. As will be detailed in
Chapter 8, this model is consistent with many of the observed property changes in fused

silica induced from radiation.
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Like with the E’ color center and NBOHC, the dose dependence of compaction has been

shown to follow a power law that is:
Aplp = AD* &)

where p is the density, D is the dose and A and c are constants. The power ¢ varied with

the type of radiation and fused silica. For neutron, He" and D* exposures linear growth of
compaction was observed’® (c=1). For the other irradiation sources, the extracted value
of ¢ varied from 0.3 t0 0.8. A table in Chapter 6 will detail the past findings. A discussion

of the origin of the power law is included in Chapter 8.

A comparison of X-ray diffraction patterns before and after irradiation gives insight into
the étructural rearrangements coinciding with compaction. Figure 2 shows typical
results®® for a neutron irradiation experiment. Transforming the spectra in Figure 2 yields
electron distribution densities which suggest a reduction in average Si-Si spacing
consistent with neutron irradiation. The extracted Si-O bond distance, however, is
unchanged indicating that neutron-induced compaction is a result of more efficient
packing of the basic SiO; units. The precise structural rearrangement leading to
compaction is still unclear. X-ray diffraction measurements of gamma-ray, X-ray,
electron-beam and UV radiated samples have not been published so it is unknown if the

changes to the X-ray diffraction pattern depend upon the type of damaging radiation. Of
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Figure 1 Copied from reference (97). Change in density with neutron irradiation of
crystalline quartz and fused silica.
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Figure 2 Copied from reference (94). X-ray diffraction intensity curves of neutron
irradiated and unirradiated vitreous silica. Vertical scale arbitrary.
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all the radiation sources mentioned, neutron radiation produces the most “knock-on”
events which may result in different structural changes than from ionization-induced

events alone.

Attempts have been made to correlate density changes with specific defect structures in
fused silica. Higby and Friebele” reported a linear relationship between compaction and
E’ color center formation from electron exposures. Later observations of continued
compaction after E’ color center formation saturation dismissed the E’ color center as the
cause of compaction. Results presented in Chapter 3 showing significantly different
transient properties of compaction and E’ color center formation further rule out the E’

color center as the cause of compaction.

Annealed forms of the E’ color center and NBOHC could also be considered as structural
forms leading to compaction. Experiments performed by Shelby® suggested that these
molecular forms led to expansion rather than compaction. Vitreous silica which had been
impregnated with molecular hydrogen was found to expand with increasing gamma
irradiation. Using infrared spectroscopy, Shelby found that the expansion was directly
proportional to SiOH and SiH formation. Both the expansion and the measured hydroxyl
and hydride formation followed dose to about the 0.5 power. Furthermore, NMR
studies’® suggested that SiOH levels saturated (after SAT) while no saturation of

compaction was observed after SAT>*,
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Friebele and Higby® suggested that compaction results from radiation-induced cleavage of
ring structures and the subsequent formation of smaller ring structures. The smaller ring
structures would pack together more closely and hence led to densification. Bates™ found
a significant increase in the D, Raman peak, which is assigned to 3 silicon ring
structures®, after neutron densification. Raman spectra from gamma-irradiated samples®!
and heavily UV-irradiated samples*’, however, showed little or no increase in the D,

Raman peak.

The best correlation between a specific defect and radiation-induced compaction are found
with the NBOHC. Rajaram et al. reported®, for example, a linear relationship between
compaction-induced surface depression depths and NBOHC concentrations for some
silicas from electron exposures. The possibility of the NBOHC being a defect responsible

for densification is explored in Chapter 8.
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1.7 This Work

Despite the vast wealth of studies performed on the effects of radiation on optical
materials, still much is unknown about the effects of UV-radiation on fused silica. This is
especially true when one considers the level of damage relevant to lithography applications
is orders of magnitude smaller than that characterized in previous work. As well, while
UV-induced color center formation has been well examined, UV-induced compaction is

not characterized in any detail. The goals of this works are as follows:

(1) More accurately characterize compaction damage.

(2) Extend damage characterization to much lower doses and intensity levels.

(3) Examine the damage susceptibility of newer materials both for compaction behavior

and possible correlated color center formation behavior.

(4) Develope the machinery to relate compaction data to the optical properties of single

elements and the imaging performance of a lithographic tool.
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Chapter 2

Birefringence Monitoring to Measure Compaction

Birefringence monitoring is capable of measuring the compaction-induced birefringence
distribution at very low damage levels. The birefringence distributions resulting from less
than 30 parts per billion (ppB) net UV-induced densification, for example, are easily
measured with a “third-generation” birefringence monitor. In order to extract the
corresponding stresses and densification from birefringence distributions, a three-region

stress model is developed assuming plane strain.

21 Introduction

The Photoelastic effect has long been used to determine stresses in transparent specimens’.
The basic concept behind the photoelastic effect is that directional refractive indices
change when a sample is under stress. This phenomenon is described for isotropic

materials by:
@m2-m) =R (6;- 61) (1)
where n, and n, are the refractive indices seen by light polarized in the (2) and (1)

direction respectively; ©; and G, are the stresses in the (2) and (1) directions; and X is the

stress-optic constant which is both material and wavelength dependent.



Several previous applications have utilized the photoelastic effect. By examining the
birefringence produced in glass replicas of bridge or building structures, for example, civil
engineers have been able to study the effects of different loading on the stresses within the
structures. Glass blowers, as well, have long used the examination of a specimen between
crossed polarizers to determine the success of annealing to remove residual stress from

glass structures.

Compaction in fused silica leads to refractive index changes and hence optical path
changes in a sample. From an optical system lifetime point of view, the optical path
difference (OPD) is the most important property of interest. Interferometry is a well-
established method for measuring optical path length changes in optical materials. The
disadvantages of interferometry for determining OPD’s from compaction is that intrinsic
inhomogeneities and surface imperfection make detection of changes from irradiation
more difficult. While a sample can be pre-measured for such inhomogeneities,
interferometry is still limited by such irregularities. Even in perfect, homogeneous
specimens, the ultimate precision of interferometry limits sensitivity to damage in the
hundreds of ppB range for samples with a few centimeters of path length. Furthermore,
high accuracy interferometry measurements are usually time consuming and equipment

intensive.

The use of birefringence measurements to determine compaction offers the advantage of

simplicity as well as improved accuracy. Samples can be measured during brief pauses in
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radiation so that the dependence of compaction on pulse count can be more easily
determined. Furthermore, through successive improvements of the experimental setup,
relative refractive index changes of about 10ppB can be measured, at least an order of
magnitude better than most interferometry tools. Stress-induced birefringence

measurements are insensitive to by surface quality and bulk inhomogeneities.

2.2  Experimental Method

Figure 1 shows the standard geometry used to irradiate a fused silica sample. The center
irradiated region is compacted. Resistance to this compaction by the unirradiated portion
of the sample leads to stress in the sample. Compaction-induced stress causes directional
refractive index variations in a sample, which leads to birefringence and polarization
scattering of incoming light. Changes in polarization of an initially linearly polarized
Helium-Neon (He-Ne, A = 633 nm) beam through a fused silica sample are measured to
detect compaction-induced birefringence during the irradiations. Figure 2 shows the
configuration used to detect those changes. A high gain photodiode measured the 633-nm
reflectance of a thin calcium fluoride plate oriented at Brewster's angle to detect small
changes in polarization resulting from UV-induced stress within the fused silica sample.
The He-Ne polarization is such that the plate had zero reflectance when no birefringence
occurred. Spatial distributions of stress-induced birefringence are recorded by stepping
the damaged fused silica sample through the He-Ne probe beam and measuring

polarization shifts in and around the irradiated region.
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Figure 3a portrays the entire optical bench setup used for both birefringence and
transmission measurements at AT&T Bell Laboratories in Murray Hill. The setup is
considered the “second generation” configuration, having improved upon that used
previously for 213nm damage testing’. In the 213nm optical configuration, the 213nm
beam was used as the probe for stress-induced birefringence. The use of a He-Ne probe
beam in the “second generation” setup improved both spatial accuracy by having a probe
beam smaller than the damaging beam and accuracy in measuring polarization changes by
having a probe with better polarization purity. The polarization of the 213nm beam
degraded before reaching the sample because of inhomogeneities in optics before the

sample.

The He-Ne probe beam in the setup shown in Figure 3a is inserted to the primary 193nm
(ArF beam) beam path by transmission through a 193nm dielectric mirror. The mirror
while being over 90 percent reflective to 193nm radiation at 45 degrees, is over 80 percent
transmitting to p-polarized 633nm radiation. Having the He-Ne beam along the same path
as the damaging beam allows for monitoring of radiation-induced compaction during
exposure. A long focal length lens is used to reduce the probe beam diameter at the plane
of the sample. Since a large spread of input angles at the plane of the Brewster plate
would reduce the p-polarization extinction, short focal length lenses should not be used to
reduce the He-Ne beam size. A Glan-Thompson polarizer is placed after the lens to fine

tune the input polarization. Tubes and pin-holes are used to reduce background light.
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The “third generation” configuration for measuring birefringence is illustrated in Figure
3b. The He-Ne probe beam is input into the primary beam line by reflection from a
standard Aluminum mirror which is inserted into the beam line via a mechanical stage.
While this does not allow for the monitoring birefringence while the 193nm laser is firing,
the purity of the probe beam is greatly improved by avoiding travel through any element
before reaching the sample. A lens is used after the Brewster plate to insure that the entire
probe beam is within the active area of the photodiode. A second polarizer, crossed with
the first, can be placed after the Brewster plate to further improve extinction of p-
polarized light. Care is taken to keep the entire path of the He-Ne beam at the same
height above the optical table in order to prevent any unwanted polarization shifts upon

reflection off the mirrors used to guide the beam.
2.3 Analytical Compaction Model

2.3a Two-region model for long cylindrical, large radius samples

The production of stress-induced birefringence by compaction is modeled using basic
material mechanics. The simplest model which could be applied is a two-region model
where the inner region has been uniformly compacted and the outer region has an
unchanged density for infinitesimal kinematics. A three step approach is taken to solve for
the stress distributions resulting from the compaction of a cylindrical volume within a
larger cylinder. The first step calculates the strains that would be present if the cylinder is

permitted to compress without any resistance from the uncompacted material. The initial
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conditions for such a case would be a compacted cylinder with radius r’; within a body
with an opening with radius r, as shown in Figure 4 where r; is larger than r’;. The length
of the inner cylinder is also shorter than the outer region length. The second step stretches
the compacted cylinder back to its original length in order to emulate the restriction of
shortening of the compacted cylinder by the larger, uncompacted volume. The third and
final step rejoins the compacted and uncompacted region where stresses and displacements
are calculated using infinitesimal kinematics. The notation used in this work will be that
used by Shames and Cozzarelli’ where € is used for strains, u for displacements, and 7 and

¢ are used interchangeably for stresses.

For both the two and three region models, the following assumptions were made:

1) A circularly symmetric compacted region

2) Isotropic media

3) Large specimen so that end effects are small and all the strain is in the plane
perpendicular to the direction of travel of the damaging beam (Plane Strain). This sets us
(displacement in the z direction) and all derivative with respect to the z direction equal to
zero. The z direction will always be taken as the direction of travel of the damaging beam.
4) The compacted area is much smaller than the bulk so that stresses go to zero at the
sample edge. This is equivalent to assuming an infinitely large sample.

5) The body forces are zero (i.e. gravitational effects are ignored).

6) Displacements are small, giving simple elastic behavior.
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Let us find the strain fields for an initial condition in which the center of the sample has
undergone a compaction of (Ap/p).. Here we define (Ap/p). as the unconstrained
densification, which is the compaction which would be observed if the entire sample had
been uniformly compacted. As will be seen, the net compaction found in a sample
compacted only in the center region is less than the unconstrained compaction because of
the resistance of the undensified portions of the sample. Unconstrained compaction in a
cylindrical volume within a larger volume is illustrated in Figure 4 where the densified
material is allowed to separate from the undensified material in order to compress without
resistance. Both the radius and length of the compressed cylinder are shortened. Using
the notation illustrated in Figure 4, the linear unconstrained compaction [(Ar’/r)] is

defined as (’y - r;)/r;, making (Ap/p). equal to -3(r’; - rp)/ry.
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Side View
(inner region only)

L- AL

=

S

2r'1

Compacted Cylinder
(Length = L - AL)

Uncompacted Tube
(Length = L)

Figure 4. Step 1 in two region stress model analysis of cylindrical compacted region. The
center region is densified without restriction from the undensified material such that its

AL Ar 1
radius and length are shortened as given by: I M —3(%)2) . Where (Ap/p). is

the relative unconstrained density change and Ar” here equals (r’; - r;). A gap exists
between the inner cylinder and the outer tube.

To properly apply a plane strain analysis (essentially a two-dimensional description) to
volume densification, however, the initial conditions must be modified to account for
sample length changes. As described above, a plane strain model is assumed which
prescribes a zero final strain in the z-direction. To emulate this zero z-strain condition, a
second initial condition is added where the center section is stretched out (by stress in z
direction) to its pre-compaction length. The effect of this z-stress, as suggested in Figure

5, is to add an additional radial length decrease of v AL/L or equivalently v (r, -r;)/ 1, by

the Poisson effect where v is Poisson’s ratio (0.17 for fused silica). This makes:
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Figure 5. Step 2 in two-region stress model analysis of cylindrical compacted region. The
inner compacted region is stretched such that its length equals that of the uncompacted
material. In doing so the radius of the inner compacted region decreases such that:

(rl —1‘2) _(1+V)(_A_P) .
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Using the relation between unconstrained compaction and the initial radial displacements,
a plane strain analysis can now be applied to a sample with a cylindrical compacted center
in order to calculate stresses and displacements. Figure 6 illustrates the joining of the
compacted cylinder and uncompacted tube where the final radius, r (r > r > r;), can be

calculated using kinematics.



Compacted Cylind

Uncompacted Tube (Length = L)

(Length = L)

Figure 6. Step 3 in two-region stress model analysis of cylindrical compacted region. The
inner compacted cylinder and outer uncompacted tube are joined such that the normal
stress is continuous at the interface at radius r. The stresses and displacements are
calculated within this chapter using a plane strain assumption.

Shames’ derived the general solution for stresses for an axially symmetric plane strain case
using an Airy stress function. The use of the Airy stress function insures satisfying the
compatibility equations which insure that the solutions for displacements are single-valued
and continuous.

In polar coordinates, one gets:

T, = K; [In(r) - 0.5] + K, + Ko/r? 3)

o6 = Ky [In(r) + 0.5) + K5 - Ky/r 4)
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. 1= V- Te -
. 2 E 1T (l-V) (5)

1- VT,
=3 (-5 ©

u'=ro

1—- 2 . \
v ( v-T, D

E | -v),

where K;, Kj, and Kj are constants; v is Poisson’s ratio and E is Young’s Modulus (743 x

103 kg/cm2). The constants K3, K, and K; will be determined by the boundary conditions

and related to the total densification in the center region.
Application of boundary conditions for the two-region model is straightforward. To

satisfy the physical requirement that stresses must be finite and by examining Equations (3)

and (4) for the center region, one gets:
T =To0 = K2 ) 8)
In the outer region, stresses must go to zero as r approaches infinity so one gets:

Ta =Ko/ ®
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Too = -Ko/? 10)

Using Equation (1), it is clear that birefringence would only be produced in the outer

region with a maximum at the boundary between the inner and outer region.

In joining the two regions, the radial stress must be continuous atr =1, =1, (small r; - r,

assumed) so that:

Kir’=K, (11)

This reduces the description of stresses for the entire area to a single variable, K, the
stress (radial and tangential) in the central core. Using Equation (11), we can evaluate
Equation (7) to relate compaction in the system to a single variable K,. In the center
region, both the radial and tangential stresses equal K, (using Equation (7)) so the

displacement at the edge of the center cylinder is:

umhi=nkK, 1+ V) (1- 2v)/E. (12)

where the subscript () refers to the inner region. At the inner edge of the outer tube, the

radial stress again equals K, but the tangential stress equals -K, (from Equations (10) and

(11)), so evaluating Equation (7) there gives:
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u(r)n=-1n Ko (1+v)E. 13)

Since the initial conditions for this analysis involves two discrete objects, the inner cylinder
and the outer tube, the displacements at the boundary of the joined objects is
discontinuous, (i.e., material in the inner cylinder is pulled outward while material in the

outer tube is pulled inward). The above gives:
Ar=(r-1n)=-wmi+u=-2n K, (1- V)E (14)

for the initial separation of the two sections. Plugging in for Ar given by Equation (2), the
relation between unconstrained densification and the center stress (K3) is:

(%) ___3 Ar_6K, (- 50

or

-—E _[%&
K =5aw) ( ” ) (15b)

The outer section acts to restrict some of the radiation-induced compaction of the center
region as well as to suppress strain in the z direction. The net expansion from resistance
to compaction is the trace of the final strain matrix. & is zero in the plane strain
approximation. Using Equations (5) and (6) one gets the strains from resistance to

compaction to be:



tr=u=K:(1+Vv)(1-2v)/E (16)
and

(Ap/P)ex =- (€x +€00) =-2 Kz (1 +V) (1 - 2v)/E 17)

where (Ap/p). is the expansion from resistance to compaction. To calculate the net
density change, we use superposition of the density changes in steps 1, 2 and 3 illustrated
in Figures 4, 5 and 6. The density of the stretched cylinder (after step 2) before being

joined to the outer uncompacted region is given by:

(Ap/p)i = -[(ex)i + (€oo)] =-2 Ar/ 1y =4 K, (1 - V)/E (18)
which includes the contribution from stretching the cylinder back to its original length.
Adding the expansion component from joining the stretched cylinder to the bulk to this

initial density, one finds the net density change to be:

(Ap/PYuet = (AP/PY; + (Ap/p)ex = [4 Ko (1 - V’VE] - [2 K, (1 + V) (1 - 2V)/E]

=2K;(1+Vv)E (19)

The mechanical effects predicted from the plane strain analysis of a fused silica sample

densified in the center cylindrical volume are summarized in Table 1 below.
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Table 1
Mechanical Effects in Cylindrical Fused Silica Sample
from 1ppm Unconstrained Densification in Center Volume
(calculated from two-region stress model)

Maximum Radial and Tangential Stress (K») 0.149 kg/cm’
Maximum Net Radial and Tangential Strain 0.235-ppm
Net Densification 0.47-ppm

Note that the net density change is only about half the density change one would observe

in a sample which had its entire volume uniformly irradiated.

2.3b Comparison of Two-region stress model to Finite Element Analysis

Finite Element Analysis (FEA) simulations were performed to confirm the validity of the
analytical stress modeling. The program FEAP* was used for all simulations. Irradiation-
induced compaction was emulated by setting the section considered compacted to have a
different reference temperature than the uncompacted material. The initial compacted
condition is hence reproduced by thermal contraction of the material to the equilibrium
temperature. A axis-symmetric geometry is used where the center region is set to have a
reference temperature and coefficient of thermal expansion equivalent to a 1ppm
densification (1/3 ppm linear densification). Regions near the surface and interface
between the compacted cylinder and uncompacted region are meshed more finely to

improve accuracy by creating more elements in regions with larger stress gradients.

Figures 7 and 8 show the radial stress distribution calculated using FEAP for 1cm and

2.5cm long samples and using the two-region stress model for a total 1ppm unconstrained
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density increase. A 3mm compaction diameter is used for both methods and a 30mm
diameter sample is used in the FEAP simulations. Using Equation (15b), a value of 0.149
kg/cm?” is used for K, in the two-region stress model. The stresses shown in the figures
are the average stresses integrated through the length of the sample at the given radial
distance from the center of the damaged region. Simple FORTRAN programs were
written to read in appropriate nodal stresses and to calculate the average. As seen in
Figures 7 and 8, the stress distribution predicted from the two-region stress model agrees
closely with the FEA result. The agreement for the longer sample is slightly better as the

plane strain assumption becomes more valid.

0.15 \
0.10 —
0.05
N
=
©
g’ 0.00 -
7]
QL
& -0.08
I Y r-stress FEA
----- e-stress FEA
-0.10 — r-gtress plane strain
f —a—— ¢-stress plane straln
-0.18 : . :
(o]

2 4
Distance from Center (mm)

Figure 7. Stress distributions versus distance from center of damage calculated using
FEAP and a two-region stress model. Calculations use a 3mm damage diameter and 1cm
long sample. The FEA uses a 30mm diameter sample size.
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Figure 8. Stress distributions versus distance from center of damage calculated using
FEAP and a two-region stress model. Calculations use a 3mm damage diameter and
2.5cm long sample. The FEA uses a 30mm diameter sample size.

The accuracy of using the two-region stress model for different sample geometries is
further investigated using FEA. Table 2 shows the calculated radial and tangential stresses
using FEA at two distances from the center of the compacted region as the sample length
is varied from 3 to 40mm. The results shown are for simulations performed using a 30mm
diameter sample with a 3mm diameter compacted region (s = 1.5mm). The two-region
model is more accurate near the boundary between the compacted and uncompacted
region than closer to the edge. Even for samples with lengths equal to the diameter of the
damaged region, the two-region model predicts the maximum stress difference, (G; - Gs),

within 10% of the value calculated with FEA.
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Table 2
Comparison of Stress Calculated with FEA and
Predicted by Two-Region Stresses Model for Different Sample Lengths
(sample diameter 30mm, damage diameter 3mm)

@ (r = 1.0251,) @ (r = 1.515)

Length C: Cs (Cr - Co)rea/ C; Co (G - Go)ra/

(G: -Go)mm (G -O6)arm
3mm | 0.121 | -0.143 0.93 0.053 | -0.059 0.85
6mm | 0.127 | -0.146 0.96 0.055 | -0.064 0.90
10mm | 0.131 | -0.146 0.97 0.058 | -0.066 0.94
25mm | 0.137 | -0.145 0.99 0.062 | -0.067 0.97
40mm | 0.138 | -0.144 0.99 0.063 | -0.068 0.98
Model | 0.142 | -0.142 1 0.066 | -0.066 1

"(Gr -Oe)zru is the stress difference predicted by the two-region stress model.

Table 3 shows the calculated radial and tangential stresses using FEA at two distances
from the center of the compacted region as the sample diameter is varied from 6 to 60mm.
The results shown are for simulations performed using a 25mm long sample with a 3:nm
diameter compacted region. For small diameter samples (equivalent to large samples with
large damage diameters), the two-region model does not predict well either the radial or
tangential stresses in the sample. The two-region model, however, does predict well the
difference between the radial and tangential stresses (within 5% for these geometries) for
samples with diameters as small as twice the damage region diameter because the errors in
predicting ©; and Gp are of similar magnitudes. Because the quantity of interest,
birefringence, depends upon the difference between the radial and tangential stresses and
not directly on the stresses, the two-region model is still applicable for interpreting

birefringence measurements in small diameter samples.
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Table 3
Comparison of Stressed Calculated with FEA and
Predicted by Two-Region Stress Model for Different Sample Diameters
(sample length 25mm, damage diameter 3mm)

@ (r = 1.0251y) @ (r = 1.51y)
Sample O; G (r - Co)rea/ O; Co (G: - Go)rma/
Diameter (G -Go)2rm (C: -Co)orm |
6mm | 0.106 | -0.182 1.01 0.027 | -0.100 0.96
10mm | 0.126 | -0.156 0.99 0.051 | -0.078 0.97
20mm | 0.135 | -0.146 0.99 0.060 | -0.060 0.97
30mm | 0.137 | -0.145 0.99 0.062 | -0.067 0.97
60mm | 0.138 | -0.144 0.99 0.063 | -0.066 0.97
Model | 0.142 | -0.142 1 0.066 | -0.066 1

2.3c Three-region model derived for long cylindrical, large radius samples

The two-region model for radiation-induced compaction described above gives an abrupt
transition from compacted to uncompacted material. Because of the difficulty in getting a
uniform laser beam profile with a sharp cutoff in intensity, a more general model was
developed to better account for compaction distributions with a finite slope. A three
region model will be used with a uniformly compaction center region (r <r;), an
uncompacted region (r > r,), and a transition region (r; <r <r,). We assume the same
functions (Equations 3 and 4) are valid for some (as yet unknown) form of compaction
versus radius in region (2). We will find Equation (30) for the form of compaction in
region (2). The Airy stress function, given by Equations (3) and (4), again can be used to
describe the general equations for stress in each of the three regions separately. Applying

the boundary conditions as before, the stresses in the three regions are given as follows:

50



Region I (r<r) =T =K, (20)

RegionIl:  (<r<r,) tr=D) [In(r) - 1/2] + D, + Du/P? 1)
Tee=D; [ In(r) + 1/2] + D, - Dy/P? (22)

RegionIIl: (r>r,) T = Ko/t (23)

Tee = - Ko/1? (24)

where Kj, Dy, Dz, Ds, and K are constants. The stress distribution becomes a function of
a single unknown, the stress in the center irradiated region when the boundary conditions
of continuous radial stress and displacements at the two interfaces are applied. The

stresses in the three regions are given as:

Tu(t) = Toa(th = K; (25)

(D = K; [Lu(t/ 1) - 1/2 + 1¥2PA)(InG/ 1)) (26)
Teo(Dn = K [In(r/ 1o) + 1/2 - r2/2r))/[Inr; / 1)) 27)
To(Om = [K2 (v - tHV[2 P In(r;/ 1)) (28)

Too(Dm = [-K; (t - t)V[2 P In(ri/ 1)) (29
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Shames shows that K; in Equations (3) and (4) must be zero for a multiply connected
domain in order to essentially ensure compatible strains. Since the three-region model
presented above has a transition region with a gradually changing initial density, K; need
not be zero in this region. In fact, the three-region solution can be represented as the
summation of two-region stress solutions. The unconstrained densification in the

transition region, which is proportional to the net density change in that region, is:
(Ap/p)a(r) = (Ap/p)u(r=0) [In(r/es)}[In(r; /r,)]. (30)

This is nearly linear for typical values of r; and r,., i.e. (1'° -1 ) <r.

Figure 9 shows the radial and tangential stress distributions as described by the three-

region model for inner and outer radii of 1.2mm and 1.8mm respectively. For comparison,

the stress-distribution found using the two-region model and a boundary at 1.5mm is also

illustrated. While variations in the stress levels are found near the boundary, similar

stresses are predicted away from the boundary using both models.
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Figure 9. Stress distributions versus distance from center of damage calculated using a

two and a three-region stress model. The two region model uses a boundary radius of
1.5mm while the three-region model uses inner and outer radii of 1.2mm and 1.8mm.
Remarkably, because the three-region model can be represented as a summation of two-
region solutions, Equation (15) still describes the relation between the maximum radial
stress (K:) and the unconstrained densification in the center of the sample. For both the
two and three region models, the maximum stress depends only upon the center
unconstrained densification, not the location of the boundaries. For the three-region
model, however, the maximum stress difference (T - Too) is less than 2K,. As will be
derived in the next section, the maximum birefringence signal is proportional to the
maximum stress difference squared. With the three-region model, the maximum stress

difference is found at r, and is equal to:
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riz 2

—-— ro
K,- 7 .
(v — %) o, = *—=1-K, (31)
m &
ro
For small (r, - r;), 7 is approximately equal to 2 [1 - (r, - 1;)/r,). If the outer radius is 1.1

times that of the inner radius, the maximum stress difference is equal to 1.82 K,.
2.4 Using the compaction model to analyze birefringence distributions

2.4a Calculating Stress-Induced Birefringence

The input radiation, traveling in the z direction, is assumned to be a linearly polarized wave
with an electric field A x sin (ux - kz), where x is a vector and A a constant. The electric
field can be resolved into two equal orthogonal components® if the vectors are chosen to

be at 45 degree angles with respect to the input polarization. The electric field can thus be
Ji ot bd} : ’ ’ :
expressed as —2-A- [x + y] -sin(wt + kz) where the vectors (x’ and Y’) are defined in

Figure 10. A phase difference between the two polarizations, x* and y’, of P will be

assumed to have formed after the beam has transmitted through the sample. The field

2 .. - .
exiting the sample is then {—A- [% sin(we) +§'sin(we + B )].



Figure 10. Vector definitions for birefringence analysis.

Transforming back to (x, y) coordinates one gets:
Eon=x {1/2 A [sin(at) + sin(at+B)]} +y {1/2 A [sin(wt+B) - sin(ax)]}  (32)
or

Eou=1/2 A{x [sin(ax) (cosB+1)+cos(cx) sinB]}+y [sin(cx) (cosp - 1)+cos(ax) sinf]} (33)

The magnitude of the output intensity which is s-polarized is given as:

1
I,= T 1 (E,(t))dr (34)
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which is equal to 1/4 A [1 - cosp). Normalizing to unit intensity (A2 = 2) and for small B
this gives the fraction s-polarized to be B%/4. The phase difference P, is that originated by

the stress-optic effect which is:

B=Akz)=2nLAVA=22L R (0, - 6,)/A (35)

where L is the length of the sample, A the wavelength (633nm), and R the stress-optic

coefficient [-3.5 (nm/cm)/(kg/cm?) at 633nm]°. Thus the fraction s-polarized is equal to:

(fraction s-polarized) = [ L R (o, - 6,)/A) (36)

showing that the birefringence signal goes as both the stress (proportional to compaction)

and the length of the sample squared.

One can use the index ellipsoid to find the direction refractive index changes and hence
fraction polarized signal for cases when the principle stress axes are not perpendicular to
the probe beam polarization. For small differences in direction indices, (n; - n;)(¢) =
sin(2¢) (n, - n.), where n, and n, are the principle refractive indices seen by the probe
beam, n, and n, are the indices in the principle stress directions, and ¢ is the angle between

the probe beam polarization and the principle radial stress direction.

The model birefringence distribution can now be described as:
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(fraction s-polarized) = [sin(2¢) t L R (o, - Go)/A)> (37)

where ©; and O, are the radial and tangential stresses and, in this case, also the principle
stresses. The fraction (energy) of a p-polarized probe beam shifted to s-polarized for any
location in and around a compacted region can be calculated using Equation (37) and the
previously determined relations for 6, and 6s. The maximum depolarization occurs when
the probe beam is orientated at 45 degrees with respect to the principle stress axes (¢ =

45) and at the edge of the compacted region. The maximum depolarization is given by:

K. -m-L-R)? .t-L-R-E-(A 2

(fraction s-polarized)max =( Y 6 A=)
where the maximum difference between the principle stresses is 1) K, (] = 2 for two-

region model).

2.4b Example experimental result

Figure 11 shows a measured birefringence distribution for a sample irradiated by a 3mm
diameter 193nm beam with 12 million, 1-mJ/cm’ pulses applied. The four peaks
correspond to locations where the probe beam polarization is at 45 degrees with respect to

the principle stress axes. The z-ordinate is directly proportional to the current produced

57



Depolarized Percent

-

Figure 11. Measured birefringence for linearly polarized light (at 633nm) scanned across
a 6.6mm square sample region which has been exposed to a 3mm diameter 193nm exci-
mer laser beam (12 million pulses, 1.05mJ/cm?).
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Figure 12. Simulated birefringence for the same sample assuming a net 95ppB
densification (using a plane strain compaction model) in a 3mm diameter compaction zone.
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by the photodiode detecting the reflectance of the Brewster plate used in the experimental

setup.

Matlab was used to fit the calculated general birefringence distribution from the three-
region stress model to the measured distributions by adjusting the level of stress in the
center region to the optimum magnitude. The locations of the boundaries (i and r,) were
selected as the 90% and 10% intensity radii as measured by a CCD camera (typical values
1.4mm and 1.56mm). A simple technique was employed to partially emulate the smearing
of the birefringence distribution owing to the finite size of the probe beam. The routine
first calculated the birefringence distribution at discrete locations assuming a point probe

beam. The birefringence at each location was then modified using the following relation:

F(, j) = A (i, j) + (B/4) [f(i+1, j) + £G-1, j) + £(i, j+1) + £(, j-1)] (39)

where (i, j) is the calculated birefringence at matrix location (i, j), A and B are constants
where A + B equals 1, and F(, j) is the modified birefringence taking into account the
finite probe beam size. Using concepts of numerical integration, B was selected to be one

fourth times the ratio of the probe beam diameter (~0.5mm) to measurement spacing.

Figure 12 shows the best fit of the three-region stress model to the data in Figure 11. The
center radial stress (K;) corresponding to the birefringence distribution in Figure 11 is

0.030 kg/cm’. Using Equations (15a) and (19) and this value of Ko, the unconstrained and
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net densifications are calculated to be 200ppB and 95ppB respectively. The accuracy of

using these Equations for extracting compaction levels will be discussed in Chapter 5.

The level of compaction which produced the birefringence distribution in Figure 11 would
only produce about 1/500 of a wavelength (633nm) OPD through the sample. This is very
difficult to measure with interferometry using a perfect sample and virtually impossible for

a sample with imperfect surface polish or bulk inhomogeneities.

2.5 Effect of intrinsic birefringence on accuracy

As one might expect, the presence of intrinsic birefringence in a sample adversely effects
the measurement of su'ess-inducéd birefringence. Figure 13 shows a very highly
birefringent sample which was unirradiated. Figures 14 and 15 show how the total
birefringence progressed after the sample was irradiated for 610 thousand and 1.2 million
15 mJ/cm® pulses. In Figure 14, only two of the four characteristic peaks have been
formed and valleys are actually formed where the other two peaks would normally have
formed. The valleys form because the induced stresses cancel out intrinsic stresses,
reducing the birefringence. The two peaks are higher than they would be in a sample
without intrinsic birefringence because the compaction-induced stresses add constructively
with the intrinsic stresses to get an artificially high peak. Figure 15 shows the
birefringence distribution when the compaction-induced stress is just large enough to

completely cancel out the intrinsic stresses and form four peaks. If an uniformly directed
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Figure 13. Measured intrinsic birefringence for linearly polarized light (at 633nm) scanned
across a 8mm square unexposed sample region.
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Figure 14. Measured birefringence for linearly polarized light (at 633nm) scanned across a
8mm square sample region (intrinsic birefringence shown in Figure 8) which has been
exposed to a 3mm diameter 193nm excimer laser beam (610 thousand pulses, 15 mJ/cm?).
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Figure 15. Measured birefringence for linearly polarized light (at 633nm) scanned across a
8mm square sample region (intrinsic birefringence shown in Figure 8) which has been
exposed to a 3mm diameter 193nm excimer laser beam (1.2 million pulses, 15 mJ/cm?).
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stress is intrinsic in the sample, two of the four peaks will have increased magnitudes while
the other two will be reduced. For such a case, the error from intrinsic birefringence is
partially canceled out. One can see from the above figures, however, that monitoring
birefringence at only one location around the compaction site could result in misleading
readings if significant intrinsic birefringence is present. Fortunately, lithographic grade

samples have low intrinsic birefringence.

2.6 Conclusions

Experimental measurements of stress-induced birefringence resolve the birefringence
produced from samples with very low damage levels. In order to extract compaction
levels from the birefringence distributions, the stress distribution from a cylindrical
compacted area is modeled using both a two and three-region analytical construction for
long, large-diameter samples. The analytical stress distribution agrees with finite element
simulations." Basic electromagnetic theory is applied to calculate the birefringence
distribution from the model stress distributions. The calculated birefringence distribution
using stresses described by the three-region stress model agrees with measured
birefringence distributions. By using the stress models to extract densification levels from
birefringence measurements, one can measure compaction at levels an order of magnitude

smaller than that resolvable with conventional interferometry.
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Chapter 3

Comparison of Compaction and Color Center Formation in Fused Silica

Five different fused silicas were evaluated for their resistance to UV-induced compaction
and color center formation at 193-nm. Real-time monitoring of color-center-induced
absorption showed three distinct dependencies of transmission on pulse count. The initial
rates of color center formation varied by well over a factor of ten between the materials
tested while compaction rates varied by at most a factor of four. Total compaction was
measured using both interferometry and compaction-induced birefringence measurements.
Real-time monitoring of stress-induced birefringence showed that fused silica densifies
with irradiation independent of color center formation. While color center formation

saturates in some samples, no indication of saturation of compaction was observed.

3.1 Introduction

In 1993 Krajnovich et. al. at IBM Almaden' showed that different fused silica types
displayed markedly different color center formation rates and annealing properties when
irradiated with high energy density (500 mJ/cm2 ) 248-nm pulses. Only qualitative
observations regarding compaction-induced birefringence were recorded. Because of the
potentially large impact of compaction on 193-nm optical system lifetime, we performed
experiments to better characterize the transient properties of both color centers and

compaction under UV irradiation.
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3.2 Experimental Setup

The 193-nm experiments described in this chapter were performed at AT&T Bell
Laboratories in Murray Hill and used a Lambda Physic EMG 103 Excimer Laser operated
at 30Hz. The laser pulse duration was approximately 20 nanoseconds. A 2.5mm aperture
was used to insure a uniform and circularly symmetric beam profile. UV sensitive
photodiodes measured individual pulse transmission by monitoring pulse intensity before
and after the fused silica sample. The E' color center” has an absorption peak at about
215-nm with a half maximum at about 185-nm so induced 193-nm absorption is a measure
of E’ center formation. Compaction was monitored using stress-induced birefringence as

described in Chapter 2.

The fused silica samples tested in these experiments were Suprasil 300, Suprasil 2,
SV2Gl, and Suprasil 311, manufactured by Heraeus Amersil’, and Corning Excimer
Grade 7940. Suprasil 300 and Suprasil 311 are manufactured from the same starting
material with an OH content of about 200ppm. Suprasil 311 receives a proprietary
homogenization step while Suprasil 300 is chemically dehydrated. Suprasil 300 is known
as a "dry" fused silica (OH < 1ppm), which have been shown in the past to be more prone
to UV damage than fused silicas with a higher OH content*. Suprasil 2 and Corning 7940
are both "wet" fused silicas (OH > 1000ppm) and were classified as "slow relaxers” by the
group at IBM Almaden'. “Slow relaxers,” have been demonstrated to have a significantly
slower rate of induced absorption relaxation after UV irradiation is discontinued than with

"fast relaxers," like SV2G1. Suprasil 2 and SV2G1 are manufactured from the same raw



fused silica material, but Suprasil 2 is processed to have higher homogeneity. The
properties of the five fused silica types are summarized below in Table 1 as are the
exposure conditions for each sample. The homogeneity “grades” are entirely arbitrary and
are only listed for a relative comparison of the samples with “Grade A” being the most
homogeneous. The energy densities listed in Table 1 are averages, where the individual

pulse energy densities had a standard deviation of about 8 mJ/cm?®.

Table 1
Fused silic and irrad
Material and Iength OH content | Homogeneity| Average Pulse |Total Pulses
Energy Density
Suprasil 311 (5mm) 1000 ppm Grade A 83 mJ/cm?2 1000K
SV2G1 (10mm) 1000 ppm Grade B 79 m)/cm2 500K

Suprasil 300 (10mm) 200 - 300 ppm| Grade A 83 mJ/cm2 467K
Suprasil 2 (10mm) 1000 ppm Grade D 77 m)/cm?2 400K

Corning Excimer < lppm Grade AB 79 mJ/cm?2 450K
Grade 7940 (25.4mm)

3.3 Real-time color center monitoring

Figures 1-3 show the dose dependence of Suprasil 2, Suprasil 311 and SV2G1. Data
points correspond to the average of 20 individual pulse transmission measurements.
Figure 1 shows that induced absorption in Suprasil 2, which is proportional to color center
density, increases approximately linearly with pulse count. Suprasil 311, on the other
hand, seems to begin with a large color center formation rate, but then the rate decreases
approximately exponentially with pulse count. SV2G1, has an enormous initial absorption

loss rate, followed by a small gradual recovery. The “fast relaxing"” property of SV2G1
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Figure 1. Transmission through 1-cm long Suprasil 2 versus 77(mJ/cm?), 193-nm pulse
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Figure 2. Transmission through 0.5-cm long Suprasil 311 versus 83(mJ/cm?), 193-nm

pulse count.
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Figure 3a. Transmission through 1-cm long SV2G1 "fast relaxer” versus 80(mJ)/cm?),
193-nm pulse count. During a five minute pause in sample exposure, the transmission
superficially returned near its undamaged value. When exposure was continued, the
transmission returned to its previous damaged value in about two minutes.

o.88
@ 0.84 - ' i
[ =
=
©
o 1a
<=
[= 2]
8
..c: 0.80 - a
=
5 et
2 14 2
S
& o076 4«
— a
. 1 (3 - 20) Minute Pauses of Laser Firing
4
0.72 T y v Y v ¥ v T v T
o 100k 200k 300k 400k 500k

Pulse Count

Figure 3b. Transmission through another 1-cm long SV2G1 "fast relaxer” versus
79(mJ/cm?), 193-nm pulse count. “Fast-relaxing” behavior is again seen as is a gradual
improvement in transmission after the sharp initial drop.
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was observed in a five minute pause in an exposure in Figure 3a. The sample
transmission, which had recovered to nearly its undamaged value, quickly returned to its
previous damaged transmission value in less than two minutes after continuing exposure.
Individual pulse transmission is plotted in Figure 3a at the highly sloped regions. Figure
3b shows how the induced absorption in SV2G1 (a different test than that in Figure 3a)
saturates very early in the exposure and then actually improves with continuing irradiation.
The other samples tested, Corning Excimer Grade 7940 and Suprasil 300 exhibited linear
color center formation versus pulse count dependence like Suprasil 2. Suprasil 300
darkened about twice as fast as Suprasil 2 while Coming Excimer Grade 7940 was about

ten times more resistant to color center formation than was Suprasil 2.

3.4 Compaction monitoring

3.4a Transient stress-induced birefringence

The depolarization dependence of Suprasil 2, Corning Excimer Grade 7940 and SV2G1
on 193-nm pulse count is shown in Figures 4-6. The signal in the plots is the birefringence
generated at a location near the edge of the irradiation region as the samples are damaged.
The other two fused silicas show a similar functional dose dependence. Because of the
difficulty in positioning the probe beam at the same location with respect to the damaging

beam from exposure to exposure, the magnitude of the signals should not be compared.
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Figure 4. Pulse Count dependence of stress induced birefringence through 1-cm Suprasil
2 fused silica for 77(mJ/cm?), 193-nm pulses. Birefringence is measured by detecting
changes in a polarized He-Ne probe beam.
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Suprasil 311 fused silica for 83(mJ/cm?), 193-nm pulses.
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All fused silicas showed roughly the same pulse count dependence of the birefringence
signal. Since the birefringence signal follows the compaction level squared, a quadratic
dependence of birefringence signal with pulse count would indicate a linear dependence of
compaction on pulse count. For all samples measured, the birefringence signal is found to
be super-linear but sub-quadratic, indicating a slightly less than linear dependence of
compaction on pulse count. More rigorous data characterizing the pulse count

dependence of compaction will be presented in Chapter 6.

0.06 -

o
0
»
1

0.02 -

Relative Birefringence (arb. units)

0.00 -

£

T
o

VS
100k 200k 300k 400k S00k
Pulse Count

Figure 6. Pulse Count dependence of stress induced birefringence through 1-cm long
SV2Gl fused silica for 79(mJ/cm?), 193-nm pulses.

For some of the tests, the birefringence signal actually drops initially followed by the
characteristic near-quadratic increase. This drop is believed to be caused by the initial
cancellation of intrinsic birefringence followed by the building of compaction-induced
birefringence. This phenomenon was noted in Chapter 2. The real-time monitoring of
birefringence showed that compaction in fused silica forms independent of color center
formation. In the “fast-relaxing” sample, for example, the color center density increases to
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its maximum at almost the beginning of the irradiation while the compaction-induced
birefringence builds gradually with the exposure and does not exhibit any indications of
saturation. The birefringence, furthermore, never displays any transient behavior resulting

from halting or reinstating an exposure unlike color-center-induced absorption.

3.4b Interferometry measurements of compaction-induced OPD's

Transmitted and reflected phase interferometry measurements on the damaged samples
were conducted at Corning Inc. using a Zygo phase interferometer’. A fit of the first 36
Zernike phase terms was subtracted from the raw data to give a residual wavefront.
Induced optical path differences (OPD’s) were extracted from the residual wavefront,
because the magnitude of the OPD’s from intrinsic inhomogeneities were larger than many
of the radiation-induced OPD’s. Most of the intrinsic inhomogeneities resulted from poor

surface finish as observed in the reflection interferometry measurements.

Table 3 below lists the extracted OPD’s from the residual wavefronts. The gross optical
path length increase from compaction in the samples is equal to the net path length
increase as measured from the transmitted wavefront minus the path length decrease from
surface depressions. A bulk index change for each sample is calculated by dividing the

gross optical path length change by the sample length using Equation 1:

An_(OPD-AL-(n-1)
n L-n

0))
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where n is the index of refraction at 633nm (1.46), L is the sample length, OPD is the net
optical path difference as measured by transmission interferometry, and AL is the sum of
the front and back surface depressions as measured by reflection interferometry. AL is
negative in this notation. The UV-induced reflected wave retardations from the SV2G1

and Suprasil 2 surfaces were too small to measure due to significant intrinsic surface

roughness.
Table 2
Me irradiation-indu i A= -nm
conditions in Table 1
Material and Transmitted | Front Surface | Back Surface [Calculated Bulk
Length Wave Reflected Wave|Reflected Wave| Index (633-nm)
Retardation | Retardation$ | Retardation$ | Change An/n
Suprasil 311 (Smm) 0.015A 0.019M 0.018A 2.04 ppm
SV2G1 (10mm) 0.013)\ *0.0064\ 0.0055,* #0.68 ppm
Suprasil 300 (10mm) 0.045\ 0.022A 0.019A 2.36 ppm
Suprasil 2 (10mm) 0.023A *0.0110 0.0097).* #1.20 ppm
Corning 7940 0.0470 0.0064A 0.004)\ 0.85 ppm
(25.4mm)

*estimated from Suprasil 300 measurements.

#calculated from measured transmitted wave retardation and estimated reflected wave
retardation.

$depth of surface trench is equal to 1/2 of this due to double pass.

3.4c Birefringence distributions to extract compaction

After the five fused silica sample types were irradiated at 193-nm, they were probed with a
polarized He-Ne laser to measure the stress-induced birefringence around the damage site
as described in Chapter 2. Figure 7 is a typical birefringence distribution. Figure 8 is the

best fit to the data using the three-region stress model presented in Chapter 2. Table 3
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Figure 7. Spatial scan with polarized He-Ne beam of stress-induced birefringence in one inch thick
Corning Excimer Grade 7940 due to 193-nm radiation after 450,000, 2.6-mm, 79 mJcm2 pulses.
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Figure 8. Calculated distribution of stress-induced birefringence from a circular region with 8.1 ppm
unconstrained compaction in one inch thick fused silica.
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lists the extracted unconstrained compaction levels for the five tests using the plane strain
model. The corresponding bulk refractive index changes ﬁom density increases were also
calculated using a method to be described later in Chapter 5 (method 2). Refractive index
changes for a given sample and damaging beam geometry are directly proportional to the

unconstrained density change in the sample.

Table 3

Unconstrained Compaction | *633-nm Refractive Index
Material _AVY _ ChangeAwn
Suprasil 311 19.4 ppm 4.00 ppm
SV2G1 6.22 ppm 1.15 ppm
Suprasil 300 16.7 ppm 3.08 ppm
Suprasil 2 11.7 ppm 2.16 ppm
Corning 7940 8.12 ppm 1.35 ppm

*derived for a later comparison of interferometry measurements to density measurements.
The average ratio of An/n extracted from birefringence to An/n determined by
interferometry was 1.67 with a sigma of 0.25. It turns out, however, that the
interferometry results presented here gave erroneously small compaction levels most likely
because a portion of the radiation-induced OPD’s are subtracted when generating the
residual wavefront. Interferometry measurements performed later on the Corning sample
aftter re-polishing but without subtraction of any phase terms measured An/n to be 1.52
ppm. A more detailed comparison of the refractive index changes extracted from
birefringence measurements to those from interferometry will be presented in Chapter 5.
The interferometry data as well as the birefringence measurements are believed to be more
accurate for those tests. The fact that birefringence measurements here were able to
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extract a change in relative refractive index proportional to that found with interferometry
for a wide range of fused silicas and exposure conditions verified that the technique could

be used to measure compaction.

The stress-induced birefringence distributions of several of the samples were re-measured
days and, in one case, years later and found to be essentially unchanged from the
distributions measured immediately following the exposure. This was a strong indication

that room temperature annealing of compaction does not occur to any significant level.

3.5 Material Comparison

Table 4 summarizes the transient damage properties of the five fused silicas tested. Since
only modest levels of induced absorption are allowed in lithographic systems, a
transmission lifetime is defined as the number of 75 mJ/cm? pulses to add one percent per
centimeter absorption. Real lithographic systems have pulse energies in the range of 100
times less than those used in these experiments. It will be shown in Chapter 4, that fused
silicas with a linear pulse count dependence of color center formation have a roughly
squared color center formation rate dependence of pulse energy density. It is unclear,
however, how the fused silicas with saturating color center behavior will perform at lower
intensities. Because of this, it is not truly valid to compare the transmission lifetimes of
the materials with linear behavior to those with saturating color center behavior. Indeed,
recent results show that at lithographic intensity levels, fused silicas with saturating color

center behavior have superior performance to those which do not®,
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Material Coming 7940] Sup.2 [ SV2G1 | Sup. 311 [ Sup. 300
#Transmission "Life" 1000K 100K 150 40K 70K
*C ompaction "Life" 310K 130K 420K 170K 100K
Color Center Pulse linear linear | saturating | saturating | linear
Dependence
Color Center Relaxation Rate slow slow fast Zero slow

#Transmission "Life" is defined as the number of 75 mJ/cm?, 193-nm pulses to induce one
percent additional absorption.

*Compaction "Life" is defined as the number of 75 mJ/cm?, 193-nm pulses to induce 1
ppm change in relative index of refraction.

The compaction lifetime tabulated above is defined as the number of 75 mJ/cm?, 193-nm
pulses to induce 1 ppm change in relative index of refraction where the compaction values
extracted from the stress-induced birefringence measurements have been used. An (N *
%)*7 dependence of compaction has been assumed to adjust for pulse count and energy
density differences between the tests where N is the number of pulses in millions and I is
the energy density in m)/cm®. Experimental support of this functional dependence will be

presented in Chapter 6.

The material with the worst induced-absorption performance, SV2G1, had the best
compaction performance. The ratio of compaction lifetime to transmission lifetime varied
widely from sample to sample; a further indication that compaction and color center
formation are two distinct forms of damage. Suprasil 300, a low OH fused silica, had the
worst compaction rate in addition to having the faster color center formation rate among

the fused silicas with linear color center formation behavior. This result agrees with past
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work which found that low water contest fused silicas damage faster than “wet” fused

silcas®,

3.6 Conclusions

Color center formation and compaction appear to be two separate forms of damage. The
ratio of compaction rate to color center formation rate varies widely from sample to
sample. Furthermore, color centers show self-annealing behavior in some samples while
compaction does not anneal at room temperature even after years. The annealing of color
centers is artificial because the color center density returns to its previous unannealed level
shortly after UV radiation is re-applied. The diversity of responses to UV radiation from
different fused silica types is somewhat surprising, because the materials have
fundamentally the same atomic composition and molecular structure. Variations in fused
silica manufacturing appear to result in subtle material differences which have significant
effects on their resistance to UV damage. Although it is difficult to pinpoint the causes for
the different material responses, these variations are encouraging, because the ability to

produce a less UV damage prone material seems likely.
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Chapter 4

The Role of Two-Photon Absorption and Temperature in Damage

Several experiments using 213nm radiation have been performed with the goals of
characterizing and understanding better the mechanisms behind UV damage to fused silica.
The super-linear dependence of color center formation and compaction on pulse intensity
suggested a two-photon damage process. Comparison of damage rates at 213nm to those
at 193nm and 248nm further supported a two-photon damage mechanism as the rates
scaled with the two-photon absorption coefficient at each wavelength. The two-photon
coefficients at 213nm for all materials measured including crystalline quartz and under all
applied conditions were statistically equivalent, leading to the conclusion that the energy
dissipation mechanism, in addition to two-photon absorption, is important to UV damage
to fused silica. Color center formation rates increased by a factor of over 100 when the
sample temperature was raised to 120C while compaction rates only increase by about a

factor of 4 over the same temperature range.

4.1 Introduction
When radiation travels through a material, there is a non-zero probability that multi-
photon absorption will occur'. The second-order description of the intensity in a sample

as it propagates through that sample can be written as:

81



--}0%=a,+a201 (¢))

where I is the intensity, usually in Watts/cm?, @ is the linear absorption coefficient in cm™,
z is length increasing the direction of propagation (cm), and o, is the two-photon
absorption coefficient in cm/Watts. If the two-photon absorption term were ignored, one
would get the familiar equation for intensity versus depth in a dielectric sample:

I(z) =1, - exp(—0z). Further assuming a small value of oL, the approximate total

absorption in a sample of thickness (L) would be olL.

While two-photon absorption comprises only a small portion of the total absorption in
samples when the intensity is at typical levels, two-photon absorption is important to UV
damage in fused silica. This point becomes more intuitive when one considers that the
effective energy band gap of fused silica is about 8.3eV. Because the photon energies are
smaller than this (193nm 6.4eV, 213nm 5.8V, 248nm 5.0eV), two UV-photons are
needed to surpass this barrier. Experimental support for a two-photon absorption initiated

damage process will be presented in this chapter.
The dependence of damage rates on temperature will also be presented in this chapter. By

characterizing the effective activation energies of irradiation-induced damage, it is hoped

to better understand the chemical and transport phenomenon involved in damage.
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4.2 Dependence of damage rates on temperature

4.2a Color Center Formation Rate as a Function of Temperature

A temperature controlled container was constructed in order to characterize the
dependence of UV-damage rates on ambient temperature. The dependence of the color-
center-induced transmission loss rate on fused silica temperature is shown in Figure 1 for
Coming Excimer Grade 7940. The data are plotted on an Arrhenius-type scale, which
best fit by an effective activation energy of 0.5¢V. The room temperature data point was
extrapolated from previous experiments (Figure 5) performed on the same fused silica
sample type (Comning Excimer Grade 7940). All the elevated temperature experiments

used the same 213nm beam shape and 130(mJ)/cm?) pulses.
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Figure 1. Temperature dependence of induced transmission loss per cm in a 1 inch long
Corning 7940 fused silica sample for 130(mJ/cm?) 213nm pulses. The curve fit suggests
an effective activation energy of 0.5e¢V for 213nm-induced color center formation.

83



It is worth noting that several of the published diffusion activation energies of hydrogen
species in fused silica have similar values to the effective activation energy of UV-induced
color center formation. Wakabayashi® measures the effective diffusion activation energy
for H,O at temperatures below 400C to be about 0.42¢V while that for H, is measured* to
be between 0.3 and 0.45eV. Further research is necessary to determine if enhanced
diffusion of hydrogen species at elevated temperatures leads to the higher UV-induced

color center formation rates.

4.2b Compaction Rate as a Function of Temperature

The stress-induced birefringence distributions of the damage sites were measured with the
“third generation” birefringence monitor several months later. Previous repeated
measurements of birefringence distributions showed no measurable relaxation of
compaction-induced stress even after several months, so the time between exposure and
birefringence measurement should not have effected the results. A relatively large amount
of intrinsic birefringence was present near the damage spots, reducing accuracy. The
213nm beam profile resembled a guassian shape with a full width at half maximum of only
about 0.45mm. The small damage size and absence of an abrupt transition between
compacted and uncompacted material complicated the extraction of the compaction level
from the birefringence distribution. Because the damage spot and He-Ne probe beam (0.3
mm diameter) were about the same size, the characteristic four birefringence peaks of a
typical birefringence distribution was convolved to a single peak. The compaction model

developed in Chapter 2 was used with the relations that describe the dependence of index



on densification from Chapter 5 to extract bulk refractive indices corresponding to the
measured birefringence distributions. The results were listed in Table 1. Values of

0.15mm and 0.30mm were used for r; and r; respectively.

OPD measurements of the damage sites were also performed both two months'® after the
exposures and then after two years®, Because the radiation-induced OPD’s were small
compared to intrinsic inhomogeneities in the sample, a high pass filter was utilized for data
enhancement with the first set of measurements. The index changes, listed in Table 1,
were calculated using the extracted OPD’s. Because surface effects were small, the

equation (An = OPD/L) was used to calculate the index changes where L is the sample

length..
Table 1
UV-induced 633nm refractive index changes in fused silica
at different sample temperatures
(130 mJ/cm’ 213nm pulses in 1 inch long fused silica)
JTemperature | Number An/n An/n (high-pass) An/n
37C 65K 135 ppB 29 ppB 229 ppB
47C 56K 295 ppB 16 ppB 50 ppB
57C 44K 107 ppB 16 ppB 47 ppB
75C 39K 223 ppB 29 ppB 189 ppB
100C 15K 143 ppB 43 ppB 80 ppB
123C 9K 118 ppB 43 ppB 125 ppB

The interferometry results are inherently inaccurate because of the small OPD’s being

resolved and the small size of the damage sites. The interferometry data, nonetheless,
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qualitatively follow the compaction levels extracted from birefringence distributions. The

use of a the high pass filter seemed to give erroneously low OPD data.

In Chapter 6, it will be shown that compaction follows An/n = x (NI)*” where N is the

number of pulses in millions, I is the pulse energy density in mJ/cm?, and x is a material

dependent constant. Figure 2 shows the dependence of k on inverse temperature

calculated by both the interferometry and birefringence measurements. Using the

birefringence data, the value of x increases by about a factor of 3.5 going from 37C to

123C and is best fit with an activation energy of 0.13eV. Activation energies of 0.27eV

(high pass filter data) and 0.18¢eV (1996 data) and are fit to the interferometry data.
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Figure 2. Temperature dependence of compaction in Corning 7940 fused silica sample for
130(mJ/cm?) 213nm pulses. The compaction determined by stress-induced birefringence
and interferometry measurements was fit by the relation An/n = x (N I2)°”.
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The temperature dependence of damage rates found here agrees qualitatively with
previous experiments performed by Rothschild® at 193nm on Suprasil 2°. In that work,
the compaction rate is shown to increase by about a factor of 4 going from 40C to 100C
while the color center rate increased by over 50 for the same temperature range. Because
only one fused silica was examined here, it is unknown if the temperature dependence of

damage rates is a material-dependent property.

4.3 Two-photon absorption coefficients

4.3a Material dependence of two-photon absorption coefficient

The 213-nm two-photon absorption coefficient (slope of absorbance versus energy density
curve) was measured for several fused silica types, for fused silica at elevated temperature,
and for quartz. The source was a quintupled Nd-YAG laser (213nm) with an eight
nanosecond pulse length and a 10Hz repetition rate. Pulse transmission through the

sample was measured using UV photodiodes while the pulse energy density was varied

from 50 to over 1400(mJ/cm2). Since the beam profile of the 213nm beam resembled a
guassian shape, the energy density was defined as the energy divided by the full-width at
half maximum area. A waveplate used in the non-linear optical system which quintuples
the 1064nm Nd-YAG output was rotated to control pulse energy. Since the efficiency of
mixing the third and second harmonic of the Nd-YAG laser is extremely dependent on the
relative phases of the harmonics, a wide range of output 213nm power could be achieved

without altering the beam shape, direction or location. Figure 3 shows a typical
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absorption versus pulse energy density measurement used to extract the two-photon

absorption coefficient.

Table 2 displays the measured two-photon absorption coefficient for several fused silicas
and for one sample of quartz. Many of the fused silicas, Suprasil 2, Suprasil 300, Suprasil
311, Corning 7940, and SV2G1 are described in Chapter 3. Suprasil P20 and Suprasil
P30 are “fast-relaxers” manufactured by Shin-Etsu. The quartz sample has been “swept”.
“Sweeping” is an electo-chemical process to remove impurities. The table shows two
standard deviation limits calculated from measurements of the two-photon coefficient for a
single fused silica sample at six separate locations. All two-photon absorption coefficients
fall within two standard deviations around a mean of 4.3 x 10 (cm/MW). This holds true
for the quartz specimen as well which has been shown to be essentially completely resilient

to UV-induced damage’.
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Figure 3. Absorption per cm in a 1 inch long Corning 7940 fused silica sample versus
213nm energy density. The slope of the curve fit divided by the pulse length gives the
two-photon absorption coefficient which was on average (4.3 x 10® c/MW).
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Table 2

Measured Absorption Coefficients

of Optical Materials at 213nm

Material

s (cm/MW)

Suprasil 2 (#12)

4.6 +/-0.9 % 107

Suprasil 2 (b)

3.54/-09«10°

3.74/-094+10*

Coming Excimer 7940 (#18)
Coming Excimer 7940 (#26)

_3.7+4/-09 4107

Corning Excimer 7940 (#04)

3.9+/-09 +10*

‘ Corming Excimer 7940 (#34)

4.7 +/-0.9 » 10°

Comning Excimer 7940 (#34)

4.1 4/-0.9 » 10*

Sawyer Cultured Quartz

4.2 +/- 0.9 » 10*

after 55k, 560mJ/cm?, 213-nm pulses

Suprasil 300 4.5 +/- 0.9 » 10°
Suprasil 311 4.6 +/- 0.9 x 10*
Suprasil P20 5.2 +/- 0.9 » 10*
Suprasil P30 4.7 +/- 0.9 107
SV1A1 (#47) X
SV2G1 (#48) X
Coming Excimer 7940 (#18)
=21°C 3.5 +/- 0.9 % 10*
T=56°C 4.7 +/- 0.9 » 10
T=100°C 3.5 +/- 0.9 » 10*
undamaged (o = 0.015 +/- 0.01) 4.7 % 10*
damaged (o = 0.075 +/- 0.01) 5.2 %10

The two-photon absorption coefficients of SV1A1 and SV2G1 could not be measured
because induced absorption formed too rapidly. The two-photon absorption coefficient
was not changed at elevated temperatures or after a sample was damaged by UV-radiation
as seen in Table 2. Measurements of the two-photon absorption coefficient for a Corning
sample gave statistically identical results when probing the sample through both a 25mm
and 37mm path, indicating that the rate of two-photon absorption is not different at the

surface of the sample compared to the bulk.
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4.3b The wavelength dependence of the two-photon absorption coefficient
Table 3 lists the previously published ultraviolet two-photon absorption coefficients and

the pulse widths used to make the measurements.

Table 3
UV Two-Photon Absorption Coefficients for Fused Silica
Work Wavelength | Pulse Width | Two-photon absorption coefficient
Brimacombe® 193-nm 5ns 2.0 +/- 0.8 x 10° cm/MW
248-nm 9 ns 2.1 +/- 0.8 x 10 c/MW
Taylor’ 248-nm 0.7 ps 4.5 +/- 2.2 x 10° cm/MW
Liu'® 266-nm 30 ps 1.7 +/- 0.3 x 10° c/MW
Mizunami' 282-nm 3ns 54/- 1x10° c/MW
Eva" 248-nm 25 ns 7.8 x 10° co/MW
Tomie" 248-nm 8 ps 8 +/-2x 10° c/MW
Morozov* 193-nm 60 ns 1.6 x 10° cm/MW
248-nm 70 ns 5x 10® cm/MW

Brimacombe and Mizunami give data on fused silica optical fibers. Because of the
invariance of the 213-nm two-photon absorption coefficients wnh fused silica material
shown in the previous section, bulk and fiber fused silica are expected to have identical
two-photon absorption characteristics. The two-photon absorption coefficients measured
for pulses in the pico-second regime are generally smaller than the coefficients found with
nano-second pulse widths, indicating that a different quantum electronic regime may be
reached for very low pulse widths. Figure 4 shows the previously published two-photon
absorption coefficients and the 213-nm coefficient found in this work. The measured
213nm two-photon coefficient of 4.3 x 104 (cm/MW) corresponds well previous results
and the basic trend where the fused silica coefficient increases by about a factor of ten for

each 40nm decrease in laser wavelength.
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Figure 4. Previously published two-photon absorption coefficients. The line shown is a
linear fit to the long pulse width data as plotted. The 213-nm two-photon absorption
coefficient measured in this work is also shown.
4.4 Damage rates as a function of radiation intensity
Experiments were performed at 213nm to determine the dependence of color center
formation and compaction on pulse intensity. As previously described, UV sensitive
photodiodes measured individual pulse transmission by monitoring pulse intensity before
and after the fused silica sample. Compaction was monitored using the “first generation”
birefringence monitor where the nearly linearly polarized 213nm beam was used as both
the damaging beam and birefringence probe beam. The reflectance off a calcium fluoride

plate placed behind the sample and oriented near Brewster's angle was measured to

monitor beam polarization. Two samples of Corning Excimer Grade 7940 were analyzed.
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The density of color centers as indicated by decreased transmission through the irradiated
fused silica increased nearly linearly with total dose at a fixed laser fluence. The rate of
color center formation (slope of transmission loss versus pulse count) shown in Figure 5
followed a super-linear dependence on pulse energy density. Comparison with a fitted
quadratic curve suggests that a two-photon process is the catalyst for UV-induced color

center formation in fused silica.
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Figure 5. UV-induced transmission loss per cm in a 1 inch long Corning 7940 fused silica
sample versus 213nm pulse energy density. The dotted curve is a quadratic fit of the data.
Compaction rates, as indicated by both stress-induced birefringence and interferometry,
followed a super-linear dependence on pulse energy density'®. Because of the superior
quality of data taken using the “third generation” birefringence monitor with 193nm
radiation, the precise dependence of compaction on energy density and pulse count will be

deferred until Chapter 6.
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4.5 Damage rates as a function of radiation wavelength

4.5a Compaction rate as a function of wavelength

As seen in Chapter 3, different fused silicas display a wide range of color center and
compaction rates. To compare damage rates at different wavelengths, one must,
therefore, use the same material at each wavelength. Because of this, tests at Corning'®
(248nm), UC-Berkeley (213nm), and Lincoln Laboratories'’ (193nm) all used identically

sized Corning Excimer Grade 7940 fused silica samples cut from the same boule.

A Zygo Phase Measuring Interferometer' is used to measure the induced optical path
length changes caused by 193nm, 213nm and 248nm irradiation on Corning Excimer
grade 7940 fused silica. The optical path length change is a combined measure of
increased path length due to fused silica densification and decreased path length due to the
formation of surface depressions on the fused silica entrance and exit faces. The net
resulting path length is longer. Figure 6 shows the net optical path length through the
2.5cm samples versus a dose parameter proportional to the integrated intensity squared
within the samples, number of pulses multiplied by the pulse energy density squared
divided by the pulse length. At a given two-photon absorption coefficient or wavelength,
the x-axis in Figure 6 is directly proportional to the total number of two-photon
interactions to have occurred in the samples. The pulse lengths are approximately 11ns,

8ns and 18ns for the 193-nm, 213-nm and 248-nm respectively.
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Figure 6. Comparison of UV-induced optical path length changes in 1 inch long Corning
7940 fused silica at different wavelengths. At a given wavelength, the x-axis is
proportional to the number of two-photon “events”.

To compare the OPD formation rates per two-photon “event” at each wavelength, we
replot the data in Figure 6 to account for the different two-photon absorption coefficients
at each wavelength. Figure 7 shows the OPD’s at each wavelength plotted versus the
total amount of energy absorbed by two-photon absorption (energy density squared times
the two-photon absorption coefficient times the number of pulses divided by the pulse

length) at that wavelength. Two-plioton absorption coefficients of 2 x 10-3, 4.3 x 104

and 5 x 103 (c/MW) are used for 193-nm, 213-nm and 248-nm lasers respectively.
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Figure 7. Comparison of UV-induced optical path length changes in 1 inch long Corning
7940 fused silica at different wavelengths versus energy absorbed by two-photon
absorption at each wavelength. The line shown is 3.5 x 10 A (two-photon energy
absorbed)®’.

As seen in Figure 7, the induced optical path length differences from 193-nm and 248-nm
radiation per two-photon “event” are roughly equivalent. Differences in the OPD
formation per two-photon “event” at each wavelength are likely a result of the
uncertainties in the measurement of the energy densities, pulse lengths and two-photon
absorption coefficients needed for the comparison. The 213-nm data lies substantially
below the 193-nm and 248-nm data (by about 2 to 3X). As explained below, we believe

this discrepancy is a result of inaccurate interferometry measurements, possibly due to the

smaller 213-nm spot area.
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Table 4 gives the 213nm exposure conditions and interferometry data. As will be shown
in Chapter 5 (Figure 4), total OPD formation for geometries used here is only a weak
function of damage spot size. So, even though the 213nm beam used was much smaller
than the beams used in the Excimer experiments, the OPD’s can be used to compare
compaction rates. -

Table 4

213nm Irradiation Conditions and Interferometry Data
(1 inch long Corning 7940 fused silica)

Energy Density |Total Pulse Count|  (Energy Density)’ x = 633nm
__Puilse Count
290 mJ/cm? 125K 1.05 x 10° (J/cm?)* 0.0096),
320 mJ/cm? 120K 1.23 x 10° O/cm?)? 0.0126 A
390 mJ/cm’ 52K 0.79 x 10° (J/cm?)’ 0.0054 A,
165 mJ/cm? 150K 0.41 x 10° (J/cm?)? 0.005 A

Fitting the data in Table 4 to a An/n =1 (NI)"” relation would give an average 1 value of
0.24ppB where N is the pulse count in millions and I is the energy density squared in
mJ/cm?, Extrapolating the temperature data in Figure 2 to room temperature, however,
would give a value for n of 1ppB when the birefringence data are used to extract
compaction levels. Furthermore, a later transmission interferometry measurement’ that
found a 0.017A OPD from a spot irradiated by 200,000, 130 mJ/cm?, 213nm pulses, also
equates to an 1 value of 1. These data and the agreement of later interferometry results
on larger compacted areas with index changes calculated from birefringence distributions
(presented in Chapter 5) suggest that the OPD’s from 213-nm radiation found here with

interferometry were erroneously small. Using the temperature data or the later
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interferometry data point, the 213-nm compaction rate per two-photon “event” agrees

with the 193-nm and 248-nm rates.

4.5b Color center formation rate as a function of wavelength

Fused silica samples were exposed at 193nm and 213nm to characterize the dependence of

color center formation on radiation wavelength. Because past experiments showed that

the color center formation rate of different fused silica samples varied significantly even

among the same fused silica type', the 193-nm and 213-nm irradiations were performed

on identical specimens. Table 5 lists the experimental conditions under which the fused
silica samples described in Chapter 2 were irradiated. The diameters of the 193-nm and

213-nm beams used were approximately 2.6 mm and 0.4 mm respectively. As described in
Chapter 2; Suprasil 2, Suprasil 300, and Corning Excimer Grade 7940 fused silica all

showed an approximate linear increase of color-center-induced absorption with laser pulse

count. The absorption loss rates (slope of transmission versus pulse count plot) of these

samples are also listed in Table 5.

Table §

Fused silica irradiation experimental conditi ions and

measured transmission loss rates

M ickne. Laser | Pulse Energy| Total | Measured Transmission
Wavelength| Density | Pulses _LossRate
Suprasil 311 (Smm) | 193-nm | g3myem2 | 1000K *
SV2G1 (10mm) 193-nm | 79 my/em2 | 500K *
Suprasil 300 (10mm) | 193-nm | 83m)/cm2 | 467K | 1.40%/(cme100K pulses)
Suprasil 2 (10mm) 193-nm | 77 mJ/ecm2 | 400K |{0.96%/(cme100K pulses)
213-nm | 50, miem2 | 93K | 5.38%/(cme100K pulses)
Corning Excimer 193-nm | 79 m¥cm2 | 450K |[0.096%/(cme100K pulses)]
Grade 7940 (25.4mm)| 213-nm 132 mJ/cm2 200K | 0.19%/(cme100K pulses)

* transmission loss is non-linear so no single loss rate is defined.
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Table 6 lists the extrapolated transmission loss rates (transmission at 215nm) for 20
nanosecond, 100-mJ/cm? pulses of both 193nm and 213nm radiation. It assumes that the
absorption loss at 193-nm corresponds to 65% of the loss occurring at the 215-nm
absorption peak based on previously published E’ color center absorption spectra®. The
loss rates are also assumed to depend quadratically on pulse energy density following the

data shown above in Section 4.4.

Table 6
timated fused silica tr ission | ra
per 100K, 20 nsec., 100 mJ/cm? pulses
Materia] Suprasil 300 | Suprasil2 |

Estimated 215-nm Trans. Loss Rate 3.13%/cm 2.49%/cm 0.24%/cm

(193-nm radiation)
Estimated 215-nm Trans. Loss Rate 0.81%/cm 0.55%/cm | 0.046%/cm

(213-nm radiation)

193-nm radiation rate/ 3.9 4.5 5.2
213-nm radiation rate

The results listed in Table 6 indicate that the color center formation rate at 193-nm is
approximately 4.5 times larger than the rate at 213-nm. This is in agreement with a two-
photon damage mechanism because the published 193-nm two-photon absorption
coefficient® (2 x 10° cm/MW) and 213-nm two-photon absorption coefficient (4.3 x 10™

cm/MW) have roughly the same ratio (4.7).
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4.6 Conclusions

The rate of color center formation increased significantly with sample temperature and
was found to follow and effective activation energy of 0.5eV. Compaction as indicated by
stress-induced birefringence had a much weaker temperature dependence. The different
temperature dependencies between color center formation and compaction is yet another

indication that the two are distinct forms of fused silica damage.

Two strong indications that UV-induced damage in fused silica is initiated by a two-
photon process are reported. Firstly, the rates of both compaction and of color center
formation depend super-linearly on pulse energy density. Secondly, the rates of both
compaction and color center formation at different wavelength scale roughly with the two-

photon absorption coefficient at that wavelength.

The large differences in damage rates and transient characteristics between fused silicas
and quartz, however, cannot be attributed to varying levels of two-photon absorption.
The two-photon absorption coefficients at 213nm for all fused silicas measured including
crystalline quartz and under all applied conditions were statistically equivalent, suggesting
that the energy dissipation mechanism, in addition to two-photon absorpﬁoﬁ, is important

to UV damage to fused silica.
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Chapter §

Optical Changes from UV-Damage in Fused Silica

The three major components to OPD formation from UV-damage in fused silica are
surface depression formation; and refractive index changes from color center formation
and irradiation-induced densification. Refractive index changes from color center
formation, predicted from the Kramers-Kronig relations, are not found to be significant to
the total index change from damage. Refractive index changes from densification are
calculated using the differentiated Lorentz-Lorenz relation. Index changes from
unconstrained irradiation-induced densification and from expansion resulting from
resistance to compaction from undamaged areas are calculated separately using the
absolute stress-optic coefficients because refractive index changes depend upon the
method of densification (elastic versus inelastic). Density changes in irradiated samples
are extracted from both stress-induced birefringence and surface crater depth
measurements. At 633nm, an index change of 0.42 ppm is deduced for a 1ppm
unconstrained irradiation-induced densification by comparing density changes to index
changes extracted directly from interferometry data. This value is in agreement with index
changes found from other forms of stress-free compaction including gamma and neutron-
induced compaction. The dependence of OPD formation on the sampling wavelength, the
size of the compacted area, and the sample geometry for a given level of damage is

characterized.
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5.1 Introduction

The true measure of the consequences of damage on the performance of an optical
element is in its imaging performance. Optical Path Differences (OPD’s) are the best
“unit” for quantifying imperfections in optical elements. The optical path length is simply
the refractive index of the material times the length, so having a measure of index and
length changes is sufficient to calculate OPD’s. The sample length change is only a
function of density changes and the distribution of damage in the sample. Changes in the
refractive index, on the other hand, are a complex function of the sampling wavelength,
densification level, the size of the compacted area, the sample geometry and the color
center density within the sample. While birefringence monitoring is an optical measure of
compaction, it is a measure of differences in directional stresses (or strains) at a given
location, not absolute index change. This chapter will develop the relations between
refractive index and density, stress and color center density to not only allow for
calculations of OPD’s from transmission and birefringence measurements, but to allow for
characterization of the dependence of OPD formation on sample geometry and

wavelength.

5.2 Refractive index changes from color center formation

The formation of color centers corresponds to a distinct chemical change within fused
silica. As might be expected, a change in refractive index results from the chemical
transformation. Because of the complexity of the glassy structure, we are unable to

determine the change in index from color center formation based on chemical information
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alone. The absorbance spectra of the E’ color center, however, is well characterized'.
Using the Kramers-Kronig relation’, we are able to estimate the change in the refractive
index spectra from the color center absorption spectra. The Kramers-Kronig relations are
based on the principle that the real and imaginary parts of the refractive index of a material
depend on each other. If either the real or the imaginary component of the refractive
index is known for all wavelengths, the other component can be calculated. If we define
n(w) to be the real part of the refractive index and k() to be the imaginary part, then the

Kramers-Kronig relations are:

n(m)=l+£~P @"“k(®)

T o(m0)2 _mz - do' (1)

20 0')-1
k@)= Pl

do' 2

where P denotes the principle value of the integral which essentially calls for integration of
the integrand at all points except when the integrand goes to infinity (& = @). The more
rigid definition requires selection of the imaginary integrand with phase between zero and

2x. The relation between absorbance and the imaginary component of the refractive index

is given by the following:
a@)-c, A o(®)
k = =
() %0 ym 3)
where o) is the absorbance and c, is the speed of light in vacuum. We assume a
guassian shaped absorbance band given by the generic relation:
-((0 [ — )2 ]
Ak(0')=A- —_—
(") exn[ @)’ C))
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where A is a constant, a, is the center frequency and 1.67 Aw is the full width at half
maximum (FWHM) of the distribution. Given a 40-nm FWHM band centered at 210nm
(the E’ color center peak) and a peak absorption of 0.01/cm; Figure 1 shows the
calculated corresponding change in refractive index. A characteristic sharp transition
occurs around the absorption peak, where at 193nm the index change is negative. At
633nm, about a 2.5ppB increase in refractive index is calculated for the given absorption

band.

10 - -

-5 -

Real Part of Refractive Index Change An (ppb)

-10 P ] A A Py A A A A A 1

200 300 400 * 600 800 700
Wavelength (nm).

Figure 1. Refractive Index Spectra change calculated for a 40nm FWHM, 0.01/cm peak
absorption band centered at 210nm using the Kramers-Kronig relations.

It should be emphasized that the use of the Kramers-Kronig relations assumes knowledge
of either the real or imaginary components of the refractive index for all wavelengths.

Since it is impossible to measure the entire spectrum of either, one must make the
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assumption that the only changes within the absorption band are those which are
measured. Other bands from UV-radiation are found for some UV-irradiated fused
silicas®, including peaks at 265nm and 167nm. Furthermore, a small change in the
absorption band over a wide band could result in significant alterations of the refractive

index spectra.

Keeping the above caution in mind, it appears that for most cases, refractive index changes
induced from color center formation are a small portion of the overall radiation-induced
refractive index change. For example, the most heavily darkened sample damaged at room
temperature had less than 0.1/cm induced absorption while having a total change in
refractive index of no less than 1ppm. The index spectra in Figure 1 then suggests that the
color-center-induced refractive index change (< 25 ppB @ 633nm) constitutes less than

3% of the total refractive index change (> 1ppm) at 633nm.

S.3 Formation of surface depressions from compaction

Radiation-induced compaction within fused silica causes the formation of a surface
depression on the entrance and exit surfaces of the irradiated region. The depth of these
surface craters are measured using reflection interferometry®. Table 1 lists reflection
interferometry results for samples exposed to a 3mm diameter 193nm beam. The

irradiation conditions are described later in Chapter 6.
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Because the surface features are a direct result of densification, the depth of the
depressions can be used as another method to extract density changes. Finite Element
Analysis (FEA) is used to determine the magnitude of unconstrained compaction required
to generate a surface crater equal to the depth of those measured with interferometry. As
in the simulations presented in Chapter 2, irradiation-induced compaction was emulated by
setting the section considered compacted to have a different reference temperature than
the uncompacted material. Figure 2 shows distortion output from the FEA program
FEAP’ where mesh distortions have been exaggerated 300,000 times. A radially
symmetric geometry is used where the center region is set to have a reference temperature
and coefficient of thermal expansion equivalent to a 1ppm linear compaction (3ppm by
volume). Only the top half of the cylindrical cross section is shown in the figure. Regions
near the surface and interface between the compacted cylinder and uncompacted region
are again meshed more finely to improve accuracy by creating more elements in regions
with larger stress gradients. The results from the FEA simulations are listed in Table 1.
The unconstrained compaction level is simply the level of initial compaction required to
produce a surface depth equal to the average of the front and back surface depths

measured with interferometry.

107



"uonoedwod 2y} 0} NP WLIOJ 0 PIAJLINO[ED ST YOUI) WUZ | Y "SSUNDIY) Ul WWI()| PUB IJWRIp ur wuwg| s az1s ajdures
[£10) 9y [, "UOIZAI J9JQWERIP W] I3)U3d 3Y) ul uonoedwod paurensuosun wddg  woiy SUOIIOISIP Jo uonesyiuSew go0‘00¢ “Z 2InSL]

108



Table 1
Measured Densification-Induced Surface Depths and Corresponding
Extracted Compaction (from average of front and rear surface depths)

Sample and Front Surface Back Surface Extracted (Ap/p),
_Length _Depth
7940 spot #1 (25mm) 17.1nm 13.9 nm 14.1 ppm
7940 spot #2 (25mm) 16.5 nm 15.2nm 14.4 ppm
Suprasil 2 (9.5mm) 8.4 nm 5.1 nom 7.0 ppm
SV2G1 (9.5mm) 10.3 nm 8.4 nm 9.7 ppm
Suprasil 311 (25mm) 27.0nm 17.2 nm 20.1 ppm

The front surface crater depths were consistently larger than the exit surface, indicating
that the front part of the sample is more heavily compacted than the rear. The magnitude
of the differences in the depths was surprising because absorption by the samples was
generally less than a few percent though the entire sample length. Differences in the color
of radiation-induced fluorescence at the front and rear of the Suprasil 311 sample
indicated that the composition and hence radiation hardness through the length may not
have been uniform in that sample. The front half fluoresced red while the back half
fluoresced green. When the sample was turned around with respect to the incoming beam,
the front then fluoresced green and the back red. Radiation-induced fluorescence will be

discussed in more detail in Chapter 8.

The extracted compaction levels from FEA simulations of measured surface depressions
are compared to compaction levels extracted from birefringence distribution
measurements. Table 2 shows the extracted unconstrained compaction levels using both

methods. The unconstrained compaction levels from the birefringence data were
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calculated using Equation (15a) in Chapter 2, (Ap/p). =6 Kz (1 - v) /E. The K; values

were extracted using the three region stress model described in Chapter 2.

Table 2

Unconstrained Compaction Levels Extracted from Surface Depression Depth
Measurements and Birefringence Measurements

Sample and Extracted (Ap/p). from Extracted (Ap/p). from
I i Birefri Distribut
7940 spot #1 (25mm) 14.1 ppm 13.6 ppm
7940 spot #2 (25mm) 14.4 ppm 15.2 ppm
Suprasil 2 (9.5mm) 7.0 ppm 10.5 ppm
SV2G1 (9.5mm) 9.7 ppm 10.4 ppm
Suprasil 311 (25mm) 20.1 ppm 22.0 ppm

The unconstrained compaction data extracted from surface crater depth measurements

were on average 13% less than those extracted from birefringence measurements. FEA of

the two-region stress model instead of the three region model, which was used to extract

K; values, may have led to some of the discrepancies. The two methods agreed better for

higher damage levels where reflection interferometry measurements are less plagued by

errors from surface roughness. For the irradiation geometry used in these experiments,

the OPD decrease from surface crater formation off-sets less than 25% of the OPD

increase from bulk densification. As will be seen later, for geometries where the irradiated

region is a more substantial portion of the total sample volume, the OPD contribution

from surface effects becomes more important.
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5.4 Non-Uniform Refractive Index Changes from Directional Stress Differences
In Chapter 2, the simple relation between the difference in refractive indices of orthogonal

polarizations of radiation and the stress difference in those directions was given as:

m-m)=R(c:-0y) )

where n; and n, are the refractive indices seen by light polarized in the (2) and (1)
direction respectively; 6, and 6, are the stresses in the (2) and (1) directions; and R is the

stress-optic constant which is both material and wavelength dependent.

The center of a symmetric damage region has, in general, uniform stress and hence the
refractive index is independent of input polarization. The boundary between irradiated and
unirradiated material has non-uniform stress as can be observed in the stress-induced
birefringence distributions resulting from a circularly compaction region. Here one could
observe a maximum direction index difference of An =2 K, R or (An/n)pe = 0.5 ppm K,
(kg/cm?). As before, K, is the radial stress in the center compaction region. As a rough
rule of thumb, the index change from densification in the center follows (An/n)gex = 1.2
ppm K, only about a factor of two larger. So, if polarized radiation is used, the effects of
stress-induced index changes at the edge of the irradiation region will be nearly as

significant as bulk densification.
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5.5 Refractive Index and Polarizability Changes from Densification
Bulk refractive index changes from density changes are traditionally calculated using the

well-known differentiated Lorentz - Lorenz relation®:

(n® - 1)e(n® + 2)
6n* ’

An
n

=%-(l+m- ©

where n is the refractive index (1.457 at 633nm), (Ap/p) is the relative compaction and Q
is equal to [(Aa/cr) / (Ap/p)], the ratio of relative polarizability change to relative density
change. A comparison of previously extracted values of Q suggests that Q depends on

whether the densification is elastic or inelastic.

Vedam’ finds a value of -0.38 for Q by comparing refractive index changes to density
changes in fused silica densified by reversible hydrostatic pressure (elastic). In tests where
fused silica is inelastically compacted, however, a value of -0.19 +/- 0.04 for Q is
consistently found for fused silica. Table 3 summarizes the published Qs and the
corresponding compaction method for tests where fused silica was permanently densified

(inelastic).
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Table 3
Extracted Compaction-Induced Polarizability Changes
for Inelastic Densification (Q = Aa/a./ Ap/p) at 633nm

Work Q i
Kitamura® (1993) -0.15 Hot Isostatic Pressing
Shelby’ (1980) -0.22 —_®Co Gamma Irradiation (1 MeV)
Armdt'* ! -0.19 High Temperature Mechanical Pressure
Amdi" -0.22 Shock-waves
Primak'? (1958) -0.16 Neutron Irradiation
Dellin** (1977) -0.15* 18-keV Electron Irradiation
*see text for explanation

Dellin et al.™ erroneously listed values for Q of 0.39 for low electron doses and -0.25 for
high electron doses. In that work, the authors irradiated periodic strips of fused silica with
electrons to produce a phase grating. Refractive index changes were measured by
employing the grid as a transmission phase grating while compaction was measured by
using the sample as a reflection phase grating. The values of Q were extracted by
comparing the extracted index change to the net density change. By treating the index
changes from unconstrained electron-induced densification and index changes from
resistance of the unirradiated portions of the sample to compaction as separate

contributors, however, a much different result was obtained. Dellin*, in fact, addressed

A
this in an appendix where he showed for his geometry that % =045 (Tp] when a
et

value of -0.15 was used for Q and the two contributors to the net density change were
treated separately. This closely fit his experimental data. Different approaches in

computing refractive index changes from densification will be detailed later in this chapter.
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The Hot Isostatic Pressing method used by Kitamura permanently densified fused silica by
applying atmospheric pressure at high temperatures. The final density changes produced
by this method were stress-free as is the case with the irradiation-induced densifications.
Armndt permanently densified a wide variety of glasses by applying uniform mechanical
pressure at high temperature. The value given for neutron-induced densification was that
found in the early stages of irradiation. There, £ shifted gradually to -0.30 after longer

irradiations.

Since polarizability changes from stress-inducing or elastic compaction appear to be larger
than those produced by densifications yielding no stress (inelastic), the net compaction in a
UV-irradiated sample needs to considered as two separate compaction types. The first
type is irradiation-induced compaction and the second type is pressure-induced expansion
from the resistance of the undamaged portion of the sample to the compaction in the
irradiated region. Since there is no well established value of 2 for UV-induced
compaction, the value will be deduced from a comparison of density levels extracted from
birefringence and surface crater depth measurements to refractive index levels extracted
from interferometry measurements. Refractive index changes from stresses corresponding
to the pressure-induced compaction will be calculated using the absolute stress-optic

coefficients as described in the next section.
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5.6 Refractive Index Changes from Ela;stic Resistance to Compaction

When only a portion of a fused silica is densified by radiation, the unexposed portion of
the sample acts to resist the distortions driven by that compaction. The forces and strains
associated with this resistance to densification are equivalent to those which would
develop by placing negative external pressure on a uniformly damaged sample. To
determine the refractive index changes resulting from the resistance of the undamaged
portion of the sample to compaction in the irradiated region, the absolute stress-optic
coefficients will be used. The stress-optic coefficients give the absolute refractive index
changes in directions both parallel and perpendicular to an applied stress. The
phenomenon of stress producing refractive indices which depend upon the relative
orientation of the input light polarization with respect to the applied stress is know as the
stress-optic effect. The stress-optic effect is often referred to interchangeably with the
strain-optic effect. It is often pointed out that the reshaping of atomic orbitals by strains is
the true cause of birefringence and the notion of forces or stresses directly causing index
changes is not precise'. Since stresses and strains are linearly related for elastic

amorphous materials such as fused silica, no distinction is needed here.

Accurate measurements of the absolute refractive index change from stress are published
by both Primak'® and Borrelli'’. Primak uses a static pressure interferometric technique
while Borelli uses an ultrasonic technique. Primak defines C as the absolute index change
in the direction of the applied stress (6) and C; as the absolute index change for a ray

polarized perpendicular to the applied stress. The photoelastic constant is thus given by:
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R = (Cz - C;). Ata wavelength of 546nm, Primak gives average values for X, C; and C,
to be -3.56, -4.22 and -0.65 respectively where all three values were measured
independently. Primak finds a value at (A = 644nm) of -4.19(nm/cm)/(kg/cm?) for C, and
-3.51(nm/cm)/(kg/cm?) for K. C, is then calculated to be -0.68(nmlcm)/(kglcm2). At
633nm and with Corning 7940 fused silica, Borrelli gives results which can be used to
calculate a value of -0.403 for C; and -0.101 for C,. Because Primak tested several more
samples and because his results agree better with the well established value for R, his
values for C; and C, will be used. Primak’s values fall within the stated uncertainty of
Borelli’s results. Using stress-optic coefficient values of -0.7 and -4.2(nmlcm)l(kg/cm2)
for C; and C; is equivalent to using Neumann strain-optic constants of 0.196 and 0.091 for
p and q. The Neumann strain-optics are defined by: The index change for light polarized
in the direction of a unit strain is equal to (q n?) and the index change for light polarized

perpendicular to the strain is (p n?).

Confidence in the validity of using the absolute stress-optic coefficients is gained by
comparing the index change predicted by the coefficients and that found for a sample
under uniform external pressure. As alluded to earlier, Vedam’ finds that An in fused
silica follows approximately -0.33 Ap/p (A = 589nm) in a sample under uniform static
pressure. Primak’s photoelastic constants predict the same result independently. This can
be shown simply by considering a sample where a uniform pressure has been applied such
that 6; = 6; = 63 = 1 kg/cm®. The net expansion would then be 3(1 - 2v)/E, making Ap/p

equal to 2.66ppm. The photoelastic constants would predict an index change for any
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polarization equal to C; + 2C; or -0.906ppm using like units . Symmetry is used here
where the stress in the direction of light polarization contributes an index change of C,
while the other two stresses each contribute an index change of C,. The total index
change for any polarization is then given by: An =-0.34 Ap/p, in agreement with the

value found by Vedam.

5.7 Total OPD Formation from Density Measurements

S.7a Direct Measurements of Compaction-Induced Index Changes

Interferometry measurements were performed to get a direct measure of refractive index
increases from compaction. The transmitted and reflected phase interferometry
measurements on the (1990-1994) grade fused silica samples were conducted at Corning
Inc. using a Zygo phase interferometer'’. Unlike with the interferometry measurements
described in Chapter 3, the fit of the first 36 Zernike phase terms was not subtracted from
the raw data to give a residual wavefront. Only tilt was subtracted to account for the
inability to align the sample absolutely normal to the interferometry beams. Superior
surface polish'® made the need to subtract intrinsic wavefront aberrations unnecessary.
Table 4 below lists measured OPD’s. The gross optical path length increase from
compaction in the samples is equal to the net path length increase as measured from the
transmitted wavefront minus the path length decrease from surface depressions. A bulk
index change for each sample was calculated by dividing the gross optical path length

change by the sample length using Equation 7:
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An_(OPD-AL-(n-1)

n

L-n

@)

where n is the index of refraction at 633nm (1.457), L is the sample length, OPD is the net

optical path difference as measured by transmission interferometry, and AL is the sum of

the front and back surface depressions as measured by reflection interferometry. AL is

negative in this notation. The reflection interferometry data listed in the table are single

pass values. The UV-induced reflected wave retardations from the Suprasil 300 surfaces

are too small to measure due to significant intrinsic surface roughness.

Table 4
Measured irradiation-induced optical path changes (A = 632.8-nm)
Material and Length | Transmitted | Front Surface | Back Surface |Calculated Bulk
Wave Reflected Wave|Reflected Wave|Index (633-nm)
Retardation | Retardation | Retardation | Change An/n |
Suprasil 311 (25mm) 0.163\ 0.0427A 0.0271A 3.39 ppm
SV2G1 (9.5mm) 0.0407A 0.0162A 0.01322 2.48 ppm
Suprasil 300 (9.5mm){  0.042), *0.0179M *0.0126A 2.56 ppm
Suprasil 2 (9.5mm) 0.029A 0.0133A 0.0080A 1.77 ppm
7940 spot #1 (25mm) 0.1192 0.027M 0.022\ 2.46 ppm
7940 spot #2 (25mm) 0.121A 0.026A 0.024\ 2.50 ppm
7940 spot #3 (25mm) 0.054\ 0.013A *0.011\ 1.13 ppm

*estimated from front surface and 7940 spot #1 and #2 measurements.
*estimated from SV2G1 and Suprasil 2 measurements.

5.7b FEA Calculations of Final Density and Stresses from UV-Induced Compaction

FEA simulations are used to compute the net density changes and stresses resulting from

UV-induced densification in different shaped fused silicas samples. The net density and
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stresses are needed to calculate the refractive index change resulting from the damage.
The simulations use identical methods and geometries to those previously described. The
constrained compaction is taken as the average final density change along the center of the
damage region through the sample. The average stresses along the center of the damage
region are also calculated. Simple FORTRAN programs are used to read in appropriate
nodal strain and stress values and to calculate the averages along the length of the sample.
Table 5 summarizes the calculated average stress in the z-direction (along length of
sample), constrained and unconstrained densifications normalized for a compaction
producing a radial stress of K,. This normalization is used because K, can be extracted
from the analysis of birefringence data as described in Chapter 2. A 3mm damage

diameter and 30mm sample diameter are used for the simulations.

In Chapter 2, a plane strain assumption was assumed to model the stress distribution in a
compacted sample. The model predicted that the net density change in a compacted
sample would be [2 K; (1 + v)/E] where K, is the radial stress in the center of the
compacted region, v is Poisson’s ratio (0.17) and E is Young’s Modulus (743 x 10°
kg/cm?). This is 0.47 of the derived unconstrained compaction level [6 K> (1 - v) /E].
The stress models presented in Chapter 2 (assuming plane strain) predict an average z-

stress equal to:

__(U-vB AL 2B
%= =-2v+v) L T d-2v)d+v) "

®

&n, the radial strain, is equal to:
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K,

(1+v)-(1-2v) —VAL

E

L

from Equation (16) in Chapter 2 and taking into account the radial strain resulting from

stretching the initially compacted cylinder in the z-direction. Using Equation (15) in

Chapter 2 and following that AL/L equals one third of the unconstrained compaction ,

AL/L equals 2-K, -

a-v)
E

z-stress of 2.02 K,.

Table 5§

. Using the known elastic constants for fused silica one gets a

Comparison of Final Density and Stress in 30mm diameter sample
with 3mm Damage Diameter
(center radial stress = K; in (kg/cm?))

Method Sample Length | Unconstrained Constrained Average
Densification Densification Z-stress

Stress Model X 6.69 K, (ppm) | 3.15 K, (ppm) 202K,
FEA 2.5cm 6.77 K> (ppm) | 3.66 K, (ppm) 1.64 K,
FEA lcm 6.90K, (ppm) | 4.28 K; (ppm) 1.10K,

Despite predicting stress distributions for samples as short as 1cm within 5% given the

unconstrained densification, the plain strain model is less accurate in predicting net

compaction and z-stresses for thin specimens. When these quantities are required for

OPD calculations, the FEA simulation results will be utilized to improve accuracy.

5.7¢ Calculating Refractive Index Changes from Densification

Three methods for calculating (633nm) refractive index changes are considered here.

They are listed in order of increasing complexity and accuracy. Refractive index changes
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from color center formation are ignored here because of their relatively small contribution
to total index changes. No more than 0.05/cm absorption is measured in any of the
samples described in this section which should correspond to less than a 25ppB index

increase at 633nm.

(1) Method (1) calculates € by using the Lorentz-Lorenz relation shown in Equation (10)

and the “observed” 633-nm refractive index changes and net density levels.

2
n 6n et

Since this method does not delineate between density changes from irradiation and those
from resistance of the undamaged portion of the sample to compaction, the value of €,

defined by Equation (10), will depend upon the distribution of damage and sample

geometry.

(2) Method (2) calculates the refractive index change by using the Lorentz-Lorenz
relation and dividing up the net densification into two components, unconstrained
densification from irradiation and expansion from resistance by the undamaged area to
compaction. A value’ of -0.38 for Q is used for the expansion while Q for irradiation-
induced densification will be inferred from measurements. The unconstrained compaction

levels are first extracted from birefringence distribution measurements by the method
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described in Chapter 2. From those, the net density change will be computed using results

from FEA simulations. The net refractive index change is then given by:

(82 o] 2] 5]} o

where (Ap/p), is the unconstrained compaction from UV radiation, (Ap/p)oct is the net

densification, Quv is relative polarizability change per relative density change due to UV-
induced compaction, and Q, is relative polarizability change per relative density change

due to pressure-induced expansion (-0.38).

(3) Method (3) again considers refractive index changes from irradiation and from
pressure as separate components. Here, however, refractive index changes resulting from
expansion due to resistance by the undamaged area to compaction are calculated using the
individual stress-optic coefficients measured by Primak. Refractive index changes from
unconstrained irradiation-induced densification are then calculated using the Lorentz-
Lorenz relation and with  inferred from measurements. When method (3)isused to

calculate refractive index changes from densification, the following expression is used:

2_1).(n? — =
(QJ =(n 1)-(n +2).(1+Qw){%)+(c,+c,)c,+c,c, a2

2
n 6n A n
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where C, and C; are Primak’s stress-optic coefficients (-0.07 and -0.42); and 6, and O, are
the average radial and z-stresses respectively. Equation (12) utilizes the property that in
the center of the damaged region the radial and tangential stresses are equal. The z-
stresses are predicted using FEA simulations using like geometries of the experiments and
unconstrained density changes extracted from either birefringence or surface depression
depth measurements. If the average z-stress was equal to the average radial and tangential
stresses, the sample would be under uniform pressure and method (3) would be equivalent

to method (2) except that it would use a value of -0.36 for Q,, instead of -0.38.

The refractive index changes calculated from interferometry measurements listed in Table
4 will be used to extract polarizability changes for all three methods. Table 6 lists
unconstrained compaction levels extracted from birefringence measurements and the
extracted values of €2 from all three methods.

Table 6

Unconstrained Densification Levels Extracted from Birefringence
Measurements and Extracted Polarizability Changes Q [(Ac/ar) / (Ap/p)]

Sample and Q, Quv Quv
Length (Apip), (method1) | (method2) | (method 3)

Suprasil 311 (25mm) 22.0 ppm -0.224 -0.296 -0.251
SV2G1 (9.5mm) 10.4 ppm 0.027 -0.128 -0.102
Suprasil 300 (9.5mm)| 19.6 ppm -0.438 -0.416 -0.390
Suprasil 2 (9.5mm) 10.5 ppm -0.274 -0.314 -0.289
7940 spot #1 (25mm) 13.6 ppm -0.089 -0.223 -0.178
7940 spot #2 (25mm) 15.2 ppm -0.172 -0.267 -0.223
7940 spot #3 (25mm) 6.58 ppm -0.135 -0.248 -0.203
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Table 7 lists unconstrained compaction levels extracted from surface depression
measurements and the extracted values of € from all three methods. Because good
reflection interferometry data was not obtained for the Suprasil 300 sample and for spot
#3 on the Coming sample, only the other five sets of measurements are used for that
extrapolation.

Table 7

Unconstrained Densification Levels Extracted from Surface Depression
Measurements and Extracted Polarizability Changes Q [(Ao/cx) / (Ap/p)]

Sample and Unconstrained Q, Quv Quv
Length (o) | (methodD) | (method?) | (method3)
Suprasil 311 (25mm) 20.1ppm -0.141 -0.251 -0.206
SV2G1 (9.5mm) 9.7 ppm 0.135 -0.060 -0.035
Suprasil 300 (9.5mm)

Suprasil 2 (9.5mm) 7.0 ppm 0.123 -0.068 -0.043
7940 spot #1 (25mm) 14.1 ppm -0.111 -0.235 -0.190
7940 spot #2 (25mm) 14.4 ppm -0.115 -0.237 -0.193
7940 spot #3 (25mm)

Using the most rigorous technique for calculating refractive indices from densification
(method 3), an average value of -0.23 is found for Q using density levels extracted from
birefringence measurements compared to -0.19 found using the historical data in Table 3.
The extracted Q values for Suprasil 300 (“dry” fused silica), -0.39, and SV2G1
(unannealed and “fast-relaxer”), -0.10, differ the most from this average, indicating that
density-induced polarizability changes may be material dependent. The average Q for the
five tests using UV-grade fused silicas was -0.23 with a standard deviation of 0.04. When
density levels extracted from surface depression measurements are used, the average Q for

UV-grade samples was -0.16 with a standard deviation of 0.08. The polarizability changes
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extracted using density levels extracted from both birefringence and surface depression

depth measurements agreed well with the previous published values in Table 3.

Using the extracted polarizability changes from densification, the net refractive index

change from densification can now be calculated. Table 8 illustrates the net refractive

index change calculated for different sample and illumination geometries using the three

methods. The net densification and stress levels from unconstrained densification are

found using finite element analysis as previously described. Both Methods (1) and (2)

agree with Method (3), the most rigorous technique, within 10% for most sample and

illumination geometries of interest to lithography. Using the results presented in the next

section, for a thin sample with an illumination diameter equal to roughly half of the sample

diameter, the following approximate relation is obtained: (An/n)iaem = 0.27 (Ap/p)..

Table 8
Net Refractive Index Changes (633nm) versus Densification
(30mm Diameter Sample)
(An/n)ne

Sample Damage Method 1 Method 2 Method 3
Length Diameter (€, =-0.19) (Quv =-0.27) Quv =-0.23)
oo (<<30mm)| 0.139 (Ap/p). 0.146 (Ap/p)u 0.141 (Ap/p).
2.5cm 3mm 0.162 (Ap/p)u 0.163 (Ap/p)u 0.159 (Ap/p).
Icm 3mm 0.189 (Ap/p). 0.184 (Ap/p). 0.183 (Ap/p)y
Icm 10mm 0.237 (Ap/p). 0.220 (Ap/p)u 0.232 (Ap/p)u
Icm 20mm 0.263 (Ap/p). 0.240 (Ap/p). 0.249 (Ap/p).
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5.8 Total UV-Induced OPD Formation for arbitrary geometry and wavelength

§.8a OPD Dependence on Wavelength

The contributors to OPD formation in damaged fused silica all have distinct wavelength
dependencies. The dependence of refractive index changes from the E’ color center band
is shown directly in Figure 1. At 193-nm, as opposed to at 633-nm, the index is actually
lowered from the E’ color center band. The OPD from a surface crater of depth AL is (n -
1)AL, so the magnitude of surface induced OPD’s follows the (n - 1) dependence with
wavelength. The OPD’s from surface craters at 193nm are about 22% greater in

magnitude than at 633nm.

Directional refractive index changes from stress will scale directly with the wavelength
dependence of the stress-optic coefficient. The wavelength dependence of the stress-optic
coefficient has been found to follow the same wavelength dependence as the birefringence

of crystalline quartz so the 193-nm value is estimated as -5.21 (nm/cm)/(kg/cm?) using"®

o) N A=A R-R?

RA)=R(A,)e 0 102 . 73_;‘12 .7\.02—3,22

(13)

where A is 633-nm, A, is 121.5-nm, A, is 6900-nm, and R(Ao) is -3.5"® (m/cm)/(kg/cm?).
So while the refractive index only increases about 7% (from 1.46 to 1.56) between 633-
nm and 193-nm, the stress-optic coefficient increases by almost 50%. Unfortunately, no
definitive data exists on the wavelength dependence of the individual stress-optic
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coefficients. Primak'® gives values for C, and % which show that the magnitudes of each

change roughly the same amount over a wavelength range between 436nm and 644nm.

The wavelength dependence of refractive index changes from stress-free density changes
is embodied within the refractive index terms in the differentiated Lorentz - Lorenz
relation (Equation 6). Inserting the refractive index values at the respective wavelengths,

one would get the following for the differentiated Lorentz - Lorenz relation:

An=é-EO(1+Q)o

0530—--633nm
NS e

0.679 - —-193nm

where Q, the ratio of relative polarizability change to relative density change, is assumed
to be independent of wavelength. While the wavelength dependence of  is unknown,
even a 20% change from a nominal value of -0.20 would only cause about a 5% shift in

An.

The contribution to OPD formation at 193nm from color center formation is assumed
small compared to the other effects just as at 633nm. With this assumption, index changes
at 193-nm are then predicted to be about 27% larger than at 633-nm. Both the OPD
components from densification and surface crater formation increase going from 633-nm

to 193-nm, but because the densification contribution is larger, the total OPD will be
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larger at 193-nm. For example, if at 633nm surface depressions offset 50% of the OPD

increase from densification, the total OPD at 193nm would be 29.5% larger.

5.8b OPD Dependence on Damage and Sample Geometry

While method (3) is the most rigorous method to calculate refractive index changes from
densification, method (2) will be used here because of its greater simplicity. The refractive
index changes predicted by method (2) are within a few percent of those predicted by
method (3) in general and always so for shorter samples which will be emphasized here.
Ignoring the index changes from color center formation, Equations (7) and (11) describe
the OPD formed from a compacted region for method (2). Given the unconstrained
irradiation-induced compaction, the surface depth and net compaction can be determined
using FEA. The unconstrained compaction level can be considered to be the geometry-

independent result of UV-radiation.

FEAP simulations were performed using a 1ppm unconstrained densification where the
sample and damaging beam geometries were varied. Figure 3 shows the relative
contributions to OPD formation in a 3cm diameter sample with a 3mm diameter damaging
beam as the sample length is varied. The 193-nm OPD values are calculated here using
the machinery developed in Section 5.6a. As the length is decreased, resistance to
compaction by the undamaged portion is reduced and the net compaction increases. The
relative contribution of the surface depressions formed, however, also increases when one

considers OPD formation per centimeter of path length as the parameter of interest. The
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OPD per centimeter is actually smaller for shorter samples because of the greater

cancellation of density-induced index increases by surface depressions.
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Figure 3. OPD formed from densification and surface depressions for a 3cm diameter

fused silica with a 3mm diameter damage region with 1ppm unconstrained densification.

The net densification and surface depression depth were calculated using FEA and the

OPD’s were calculated using Equations (7) and (11D).

Figure 4 shows the relative contributions to OPD formation for a lcm long, 3cm diameter
optic as the damage diameter is increased. These dimensions are similar to the
experimental conditions used to irradiate samples in the tests presented in Chapters 3, 4
and 6. As the damage diameter is enlarged, resistance to compaction by the undamaged

portion is reduced and the net compaction increases. The surface depression depth also
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increases with damage diameter, however, making the variations in OPD formation only

weakly dependent of damage diameter for these geometries.

0.03
L ]
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Figure 4. OPD formed from densification and surface depressions for a 1cm long, 3cm
diameter fused silica sample with a 1ppm unconstrained densification of variable diameter.
The net densification and surface depression depth were calculated using FEA and the
OPD’s were calculated using Equations (7) and (11).

Larger diameter optics are also evaluated because lithographic systems have elements
which can be larger than 15cm in diameter. Simulations found that the OPD formation
was nearly independent of sample length (about a 1% variation for lengths from 3mm to
4cm for a 10cm sample and Scm damage diameter). Total OPD formation in larger optics
has a stronger dependence on damage diameter than sample length. Figure 5 shows the

relative contributions to OPD formation for a 1cm long, 10cm diameter optics as the

damage diameter is increased. Like with smaller optics, as the damage diameter is

130



enlarged, resistance to compaction by the undamaged portion is reduced and the net
compaction increases. As the damage diameter is enlarged, the surface depression depth
decreases, opposite of what was found for the 3cm diameter optic. The surface depth
decreases because as the damage diameter is increased, the tensile radial stress is lowered
which, in tum, reduces the shortening of the center region brought on by the Poisson

effect.

The total OPD in a 1cm long, 10cm diameter optics increases by over about a factor of
40% as the damage diameter is varied from lcm to 9cm. The dependence of OPD
formation on damage diameter shown Figure 5 can be considered somewhat analogous to
the dependence of OPD in a lithographic elements on the sigma of the illumination system.
This is most valid for optics near the pupil plane of the system where the pupil fill
resembles more closely the illumination sources. The results in Figure 5 suggest that as
sigma is varied from 0.3 to 0.7, as much as a 30% higher OPD formation would be
observed for the same amount of dose per area. This, however, does not take into

account the larger intensities expected in optics with smaller sigma values.
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Figure 5. OPD formed from densification and surface depressions tor a 1cm long, 10cm
diameter fused silica sample with a 1ppm unconstrained densification of variable diameter.
The net densification and surface depression depth were calculated using FEA and the
OPD’s were calculated using Equations (7) and (11).
5.9 Conclusions
Because the index changes resulting from elastic density changes are different than those
from irradiation-induced density changes (inelastic deformations), the two forms of
densification need to be considered independently when computing refractive index
changes. Comparisons of refractive index changes to density changes indicate that Q,,
(relative change in polarizability per relative density change) equals -0.20 +/- 0.08,
compared to -0.38 for pressure-induced compaction. The UV-compaction value is in

agreement with index changes found from other forms of stress-free compaction including

gamma and neutron-induced compaction. This is an indication that UV-induced
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compaction has a similar structural manifestation as compaction resulting from the other
radiation sources. Preliminary data indicate that density-induced polarizability changes
possibly depend upon fused silica type where polarizability shifts per unit compaction are

larger for faster damaging samples.

Given the radiation conditions, the net OPD formation for arbitrary sample/damage
geometries and at any wavelength can be predicted using the established relations between
refractive index and path length changes, and unconstrained densification. With this
machinery, data from tests using one geometry and wavelength can be used to predict the

effects of compaction on the imaging performance of complete optical systems.
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Chapter 6

Evaluation of UV-Induced Compaction in Fused Silicas

By monitoring stress-induced birefringence we are able to measure UV-induced
compaction rates at lithographic intensity levels. Birefringence distributions
corresponding to relative refractive index changes of only a few tenths parts per billion can
be resolved. Compaction rates have a non-linear dependence on pulse count, with rates
higher at low levels of compaction. For pulse energy densities varying from 1mJ/cm? to
20mJ/cm?, the total level of compaction can be predicted from a universal fluence

parameter: pulse count multiplied by the pulse energy density squared. The densification

0.7
N, (1Y =
(Ap/p) for uniform exposures can be approximated as K[l—o’}(l—] —;—J where 7 is the

pulse length (T, = 1ns), N, is the pulse count, x is a constant, and I is the 193-nm energy
density (I, = 1 mJ/cm®). When defining dose as the total energy absorbed in the
production of “ionization” events, the efficiency of UV-radiation in inducing densification
is within 15% of that previously found for electrons, gamma-rays and protons. Only a
plus or minus 20% compaction rate variation is found among the (1990-1994) UV-grade
fused silica samples tested. The extracted value of x varies from 84ppB to 660ppB for
experimental (1995-1996) fused silicas, as much as a factor of two improvement

compared to (1990-1994) grades.
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6.1 Introduction

In a production type environment, more than 90 million pulses a day could be transmitted
through the optics of a lithographic system; or almost 35 billion pulses per year. For
obvious reasons, testing fused silica samples for damage after several billion pulses is
impractical. Because of this, experiments were performed to better characterize the pulse
count and energy dependence of UV-induced compaction with the goal of being able to

use low pulse count data to predict damage in future production systems.

6.2 Experimental methods

Fused silica samples were irradiated at UC-Berkeley using a Lambda Physic ArF excimer
laser (LPX140i) operated at 350Hz. Birefringence distributions were measured using the
“third-generation” setup described in Chapter 2 and used to extract compaction levels with
the modeling presented in Chapters 2 and 5. A CCD camera monitored attenuated spatial
profiles of the beam to insure acceptable beam uniformity. The peak to valley intensity
difference within the 3mm diameter of the beam generally varied by no more than 15
percent. The pulse width of the laser was measured to be about 11 nanoseconds after the

irradiations were all completed.
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6.3 Compaction as a function of pulse count and pulse intensity

6.3a Experimental Results

Compaction data in this chapter are given in (Ap/p)., the relative density change which
would be produced in the sample if the sample were irradiated uniformly. (Ap/p), will be
referred to as the unconstrained compaction or density change. Because only a small area
of the samples is irradiated, the net density change is less than (Ap/p), due to the
resistance of the undamaged portion of the sample to displacements from the compacted
region. As shown in Chapter 5, the net density change is a function of the geometry of the
sample and damage area, but for small damage beams is about half (Ap/p).. Because
different sample/damage geometries are used in this work and in other studies, the
unconstrained compaction serves as the best standard description of compaction for

comparison, from which the actual compaction can be computed.

Figure 1 shows the pulse count dependence of compaction for a single sample of Corning
7940 fused silica at three different pulse energy density levels. The dependence is non-
linear, with compaction rates highest initially. For a fived pulse energy density,
compaction follows the pulse count to a power of about 0.65 to 0.7. For this sample as

well as all others tested, no saturation is observed.
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Figure 1. Unconstrained densification in Corning 7940 versus pulse count at three
different pulse energy densities.

Evidence presented in Chapter 4 strongly suggests that UV-induced damage in fused silica
is initiated by a two-photon damage process. The compaction levels listed in Table 1,

however, show less than an intensity squared dependence.

(single sample of Corning 7940)

Pulse Energy Density (Ap/p).
1.05 mJ/cm? 0.138 ppm
2.6 mJ/cm® 0.684 ppm
12.6 m)/cm® 6.61 ppm
19 mJ/cm® 10.6 ppm
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Given the non-linear dependence of compaction on fluence, this discrepancy is not
surprising. To properly test the intensity squared damage rate hypothesis, we replot the
data of Figure 1 in Figure 2, normalizing the fluence in the form of pulse count times per
pulse fluence squared divided by the pulse length. This fluence parameter is proportional
to the number of two-photon occurrences in the sample. We also add data at lower
intensities. All data lie on a single universal curve. Figure 3 expands the low fluence
region of Figure 2 by plotting on a log-log scale. To test the universality of the single
relationship seen in Figures 2 and 3, a different sample was tested over a similar range of

pulse intensities. As seen in Figure 4, similar damage behavior is observed for Suprasil

311.
151 =
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Figure 2. Unconstrained densification in Corning 7940 for five different pulse energy
densities versus number of pulses times the pulse energy density squared divided by pulse

length.
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Figure 4. Unconstrained densification in Suprasil 311 for three different pulse energy
densities versus number of pulses times the pulse energy density squared divided by pulse

length.
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Figures 3 and 4 show the best fit of the data to a curves given by

(312

where N is the number of pulses in millions, 7 is the pulse length in nanoseconds, x is a
constant, I is the 193-nm energy density in mJ/cm? and c, the exponent, is equal to 0.66
and 0.7 for the two figures respectively. As suggested by Sandstrom’, a more rigorous

expression for the densification is:

(ﬂ) =x.[ IN.P’-dt] @)
Pl |

where P is the instantaneous intensity in (W/cm?). The integral of Equation (2) is the
precise measure of two-photon events in the sample. Equation (1) is equivalent to
Equation (2) for pulses with uniformly intensity over time (“top-hat” shape versus time).
If pulse shapes are identical but with different pulse widths, Equation (1) can be used for

comparative purposes.

6.3b Comparison to Other Compaction Studies

Allan’ et al. noted that almost three decades ago Primak and Kampwirth reported®

comprehensive results of fused silica compaction for y-ray, protons, and electron sources.
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There, a 0.65 - 0.7 dose dependence was reported for all three types of irradiation as seen

in Figure 5. The UV-induced compaction results followed an almost identical dependence

if one uses the total energy absorbed from two-photon absorption as the dose parameter

instead of total dose absorbed in the sample. For neutron irradiation, Primak found a

linear dependence of compaction on dose. Table 2 lists the extracted dose exponents (c)

found when the previous compaction data was fit to a relation:

Aplp=AD°

where p is the density, D is the dose and A and ¢ are constants.

@3)

Table 2
Dose Exponent for Compaction Formation from Previous Compaction Studies
Work Radiation Compaction Fused Silica Dose
Source Range (Ap/p) Exponent (c)
Primak®  neutron, He+, D+  10°-107° Suprasil 1
gamma,e-beam  10°-10? Suprasil 0.66
H+ 10%-10° Suprasil 0.71
Higby** e-beam 10°-10° Optosil 0.32%,0.37°
Suprasil 2 0.59
Suprasil 300 0.56
Suprasil W2 0.77
Friebele® e-beam 10°-10° Suprasil 2 0.64
Suprasil W2 0.67
Optosil 0.3
Norris’ e-beam 10*-103 Infrasil 0.65*
10°-10°  Corning 7940 0.65*
10°-10*  Corning 7940 0.70*
Rajaram® e-beam 10*-10? %picés”i] 0.37
0.37
Merzbacher® e-beam 10%-10* Suprasil 2 0.5
Dellin"’ e-beam 10*- 103 T-08 0.5*
Shelby'! __gamma 10°-10° Suprasil W 0.81

*denotes values that were estimated from published data plots.

# ultra-low-expansion glass manufactured by Corning.
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Data for type 3 fused silicas are highlighted in the table. The various fused silica types are
described in chapter 1 except for ULE which is a Ti-doped silica. Several of the authors
also examined glass ceramics**”® which are glass-crystal composites balanced to reduce
the coefficient of thermal expansion. The Norris and EerNisse work’ is cited by several
authors®*'? as having found a value of 1 for ¢ for Infrasil and Corning 7940 and the Norris
et al. describe the initial dose dependence of compaction as linear. A close examination of
the data, however, reveals a sublinear dependence of densification on dose over the first

decade of compaction.

It is informative to compare the efficiency of UV-induced compaction to that found for
other radiation sources. We will assume that for 193nm UV radiation two photons (total
energy = 12.8¢V) are used to produce one exciton (bandgap ~ 8.3eV). Consequently the

“available” dose for ionization, D,, is (8.3/12.8) x absorbed dose and is given by:

83 0.1 N(millions of UV pulses) I2(mJ / cm?) &, (cm / GW)
128 p(g/ cm?) 7(ns)

D, (Mega-rads) = 4)

where ; is the two-photon absorption coefficient. Since the published"® two-photon
absorption coefficient was measured with pulse shapes similar to those used here, non-
uniformities in the pulse shape are not accounted for in calculating total energy absorbed
from two-photon absorption. For higher energy ionizing radiation such as electron beams
and gamma rays we will assume, following Everhart and Hoff', that approximately 33%

of the energy is used in exciton creation, thus for electron and gamma radiation:
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D, =0.33D, ., e sem- ©)

Using this definition for “available” dose, Primak® and Kampwirth’s data approximately fit
the form ((Ap/p). = 1.7ppm x (D.)*%). For three Suprasil 2 samples tested, we found an
average k value of 0.23 ppm when the data was fit to (Ap/p). = x x (N x I%/ 7)°%,
Assuming an 11ns pulse width, a density of 2.2 gr/cm® and 2 cm/GW two-photon
absorption coefficient', the UV data is characterized by ((Ap/p)s = 1.5ppm x (D.)*%), in
close agreement with the gamma and electron description. This agreement supports an
ionization-induced damage process for UV, gamma and electron radiation and indicates
that the mechanisms involved with UV-induced compaction are similar to those involved

with compaction from other sources.

Radiation-induced expansion has been reported in some fused silicas. As mentioned in
Chapter 1, Shelby'' observed expansion of hydrogen impregnated Suprasil-W when
exposed to gamma irradiation. This appeared to result from the rapid formation of SiOH
and SiH groups. Norris’ observed modest expansion after low-doses of electron radiation
in Infrasil. At higher doses, the density changes in the Infrasil sample were almost
identical to the Coming 7940 sample, indicating that the initial expansion was related to

the higher impurity density in Infrasil. The expansion in Infrasil, as well, was only
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Figure 5. [Figure caption copied verbatim from Primak and Kampwirth, J. AppL. Phys.,
39, pp. 5651] The dilation of Suprasil at the point of maximum damage along the range
of electrons plotted against the dose at this point; circles, actual measurements; round
spots, calculated from the mean dilation (both for progressive 0.6 MeV electron
irradiations of specimen 2883); squares and diamonds, respective progressive 0.3 MeV
irradiation of two specimens; crosses, respective single 0.6 MeV irradiations of five
specimens. Triangles are comparative points for gamma irradiations of end-standards;
the quadrants are for the respective temperatures 7°, 25°, 50°, 95°C. The left half-
diamond is for 75°C. The line is drawn for a slope of 0.66 (2/3 power dependence).
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observed to initially expand when an AC (pulsed) electron source was used for the
irradiations, showing only compaction with a continuous electron source’. Norris’ infers
that because AC radiations are more likely to induce structural changes involving
impurities, this is another indication that the expansion was impurity related. Ruller'
reported initial expansion from gamma radiation for Optosil, Ultrasil and Suprasil 1. The
expansion presented for the Suprasil 1 sample was of similar magnitude to the
experimental error of the measurements (10 in Ap/p). It is possible that irradiation-

induced expansion is an impurity related phenomenon.

It should be pointed out that past compaction studies involving electron irradiation have
shown non-linear responses between compaction and the stress fields associated with that
compaction'®. While such a non-linear elastic response could contribute to the non-linear
dependence of compaction extrapolated from stress birefringence on pulse count, the
levels of compaction measured here are several orders of magnitude smaller than those

where the non-linear elastic behavior was previously observed from electron irradiation.

6.4 Comparison of compaction rates of fused silica materials

6.4a 1990-1994 grade fused silicas
Five 1990-1994 grade fused silica samples were irradiated; Suprasil 311, SV2G1, Suprasil
2, Suprasil 300, and Corning 7940. The basic sample properties are described in Chapters

2 and 3. The Corning sample and the Suprasil 311 sample were 2.5cm thick while the
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other samples were 1cm thick. Figure 6 shows the compaction-induced refractive index
changes for the five different materials tested versus the number of pulses delivered
multiplied by the intensity squared divided by the pulse length. The x-axis is directly

proportional to the total number of two-photon events within the sample.

204

-- m-- Corning 7940
—t— Suprasil 2
--c-®@---- Suprasil 311
--w- SV2G1
—— Suprasil 300

100 200 300 400
Millions of Pulses x | 2 (mJ/cm?y pulse length (ns)

Figure 6. Unconstrained densification for five different samples versus number of pulses
times the pulse energy density squared divided by pulse length. Suprasil 300 is a “low
water content” fused silica.

The compaction data in Figure 6 is replotted in Figures 7 and 8 to further examine the
effects of differences in fused silica manufacturing on compaction rates. As seen in
Figures 3, 7 and 8, the three UV-grade fused silicas, Suprasil 2, Corning 7940 and
Suprasil 311, and the unhomogenized version of Suprasil 2 (SV2G]1) all followed the dose
parameter to a power of about 0.65 to 0.7 and had values of (x) that varied by less than

plus or minus 20% among all samples tested when keeping ¢ set to 0.7. Suprasil 300,
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however, followed the dose parameter to a somewhat lower power (0.55) and showed
higher levels of UV-induced compaction within the tested dose range as illustrated in
Figure 8. This indicated that the removal of hydrogen from fused silica may reduce the
sample’s durability to UV-induced damage. The similarity in damage performance of
Suprasil 2 and SV2G1 indicated that the “homogenization process” used in the production

of Suprasil 2 did not significantly effect its compaction performance.
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Figure 7. Unconstrained densification in Suprasil 2 and SV2G1 versus number of pulses
times the pulse energy density squared divided by pulse length. SV2G1 is an
unhomogenized precursor to Suprasil 2.

148



0.95ppm x (N lzl':)°°55

- \

1 - - 0.19ppm x (N 12/ t)°-7

a 20.6 mJ/em?
a 2851 mJ/em?
v 1.1 mJem?

v | ® Suprasil 300 20.8 mJ/cm? '
1 10 100
Millions of Puises x | 2 (mJ/cm?) / pulse length (ns)

Figure 8. Unconstrained densification in Suprasil 300 and Suprasil 311 versus number of
pulses times the pulse energy density squared divided by pulse length. Suprasil is a
chemically dehydrated version of Suprasil 311.

6.4b Experimental fused silicas

Five experimental fused silicas were examined within a SEMATECH program to improve
the intrinsic absorption and damage durability of fused silica for 193nm lithography. The
five fused silicas were Corning 7940, Suprasil 311, Suprasil 1, Shin-Etsu X103, and Shin-
Etsu X103A. Among the different fused silicas, several batches were tested. The samples
were randomly labeled A, B, C, D, and E in accordance with the wishes of the suppliers
and SEMATECH. In addition to the samples exposed at Berkeley, samples exposed at
MIT Lincoln Laboratories were measured for compaction. The Berkeley samples were
4cm x 2cm X 1cm long and used a 3mm diameter damaging beam while the Lincoln
samples were 4cm x 4cm x 2.5cm long and used a Smm diameter damaging beam. The

pulse length used for the Lincoln tests was approximately 22 nanoseconds, twice that for
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dosimetry (intensity measurements) was less frequent at MIT, so there may be dosimetry

differences in data from the two sites.

Figures 9 - 13 plot the measured compaction for the five fused silicas. Different shapes
indicate the different batch types within the fused silica type. Pulse energy densities are

also listed for the Berkeley samples. All the samples tested follow roughly the same k *

(N * P/ g)®7 dependence, differing only by the magnitude of the constant k.
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0.1 — —_— 1
1 10 100

# pulses (millions) x 12 (mJ/cm?)/ pulse length (ns)
Figure 9. Unconstrained densification in experimental fused silica A versus number of

pulses times the pulse energy density squared divided by pulse length. MIT data points
are for individual samples.
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Figure 10. Unconstrained densification in experimental fused silica B versus number of
pulses times the pulse energy density squared divided by pulse length. MIT data points
are for individual samples.
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Figure 13. Unconstrained densification in experimental fused silica E versus number of
pulses times the pulse energy density squared divided by pulse length. MIT data points
are for individual samples.

Because all experimental fused silicas and the standard UV-grade fused silicas follow

Equation (1) with similar values for ¢, we can force ¢ to a single value (0.7) and compare

radiation sensitivity with a single parameter, x. Table 3 summarizes the compaction rates
for the experimental samples exposed at Berkeley. The extracted value of  varies from

84ppB to 660ppB among all fused silicas tested. The most durable samples examined
show compaction rates with as much as a factor of two improvement compared to (1990-
1994) grades. Basic statistics were used to determine the experimental error involved in
the measurements. For tests done on the same samples, a standard deviation of 22ppB in

k was calculated with 9 degrees of freedom. The standard deviation for tests done on

different samples in the same batch was 21ppB with 8 degrees of freedom:; indicating that
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sample to sample variations in damage rate within a single batch were not statistically
significant. Clear batch to batch variations in compaction rates are found for fused silica
types A and B where the range of extracted k values among the batches was much more
than four standard deviations. Fused silica types C and D show smaller batch to batch
damage rate variability while type E has batch to batch variability less than three standard

deviations of sample to sample variability.

The compaction levels measured in the samples exposed at Lincoln Laboratories on
average agreed with the Berkeley compaction data. This indicated that the universal
relation describing compaction, (Ap/p) = x * (N * I/ )7, remained valid in the 100
million pulse regime. However, larger than expected variations between the Berkeley and
Lincoln samples were found in some samples, pointing out the need to better standardize

calibration and exposure procedures.

Table 3
Compaction Rates of Different Fused Silicas
(Compaction Data fit to (Ap/p), = x (N I*/ 1)*7)

Fused Silica # Batches # Samples X
Tested Tested Mean Range
1990-1994 Grades 3 Types 8 210ppB 170 - 240ppB
Type A 3 3 450ppB 360 - 660ppB
Type B 2 3 210ppB 130 - 340ppB
Type C 5 6 160ppB 120 - 200ppB
Type D 4 10 140ppB 84 - 190ppB
Type E 2 4 200ppB 180 - 230ppB
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6.5 Error Analysis

The most significant sources of experimental error are likely due to differences in 193nm
beam profiles and errors in energy density calibration. Variations in laser pulse length may
also lead to errors and should be monitored more regularly in future tests. Complications
in extracting compaction levels from samples with large levels of intrinsic birefringence
also add to the error. Because repeated measurements of birefringence distributions, even
months after the initial measurement, yielded almost identical distributions, the actual
measurement of birefringence is not considered a significant source of error. Using
birefringence distributions to extract compaction levels, furthermore, provides additional
accuracy because the birefringence level follows the level of compaction squared. A 4%
error in measuring the birefringence distribution would hence only result in about a 2%

error in the extracted densification.

Figure 12b, which shows compaction measurements for four different samples in a single
batch of type D fused silica, illustrates that errors in extracting a x value result from more
than just experimental errors. The plot shows that despite having nearly identical damage
values after dosed of NI*/t equal to approximately 3, different k values are extracted
depending on the total dose delivered (dose in units of NI*/z). It appears that not all

samples exactly follow an (NI/ 7)*’ dependence, but rather NI/« to a different exponent.
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6.6 Conclusions

Birefringence monitoring is capable of measuring the compaction-induced birefringence
distribution in very lightly damaged samples. The ability to measure low compaction
levels enables the characterization of compaction at low fluences. The total unconstrained
UV-induced density changes (Ap/p) can be approximated as k * (N * I/ 7)®” where N is
the number of pulses, k is a constant, T is the pulse length, and I is the 193-nm energy
density. This behavior is consistent with previous compaction studies using electron beam
and gamma radiation if one uses the total energy absorbed from two-photon absorption as
the dose parameter, suggesting like densification mechanisms for all forms of radiation.
Using the measured compaction dependence on pulse count and intensity, one can now
properly scale higher energy density tests to predict damage rates of materials at lower
fluences. The differences found in compaction rates between different fused silicas is

encouraging in that it indicates that more durable materials can be developed.
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Chapter 7

The Effects of Compaction on Lithographic Imaging

A model optic was evaluated for its susceptibility to compaction damage. Zemike phase
aberration terms from compaction in elements near the pupil plane of the system were
calculated using Fourier optics while aberrations from other elements were estimated
using ray-tracing. Significant distortion and focal shifts ai the edge of the image field were
predicted from simulations for only a 0.05A total RMS compaction-induced wavefront
aberration. System lifetime was calculated using a compaction scaling rule of An/n =
24ppB x (N * L/ )7 (N is the pulse count in millions, 7 is the pulse length in
nanoseconds and L, is the 193-nm energy density in (mJ/cm?). Lifetime was found to
depend strongly on illumination conditions, image field size, and wafer plane intensity.
Lifetimes increased substantially for systems with less source coherence and lower wafer

plane intensities.

7.1 Introduction

Lithography steppers and have been predominantly historically “refractive” designs where
all the focusing and beam shaping have been achieved by refractive lenses. The bandwidth
or range of allowable optical wavelengths with acceptable imaging of all-refractive
systems is enlarged by “color correction” achieved by using multiple optical materials with
different magnitudes of dispersion or (An/AA). This allows for the use of positive and
negative lens combinations which still has positive focusing power after canceling
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dispersion'. At 193nm, however, only fused silica has enough transmission, surface
quality and homogeneity at this time to be used as an optical material, making chromatic
compensation by use of multiple materials impossible. The dispersion of the refractive
index at 193nm, furthermore, is more than three times worse than at 248nm and five times
worse than at 365nm, additionally reducing the allowed bandwidth. Recently, a
catadioptric design has been patented® which greatly enlarges the allowed system
bandwidth by using a dielectric aspherical mirror to perform a portion of the system
positive focusing. The mirror is inserted into the optical path of the system by use of a
beam-splitter cube as seen in a typical catadioptric design shown in Figure 1. The design
has additional advantages of being less sensitive to changes in ambient temperature and
pressure. Because of the advanced state of the design of this optic and its attractiveness, it

has been chosen as the model for this study.

Production quality lithographic steppers and scanners are complex, containing dozens of
optical elements and at least a half meter of optical path length ﬂﬁough fused silica. This
dissertation will present a prediction of the effects of compaction on imaging based on
approximations of intensity distributions within the optics of a model by use of Fourier and
Statistical optics. Ray-tracing will also be utilized to estimate the aberrations produced by

a defined compacted region within the model system.
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For this analysis we will assume an optimistic compaction susceptibility given by (Ap/p), =
0.15ppm x (N * L./ 1)*’ where N is the pulse count in millions, © is the pulse length in
nanoseconds and L, is the 193-nm energy density in (mJ/cm?). Using method (2) presented
in Chapter 5 for calculating refractive index changes from damage and assuming net
density change equal to 80% of the unconstrained compaction, one finds (An/n),g3 =
40ppB x (N * L/ 7)*". Since the partial cancellation of compaction-induced OPD’s by
surface depression formation is not directly accounted for in this analysis, we use an
smaller “effective” damage rate to account for compaction-induced shortening of the
elements in the system. Assuming that the net OPD is 60% (due to partial cancellation of
OPD’s from surface depressions) of the OPD predicted by refractive index changes alone,

we use an effective (An/n)ys; equal to 24ppB x (N * L%/ 1)° for this modeling.

7.2 Model Catadioptric System

A model optical system was used to evaluate the effects on imaging of compaction. The
model system, shown in Figure 2, is a simplification of a catadioptric system. The optical
diagram shows the beam-splitter “unfolded” and the aspherical mirror modeled by a thin
lens. Focal lengths, spacings between elements, and bulk material sizes were selected to
best emulate ray-paths within the actual system. The model system has a four times
reduction, a 4mm working distance, a 5§ by 26mm field size, and is capable of being

operated with a numerical aperture of 0.6.
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The compaction damage rate at any element in such an optic depends strongly on the
“filling” of the element by the optical energy passiﬁg through. From the compaction
scaling rule presented in Chapter 6, the magnitude of the damage is proportional to
(intensity)'*, i.e., (1/(beam diameter))*%. But the impact of the damage depends also on
the path length of rays leaving the element going to the image plane. Elements near the
pupil are very sensitive to damage, but because of lower intensity, are damaged relatively
litle. Elements near the wafer, because of high intensity, are damaged more severely, but
do not play as key a role in imaging. A Fourier analysis is used to evaluate compaction in
elements near the pupil plane while ray-tracing is used to evaluate the effects of

compaction in elements near the wafer.

7.3 Damage in Elements near the Pupil Plane

7.3a Calculation of intensity at pupil plane using Fourier optics

Most lithography tools are used with numerous reticles over their lifetime and even over
the course of a single day. At first glance it might appear that the intensity distribution
within the system optics would significantly change from reticle to reticle and hence make
the prediction of the damage profile in the optics excessively complex. However, through
much of the optics (near the pupil plane) the intensity follows more closely the spatial
frequency distribution of the object being imaged than the object itself. This fact will be

utilized to predict the intensity within the optics of a generic system near the pupil plane.
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In an ideal imaging system, the exit pupil limits the angular frequency of the waves which
compose the image. In a complex system, the pupil planes do not necessary correspond to
the location of a physical aperture. The effective pupil planes, however, give the location
s as to apply the Fraunhofer diffraction formula to an imaging system. In a lithography
system, it is a requirement to have the quality of the image to be uniform across the image
field. To achieve this, the allowed angular frequencies must be uniform across this field.
This therefore requires the intensity at the pupil plane or angular frequency filter of the
system to be independent of location in the image field. In other words, the intensity at
the pupil plane only depends on the spatial frequencies of the object and illumination, not

on the location of any particular part of the image within the complete image field.

Figure 3 is a diagram of a simplified optical system which will be used to calculate the
mutual intensity at the pupil plane. Note, that even though the focal plane of the
condenser lens is not at the pupil plane, the pupil plane is the plane where one gets the
Fourier transform of the object when using spatially coherent illumination. In fact, as
shown by Goodman®, the Fourier transform always appears in the plane where the source
is imaged. Itshould be stressed that this statement is only valid for full spatial coherence
or full spatial incoherence. In the case of partial coherence, a strict Fourier transform

plane is not produced in general.
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Figure 3. Simplified illumination system for calculation of mutual intensity at exit pupil
plane. The source is imaged onto the pupil plane by the condensor lens.
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Figure 4. Calculated pupil plane intensity for an object with 0.18um periodic lines and

spaces. The sigma of the system is 0.5, the numerical aperature is 0.6, and the wavelength
is 193nm.
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Using the above concepts, if an object were illuminated by a coherent point source, the
intensity distribution at the pupil would simply be the Fourier transform of the reticle
squared. If an illumination source of a partially coherent lithography system is
approximated as a collection of independent coherent input sources, it is intuitive to
predict that the pupil intensity distribution would be given by the convolution of the

source and the transform of the reticle squared. This is derived below.

The coordinate systems to be used in this section defined are defined in Figure 3. The
light source is assumed to be quasi;monochromatic and to have a small enough coherence
area to be considered spatially incoherent. In practice, such a source can be produced
using a diffuser or “fish-eye” lens array when the diffusing elements are very small. Under

this approximation, the mutual intensity at the source will be taken as:

J, (A0, AB) = xe&(Ac, AB) (1)

where x is the source intensity and 3 represents a delta function. Throughout this section
the a paraxial approximation will be applied to the Van Cittert-Zernike theorem® so that its

form that will be applied here is:

oAl
J(X, Y%, ¥,) = '(eE)?‘ H.UJ(xv)’vxz-yz)o Oﬂp{—]%[@: +ﬂz’)- (glz +n)]}e
=

'exP{sz [x, & +y, M, —x-§ —y -n]}edE, - d&,-dn,-dn, (2)
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where z is the propagation distance and  equals A—’f;[(x,2 +3)— (2 + y})). Using the

Van Cittert-Zernike theorem for propagation of mutual intensity the mutual intensity

impinging upon the condenser lens is given as:
L SR P Y N gL
Ty ) = (- expl- A-z,mﬂ”) G+ 3,(%21,,%) 3)

where z; is the source condenser lens spacing, and S is the scaled Fourier transform of the

source evaluated at the spatial frequencies or

[[1.60,ysexpt jiz—“- [Axc - AyB 1} edo. - dB . Ax equals (%; - x;). The condenser lens
1

and object (reticle) modify the mutual intensity by direct phase and amplitude shifts. The

mutual intensity exiting the object is given by:

L= 3, Ry 0,y ) kv a)-expligp 13 4y D - (F 4y D) @)

where & is the object amplitude transmission function, f is the focal length of the
condenser lens, and P.(x, y) is the complex lens transmission function. Here it is assumed
that incident mutual intensity was narrow in (Ax, Ay) so that P.(x;, y1) ® P(x2, yg)' could
be approximated as IP.(x, y)I>. The condenser lens will be assumed to be large enough so
that this term can be ignored. The pupil plane mutual intensity is found by applying the

Van Cittert-Zernike theorem again:

167



1
J, €, .n,,8,.m,) = x* HH: (x5, t(xz,yz)wxpu—- 7-;——)[(xz+yz) (x} +y})]} e
1

s:(‘ifz l )‘CXP{JM [x-&+y, M=% & =y, 0]} e dx, - dx, - dy, - dy, (5)

where X’ groups together constant terms. The expression is simplified by noting that the
first exponential reduces to unity when the pupil plane is at the image plane of the source.
The intensity at the pupil plane is the mutual intensity reduced to a single point and is now

given as:

L& =x [[ s,(%, ,LA”Z RLACHDEXCAAL

2
’exP{j'_nz'[(xz -x)-E+(y,—y)nl}edx, -dx,-dy,-dy, (6)

Expanding all terms and using the change of variables (a’, B’) = (z2/z;) * (o, B) this

equation becomes:

LEm)=x' S L@ Byer, () 1,0 ) 0

2
Oexp{j—n—o[(xz -x) € +a)+(y,~») M +P")N}edo"dp "dx, - dx, - dy,-dy, (7)
2

Rearrangement of the integration order gives:
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L&) =x")) do dB ol @',B ") e

ﬂdxl -dy,ot,(x, yl)wm{-Jkzz [x-G+a)+y,-m+p)]}e

de -dy, o1, (xz,yz)oexp{J,\z fx, §+a')+y, - +B I} 8)

By definition of the Fourier transform this is simply:

U | P S L . o - o N -
1,Em)=x"JJ o dB ol @', B & e ese R

Using the definition of convolution this becomes:

2

: } (10)

LEM)=x"{LE JU@IS(F,%
2 AL

where the symbol ®, denotes the convolution function, and I(€, n) is the geometric optics
projection of the source onto the pupil. Equation 10 is equivalent to the convolution of
the (z»/z;) magnified source with the squared magnitude of the transform of the object

transmission function.
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Sigma is generally defined as the ratio of allowed spatial frequencies by the illumination to
those allowed by the imaging optics. In this geometry of Figure 3, the sigma of the system
is equal to z,/z) multiplied by the ratio of the source to entrance pupil radii. This is found
easily by noting that the half spread of angles incident upon the object at any point is
approximately ((x + R.)/z;) - (x/z;) or R/z;, where R, is the radius of the source.

Likewise, the allowed angular spread at the pupil is Ry/z,.

Figure 4 shows a sample intensity distribution at the pupil plane for a 193-nm system with
a sigma of 0.5 and a reticle with 0.18um periodic lines and spaces. For an NA of 0.6, the
center of the first diffracted orders are at 0.90 of the radial distance to the pupil cutoff as

calculated by:,

Fyi=A/(P*NA) (11)
where P is the mask period, 0.36um in this case.

The normalized one dimensional transform of a periodic line and space mask is equal to:

. g .. [ § n ]
sinc(—>= o8| 72— w +w,) (12)

2

where n is an integer, w) is the line width and w; is the space width. Squaring the

magnitude the transform one finds the intensity of the first diffracted orders to be
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approximately 0.41 that of the zero or undiffracted order. For a pattern with equal line
and space dimensions, the second diffracted order falls on the first zero of the sinc
envelope. As seen in Figure 4, parts of the first diffracted orders overlap the DC order
while other parts are cutoff by the NA of the system. The other diffracted orders are
completely cut off by the finite NA of the system. Reticles used in production, of course,
contain many types of features with a wide spectrum of spatial frequencies. While the
spectra will vary from mask to mask, the consistent feature among almost all pupil plane
intensity patterns for systems with conventional illumination will be a peak intensity at the
center of the pupil resulting from contributions from the zero order and low frequency

diffracted orders.

Figure 5 shows a generic mask with several feature types including periodic lines and
spaces of different pitch and period, isolated lines, contact holes of different sizes, and
elbow and straight interconnect lines. The mask is predominantly transparent, with only
30.55% of the surface being opaque. Figure 6 shows the FFT of this mask as calculated
by Matlab. The DC spatial frequency component dominates the spectrum, being nearly
ten times larger than any other frequency component. Figure 7 shows the convolution of
the FFT squared with a circular source with a sigma of 0.5, The intensity pattern
resembles the clear field pattern which would simply be the intensity distribution of the
source. Figure 8 shows the calculated intensity pattern at the pupil for the same reticle but

with an annular illumination source with an outer sigma of 0.7 and an inner sigma of 0.5.
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Figure 5. Generic reticle used for pupil plane intensity calculations. The smallest size of
any feature is 0.18um.

Figure 6. Two dimensional Fourier transform of generic mask.
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Figure 7. Calculated pupil plane intensity with generic reticle and a sigma of 0.5, NA of
0.6, and wavelength of 193nm. Intensity is in arbitrary units and the pupil edge corre-
sponds to the circle where the intensity falls to zero.

!

Figure 8. Calculated pupil plane intensity with generic reticle and an annular illumination
source with an inner sigma of 0.5 and an outer sigma of 0.7, NA of 0.6, and wavelength of
193nm.
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Again, the intensity pattern follows closely the source intensity distribution. In both cases,
relatively little energy is contained in the diffracted orders compared to the undiffracted
DC component of the distribution. It appears, therefore, that the intensity distributed at
the pupil does not have a strong dependence on the reticle used, only on the illumination
source. This fact makes the task of predicting the long term effects of compaction in
elements near the pupil more reasonable since the precise mask patterns being used are not
needed to calculate pupil plane intensities. The role of the mask for such elements is only
an attenuator whose value is approximately equal to the ratio of dark pattern area to total

area on the reticle.

7.3b Aberrations from Pupil Plane Compaction

Given the intensity at the pupil plane, it is straightforward to calculate to system
aberrations induced from compaction in elements near the pupil plane. From the
compaction scaling rule presented in Chapter 6, the compaction distribution is
proportional to the intensity distribution to the 1.4 power. The phase aberration
distribution is therefore the pupil plane intensity distribution to the 1.4 power. The first
seven radially symmetric Zernike® aberration terms are fit to the previously calculated
intensity distributions to the 1.4 power for the three illumination sources and the generic
reticle. Zernike polynomials serve as a useful method for describing aberrations, because
the sum of the magnitudes of the normalized Zemike coefficients is the total RMS
aberration in the system due to the property that the polynomials are orthonormal. Table

1a lists the Zernike aberration terms calculated for compaction after 1 billion pulses (T =
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11ns) at the pupil plane with a peak intensity of 1-mJ/cm? and an optical path length

through fused silica of 30cm.

Table 1a
Induced wavefront aberrations* in waves (A = 193nm) from compaction
in elements near the pupil plane for single beam pass

(30cm total path length)
Zemike Term Aberration Type] o©=0.5 0=0.7 6=0.5-0.7
1 Piston 0.38 A 0.64 A 0.34 A
3(2p2-1) Defocus -0.40 A -0.57 A -0.14 A
J5(6p*-6p2+1) Spherical 0.27 A 0.03 A -0.25 A
J7(20p%-30p*+12p*-1) | 2nd Spherical -0.02 A 0.16 A 0.29 A
¥ | higher order terms| | Higher Spherical|  0.12 0.01 A 0.34 A

*assumes 1 billion pulses (11ns) with peak pupil plane intensity of 1-mJ/cm?.

For a given image pattern, aberrations at the pupil plane effect the imaging of all points in
the image field equally. The defocus induced from compaction near the pupil plane is
easily removed from a lithography system by adjusting the wafer position. Piston does not
effect imaging. The sum of the magnitudes of the remaining aberrations (“uncorrectable”
aberrations) which effect imaging are 0.41A, 0.20A and 0.88A for (6 = 0.5), (6=0.7) and
annular illumination cases respectively. Despite having the same peak pupil plane
intensity, the magnitude of the total “uncorrectable” phase aberrations varied by over a
factor of four among the three illumination sources. The (¢ = 0.7) case produces the least
uncorrectable aberrations because the phase distribution resulting from the compaction
associated with a (6 =0.7) “filling” of the pupil most closely follows the phase distribution

corresponding to defocus.
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Since all lithography systems have a large amount of optical path near the pupil plane, it is
worthwhile to predict system lifetime limited by pupil plane compaction alone. We define
lifetime as the time to induce 0.05A total RMS phase aberrations (not including defocus or
piston). It will be demonstrated later that this level of damage substantially effects image
fidelity. To predict Me@e for a system with conventional illumination, we first estimate

the pupil plane intensity by the following equation:

I, AT
L= (13)
n-(6D,, /2)" - T,

- where L.z is the clear field wafer plane pulse energy density, Trax is the mask pattern
transmission, Tpy is the transmission from the pupil plane to the wafer plane, A is the area

of the image field and Dy, is the pupil plane diameter.

System lifetime will be calculated using an optimistic compaction scaling rule of An/n =
24ppB x (N * L/ 7)*" (N is the pulse count in millions, 7 is the pulse length in
nanoseconds and L, is the 193-nm energy density in (mJ/cm?)). As explained in the
introduction to this chapter, this compaction scaling rule is analogous to assuming a
densification rate of (Ap/p). = 0.15ppm x (N * L%/ 7)®”. A 1000Hz laser fires over 86
million pulse per day (~32 billion per year). Using this pulse rate, the previously described

compaction scaling, and assuming that S0 pulses per field are required for a uniform
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exposure (resist sensitivity equals 50 Ins), the lifetime limited by pupil plane compaction

for a system is given as follows:

1
Litetime = 8 4% ) (50mI/cm? ¥ (13cm? Y (30cm ﬁ) D, Y (T, /078)’
etime =B\ Tms S |1, IRy L 15m | T2 .U,

1.1 years --- (0=0.5)
B,=111.5years --- (6=0.7) (14a)
[0.33 years --- (6=0.5-0.7)

where L is the optical path length through fused silica and J, is the resist sensitivity. Ueg is

the usage efficiency of the system which, by definition, is less than one.

The (0=0.5) “filling” not only produces a phase distribution corresponding to higher
levels of uncorrectable aberrations than the (6 = 0.7) case, but also produces a high pupil
plane intensity (for a given wafer plane intensity); resulting in the large difference between
the lifetime predictions for the (¢ = 0.5) and (6=0.7) cases. We will extend our analysis
next to emphasize the effects of damage on the model system where “folding” of the beam
path and damage in elements near the wafer plane (much higher intensity) reduce the
above lifetime predictions. While the effects on lifetime from optical path “folding” and
damage in elements close to the image plane depend upon the specific design of a system,
the above analysis is applicable to almost any lithographic tool and can be considered a

“best-case” prediction.
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7.3c The effects of path “folding” on system damage

In our model catadioptric system, the beam path is “folded” by a beam-splitting cube
which is positioned near the pupil plane. Because of the “folding” of the beam at the
center of the cube and the reflection of the beam back through the cube, the intensity
distribution is less uniform than suggested by Figure 2. In fact, as illustrated in Figure 9,
some areas of the cube will have three passes of the beam while others will have only one.
We may approximately model this multi-path effect on damage by passing various rays of
the single pass intensity distribution (Figure 7) through the beam-splitter, keeping track of
distance traversed in the 1X, 2X, and 3X intensity regions. To calculate the phase errors
introduced by the beam-splitter, the damage-effective distribution was found for various
rays ranging from the chief ray to the extreme rays. The phase error is proportional to the

intensity to the 1.4 power times the path length.

The polarization of the beam is rotated by 90 degrees after a double pass through a
quarter waveplate positioned in front of the aspherical mirror. Because the polarization of
the second pass through the beam-splitter is orthogonal to the initial pass it is not
immediately apparent that the intensity in the cross-over region is simply two or three
times that of a single pass. By keeping track of the electric fields this, however, can be

shown in a straightforward manner. The electric field of the input beam, the beam after
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reflection off the beam-splitter, and after output beam can be represented as follows:

)

y=E, - Z-explj(ky —ot)] (15a)
E, =E, -7 -expLi(kc—at + ¢ (£))] (15b)
E,=E, -5-explLi(kx + ot +0 (1))] (15c)

where ¢ and 6 are random phase differences accounting for the fact that the temporal
coherence length of the beam is much shorter than the path lengths between the
overlapping beams. The intensity is simply the time average of the squared electric field

or:

~ |-

I=

J|Ef (16)
T

where T is the period. Applying Equation 16 to the center “3X” region in the cube one
finds:

1= | B, {1+ {expli(icx - ot + 9(t))] + expli(ky - wt)]}e
T
{explj(t ~ kx — ¢(1))] +exp[j(et ~ ky }}dt. 17

This simplifies to the following:

1= J B, 2{3+explj(kx — ky +(t))]+expli(ky - ky - ()] it (18)
T

Integrating the above yields simply 3E.’ or three times the single pass intensity.
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The effective damage distribution was fit by Zernike phase aberration terms by first
separating the compaction distribution into four components. The first component was
that of the single pass intensity distribution to the 1.4 power which was fit by the first
seven radially symmetry Zernike terms as illustrated in Figure 10. The second component
was that with “odd symmetry” about the pupil which was fit by the first six tilt or cos¢
Zernike terms as demonstrated in Figure 11. This component accounted for the side to
side asymmetries in the effective damage distribution (using the convention that one is
viewing the cube from above in Figure 9). The third component, fit by the first five coma
or cos2¢ Zernike terms, represents the asymmetries in the effective damage distribution
from paths at the top and bottom center of the beam compared to those at the sides. At
the top and bottom centers of the beams, the width of the beam from a top-down view
shrinks to a line so that only 2X and 1X intensity regions are present. The fourth
component, fit by the first seven radially symmetry Zernike terms, was needed to account
for larger difference between phase degradation between the chief ray and the average of
extreme rays resulting from the path folding. The third and fourth component Zemnikes
were fit to the same radial phase distribution as that of the second (shown in Figure 11)
but scaled appropriately. The relative contributions of the four components for sigma of

0.5, for example, were 1, 0.1644, 0. 1728, and (-0.1725).

181



d L] hd v v 1 4 v T v
A Fit to Compaction Distribution: .
1.00 + 0.956p2 - 10.1p% + 34.0p° - 17.8p°
1.0 -
= I 1
S o.8}| -
£ s J
o
g °°[ ]
<
[ 1~ = -
[ =
E o.al -
S
o.z2} kY -
0.0 2 2 o M .‘... g o a '.
0.0 0.2 0.4 0.6 ". 0.8 1.0

Distance from Center (f/f,)

Figure 10. Best fit of radially symmetric Zernike terms to radially symmetric compaction
distribution from pupil plane compaction. The compaction distribution is equal to the
calculated radial intensity distribution to the 1.4 power.
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Figure 11. Best fit of tilt Zernike terms (cos¢) to compaction distribution component
resulting from side to side compaction distribution asymmetries. “Folding” of the beam
path in the beamsplitter cube produces a non-symmetric intensity and hence compaction
distribution.
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Figure 12 shows the best fit of the Zernike phase aberration terms as described above to
the pupil plane effective intensity distribution to the 1.4 power for a source with sigma
equal to 0.5. To relate damage at the pupil to wafer plane intensity, we calculate the
damage-effective intensity in the beam-splitter. Using the ratios of pupil plane area to
image plane area, the single pass pupil plane intensities are calculated to be 0.045 (o =
0.5), 0.023 (6=0.7) and 0.047 (= 0.5 - 0.7) of the average wafer plane intensity (L).
We account for the higher intensity from “folding” in the cube by tracing the chief ray
through the 1X, 2X and 3X intensity regions and then calculating the “effective” intensity
that would produce an equal total phase error through the same path length if the intensity
were constant throughout the path. The effective damage intensities were estimated to be
0.093 (6 =0.5), 0.052 (6=0.7) and 0.072 I, (6 = 0.5 - 0.7). Table 1b lists the estimated
pupil-plane-compaction-induced Zernike coefficients normalized for 1 million pulses with
an average energy density of 1-mJ/cm? at the wafer plane, and assuming 30cm of path
length near the pupil and an effective 193-nm index change rate of An/n = 24ppB x (N *
I’/ 1) and an 11ns pulse length. The magnitude of the Zernike coefficients will scale

with the pupil plane compaction or with (N * 1.})*” where N is the pulse count in millions.
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Table 1b
Induced wavefront aberrations in waves (A = 193nm) from compaction
in elements near the pupil plane with “folded” beam path

(30cm total path length)

Zemike Term Aberration Type| ¢=0.5 c=0.7 6=0.5-0.7

1 Piston 83.3ppm 61.9ppm -60.2ppm

_2pcosb Tilt 5.7ppm 3.2ppm 19.1ppm

J§(2 p?-1) Defocus -90.6ppm -58.0ppm -24.0ppm

_ f6p*cos28 Astigmatism 4.0ppm 3.9ppm 0.0ppm
J8(3p*-2p)cosd Coma -6.9ppm -7.1ppm -3.2ppm
J5(6p*-6p2+1) Spherical 64.3ppm 6.8ppm -44.5ppm
Zemike Term 6=0.5| 6=0.7 {6=0.5-0.7

J/10(4p* - 3p?)cos20 -5.8ppm | -7.3ppm | 0.0ppm

V12(10p* -12p° + 3p)cosd 7.0ppm | 2.5ppm | 4.7ppm
__J7(20p¢ -30p* +12p%-1) -7.5ppm | 12.1ppm | 52.5ppm
J14(15p° - 20p* + 6p?)cos 20 7.4ppm | 5.5ppm | 0.0ppm
4(35p” - 60p> +30p* - 4p)cos® -3.1ppm | 1.8ppm | 12.8ppm

3(70p* - 140p® +90p* - 20p* +1) -23.2ppm| 2.2ppm | 18.7ppm
J18(56p° =105p° +60p* —10p?)cos 20 -7.3ppm | -0.5ppm | 0.0ppm
J20{126p° - 280p” +210p* - 60p* + 5p ) cos® 0.0ppm | -1.0ppm | -3.0ppm
V11(252p" - 630p® + 560p° - 210p* +30p? - 1) -4.6ppm | 1.2ppm | -37.0ppm
V22(210p%° - 504 p® + 420p ¢ —140p * +15p?)cos20 3.9ppm | -1.0ppm | 0.0ppm
v24(462p" -1260p° +1260p " ~ 560p° +105p> —6p)cosé | 0.0ppm | 0.0ppm | -6.3ppm
V13(924p ™ - 2772 +3150p° - 1680p® +420p* ~42p? +1)| 0.0ppm | 0.0ppm -4.5ppm

The coefficients scale with (N * L,?)*’, where N is the number of pulses in millions, L, is
the average 193-nm energy density in mJ/cm? at the wafer plane.

The total “uncorrectable” RMS aberrations from pupil plane compaction for (N * 1.%)
equal to unity are 145ppm, 52.9ppm, and 187ppm for 6=0.5, 6=0.7, and annular
illumination respectively. Piston, first order tilt, and defocus Zernike coefficients are not
included in the sum of total RMS aberrations. Defocus is obviously a correctable term as
is tilt because the pupil plane aberrations effect all parts of the field equally. Pure tilt will

shift the entire field by an equal amount. The 6=0.5 case yields about three times more
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total compaction-induced RMS aberrations than the 6=0.7 case. Re-normalizing the data
in Table 1a to one million pulses with an average energy density of 1-mJ/cm? at the wafer
plane (T, = 0.78, A¢ = 1.3cm?), the total “uncorrectable” RMS aberrations from a single
pass (without folding) through the pupil plane are 42.4ppm, 8.1ppm, and 96.7ppm for
0=0.5, 6=0.7, and annular illumination respectively. Folding of 'the beam path near the
pupil plane acts to increase compaction-induced aberrations by a factor of 2 to 6. With
beam path folding, however, system lifetime limited by pupil plane damage becomes less
dependent on the illumination source as, without folding, lifetime predictions varied by
over about a factor of 35 among systems using the three illumination sources while with
folding they vary by about a factor of 6. Using Equation (14) again to describe system
lifetime, the following “lifetime” coefficients are now obtained when the effects of

“folding” near the pupil plane are considered:

0.19 years --- (5=0.5)
B,=10.79years --- (5=0.7) (14b)
0.13 years --- (6=0.5-0.7)

7.4 Damage in Elements near the Wafer Plane

Ray-tracing was used to evaluate the effects of compaction in elements away from the
pupil plane within the model system. For simplicity, the fused silica in the model system
was assumed to be either compacted or undamaged depending on its location in the
system. Owing to the fact that the compacted region at the pupil closely followed the

illumination shape, the compacted region at the pupil was taken to be the radius defined by
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the sigma of the illumination source. The damage region at the wafer was defined to be
that of the field shape. The damage radius between the pupil plane and the wafer was
defined by tracing a ray from the edge of the field at the wafer to the edge of damage
region at the pupil. This was done separately for both field axis directions. For example,

the damage radii were defined as follows for the sigma of 0.5 case:

r,(wide), =3.868 - 002489 - Z,
r,(wide), =3.42-006281-Z, (19a-c)
r,(wide) ; =2.415-001627- Z,

ry(narrow), =2.803+003428-Z,
r,(narrow), =342-01219-Z, (20a-c)
r;(narrow); =1469-0.1826-Z,

where narrow and wide denote the optical radii in the scan and slit directions respectively;
I, I, and IIT denote the fused silica block in the model system with block I being closest to
the mask; and Z,, Z,, and Z; denote distances from the front edge of each block. All

distances are in centimeters.

Given the compacted region as specified above, it was straightforward to determine where
rays originating from the mask plane are within the compacted region and hence phase
delayed. The magnitude of that phase delay depended upon the intensity within the optics
which was taken as the average intensity at the wafer scaled by the ratio of the wafer field

area to damage plane area. The illuminated area was approximated by an ellipse whose
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major and minor extremes were equal to the damage radii. A 1% energy loss per

centimeter of path (accounting for both absorption and reflection losses) was used.

The path length delay for a ray is approximated as the sum of its path delays accumulated
from traveling through damaged regions. For a zero order or DC ray at the center of the
field (6 = 0.5), the ray passes through the entire compacted region and has an integrated
phase delay in wavelengths (A = 193nm) equal to 760ppm * (N * L)"". For L of 1
mJ/cm? and 1 billion pulses, this would predict that the ray would be delayed by about one
tenth of a wavelength. Over half the integrated phase delay occurs in the final fused silica
block closest to the wafer. Again, a compaction rate of An/n = 24ppB x (N * L% 7)°7 and

an 11ns pulse length is assumed.

Rays from both the center and edge of the field are traced to estimate the compaction-
induced wavefront error in the model system. Table 2 lists the best fit of the five primary
Zemike coefficients to the phase delays calculated from ray-tracing. The spherical and
defocus aberration terms from the pupil plane analysis are subtraction from the terms
found here so as to avoid accounting for them twice. The astigmatism at the center of the
field is a direct result of the image field shape asymmetry which produces an asymmetric
compaction profile in the optics. Compaction induces both tilt and coma aberrations at
the edge of the field. This is illustrated in Figure 2, where one of the diffracted orders
(+1) for periodic minimum sized lines and spaces travels through a large portion of the

compacted region while the other diffracted order (-1) essentially travels through only

188



undamaged material. The defocus and spherical aberration terms are calculated from only
elements not included in the previous pupil plane analysis. Higher order aberration terms
resulting from damage in elements near the wafer plane cannot be accurately predicted
using this simple ray-trace analysis. Unlike aberrations from pupil plane compaction,
aberration terms from elements near the wafer depend strongly on field size, shape and
element placement.

Table 2

Induced wavefront aberrations* in waves (A = 193nm) from
compaction in optical elements near wafer plane

Zemike Term Aberration Type Center of Field Edge of Field
=05 c=07 (r=1.3cm)

c=0.5 =07

1 Piston 365ppm 255ppm 214ppm  126ppm

2pcos Tilt -- - 131ppm  87.5ppm
V3(2p% -1) Defocus -71.8ppm  -18.1ppm -104ppm  -65.8ppm
J6p?cos26 Astigmatism  61.6ppm  25.6ppm 60.6ppm 42.2ppm
V8(3p*-2p)cosd Coma - -~ -119ppm -12.6ppm
J5(6p*-6p2+1) Spherical -17.5ppm  0.0ppm 25.6ppm  20.6ppm

*The coefficients scale with (N * I, )° ’ where N is the number of pulses in millions, I, is
the 193-nm energy density in mJ/cm?. ‘

The total “uncorrectable” RMS phase aberrations found from ray-tracing for (N * L,?)
equal to unity are 261ppm and 211ppm for (6=0.5) and (6=0.7) respectively for the model
system. Because defocus and tilt varied between the center and edge of the field, the field

dependent portions of these aberrations are included in this total.

System lifetime from damage near the wafer plane will be calculated using the compaction
scaling rule of An/n = 24ppB x (N * LY/ 7)*” (N is the pulse count in millions, T is the

pulse length in nanoseconds and L, is the 193-nm energy density in (m)/cm?)). The
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assumptions of a 1000Hz laser and that 50 pulses per field are required for a uniform
exposure (resist sensitivity equals 50 Ivs:) are again made. The lifetime Limited by

compaction in elements away from the pupil plane in the model system is given as follows:

L T 50mJ / cm? 1.3cm? 1
L‘-feume‘B"{(nns)'( 1, ( A, I'T;,k—u,,}

_ {0.081 years --- (c=0.5)}
B = 0.11years --- (0=0.7)

e3))
Unlike Equation (14), Equation (21) does not describe the dependence of lifetime on pupil
plane diameter (Dy), total optical path length through fused silica (L), or pupil plane to
wafer transmission (Tpw). Because more damage is caused in elements near the wafer
plane, a weaker dependence on Dy, and Ty is expected as suggested by the weaker
dependence of lifetimes on sigma. The 1%/cm loss assumption is equivalent to choosing
Tew equal to 0.78 for the pupil plane lifetime calculations. A similar dependence on path
length (L) is expected damage in all elements. Repeating the above ray-tracing analysis on
the model system for a wafer to final elements separation (s) of 6mm instead of 4mm
shows an increase in system lifetime (limited by damage in elements away from the pupil

plane) of only 20%, suggesting that lifetime has a weak dependence on working distance.

7.5 Aerial-image simulations of the effects of aberrations on imaging
“Diffraction-limited” lithography systems® often have maximum intrinsic wavefront

aberrations much less than 0.05A. It is unclear, however, how much compaction-induced
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aberrations a system can tolerate before imaging is substantially degraded. Using the
previously derived Zernike aberration terms, Splat’ version 5.0 is used to simulate the
effects compaction on the imaging in the model system. Table 3a lists the change in
feature contrast, focal position and feature location (distortion) for minimum sized lines
and spaces (0.18um) for 0.05A and 0.1 total “uncorrectable” RMS compaction-induced
wavefront aberrations at the pupil alone (with folding). Vertical lines and spaces are
parallel to the long field direction. Piston, first order tilt, and defocus Zernike coefficients
are not included in the sum of total RMS aberrations or the simulations. The maximum
contrast drops more gradually with conventional sources with increasing pupil plane
aberrations than that with the annular illumination source because many of the
conventional phase aberrations could be offset by shifts in focus position. Since the “best

focus” depends on feature type, a large focus shift may be equally intolerable to contrast

loss.
Table 3a
Simulated effects of pupil plane compaction-induced
wavefront aberrations on imaging (with path “folding”)
(0.18um periodic lines and spaces)
RMS | Feature Contrast Loss Focal Shift Distortion

Aber. Align. 10=0.5 ©=0.7 Annulajo=0.5 ©=0.7 Annulano=0.5 06=0.7 Annular
Vert. | 0.8% | 0.7% | 3.1% | 40nm | 20nm | 15 nm 0.0nm|0.0nm| Onm
0.05A| Hor. | 14% | 0.5% | 3.1% | 25nm |-15nm| 10nm | 1.2 nm 3.6nm| 1.9 nm
Vert. | 3.2% | 2.6% | 12.0% | 80 nm | 40 nm | 25 nm 00nm{ Onm | Onm
O.1A | Hor. | 55% | 1.8% |{12.1%| 50 nm |-25 nm| 25 nm 24nm|7.3nm|3.9nm
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Table 3b lists the change in feature contrast, focal position and featre location

(distortion) for minimum sized lines and spaces (0. 18um) for a total system 0.05)\ and
0.1A RMS compaction-induced wavefront aberrations at the edge of the field. The total
RMS wavefront aberration is the sum of the magnitudes of the normalized Zemike
coefficients from ray-tracing and pupil plane analysis not including piston and field
independent tilt and defocus. Because defocus and tilt varied between the center and edge
of the field, the field dependent portions of these aberrations are included in the
simulations and total RMS wavefront aberration. Pupil plane aberrations are an
appreciable fraction of the total predicted system RMS aberrations. For a 0.1A total RMS
wavefront aberration, a 21nm and 25nm distortion are predicted at the edge of the field for
sigma equal to 0.5 and 0.7 respectively. Such levels of distortion are significant when one
considers a typical total overlay budget for a 0.18um technology would be only about
50nm®. The variations in focal position (0.12um and 0.15um) are also large portions of
the specification limits for a 0.6 NA system. The total RMS aberrations for (N * L2) equal

to unity were 448ppm and 264ppm for 0=0.5 and 6=0.7 respectively.
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Table 3b
Simulated effects of total system compaction-induced
wavefront aberrations on imaging

(0.18um periodic lines and spaces)
RMS Locationin | Feature | Contrast Loss Focal Shift Distortion
Aberration| Image Field |Orientation] 6=0.5 ¢=0.7 | 6=0.5 0=0.7 j0=0.5 o=0.

center Vertical | 0.0% | 0.0% | 30nm | 20 nm [0.0 nm|[0.0 nm

0.05\ center Horizontal| 0.2% | 0.0% |-10nm |-15nm [0.5 nm|[0.7 nm
| edge (1.3cm) | Vertical | 0.3% | 0.1% | 50 nm | 60 nm [0.0 nm|0.0 nm]

edge (1.3cm) | Horizontal| 0.5% | 0.1% | 10nm | 15nm [10 nm|12.50m

center Vertical | 0.3% | 0.1% | 60nm | 35 nm 0.0 nm|0.0 nm
0.1A center | Horizontal| 0.6% | 0.1% {-20nm | -30 nm [1.0 nm|1.5 nm|
edge (1.3cm) | Vertical | 1.1% | 0.5% |100nm]120 nm [0.0 2m|0.0 nm

edge (1.3cm) | Horizontal| 1.6 % | 0.6% | 25nm | 35nm |21 nm| 25 nm

7.6 System Lifetime Predictions

Assuming 10 million pulses per day and a 70% clear field mask, Figure 13 shows the

estimated system lifetimes using a 0.05A compaction-induced RMS wavefront aberration

lifetime criteria. Assuming a 50% clear field mask would essentially double the lifetime

predictions because of the non-linear dependence of compaction on intensity. If a

0.4mJ/cm? per pulse wafer energy density were used (50 pulses per field for a resist with a

sensitivity of 20mJ/cm?), one would predict lifetimes of three (6=0.5) and seven years

(0=0.7) using the 0.05A wavefront aberration criteria. The relative contribution of pupil

plane aberrations limiting system lifetime is higher for lower coherence operation. While

the annular illumination case was not analyzed for compaction-induced aberrations in

elements away from the pupil plane, it appears from the relatively high pupil plane

aberration terms that system lifetime would be even worse if annular illumination were

used.
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The maximum change in relative refractive index within the system is only about 350ppB
to produce a 0.05A RMS wavefront aberration (0=0.5). Despite the fact the pupil plane
compaction contributed to over 40% of the total compaction-induced aberrations, only
about 20ppB total relative refractive index change is calculated at the pupil for the a 0.05A
RMS wavefront aberration case (0=0.5). A 1ppm An/n lifetime criteria and lower
estimated intensities within system optics led to previous system lifetime predictions that
were significantly longer’. While fused silica is generally only quoted to have 0.5 to 1ppm
peak to peak intrinsic homogeneity, the fact that compaction in a lithography system leads
to cumulative phase errors makes imaging much more sensitive to compaction-induced
refractive index inhomogeneities. One should consider RMS refractive index
inhomogeneities when evaluating phase aberrations. It is stressed that these predictions
assumed the consistent use of same source and field aperture, changing either over the

course of system operation would most likely result in a drop in system lifetime.

7.7 Generalizations about System Lifetime

The lifetime of an actual lithographic system is a complex function of system design and
operating conditions. Because of the high relative intensity at the last few elements in the
system and the super-linear dependence of compaction rates on intensity, it is natural to
concentrate on those elements as the primary area of concem. It has been suggested that
if the last few lenses in the system were easily replaceable that the system lifetime could be
indefinitely extended at the cost of periodic replacement of those elements. Alo;g the

same reasoning, calcium fluoride elements could be used for optics near the wafer plane
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since the system is less sensitive to material inhomogeneities in those last few elements.
These techniques, however, would have limited usefulness, because optics in the system
away from the wafer plane contribute significantly to the aberration budget with only
modest compaction damage. In fact, in our model system we found about a 50%
contribution to the total at (¢ = 0.5) from those elements. The relative contribution to
total system aberrations from elements away from the wafer plane, furthermore, will

increase substantially for systems with larger image field sizes.

An unequivocal method for increasing lifetime would be to lower the peak optical intensity
by increasing the pulse repetition rate and/or using longer laser pulses at lower peak
power. For example, doubling the pulse length and halving the intensity would double the
system lifetime while keeping throughput constant. The availability of both positive and
negative 193-nm resists would create the ability to use only dark field masks in printing.
This would lower the energy density within most of the optics without lowering the
energy density at a bright area of the image. The use of more sensitive resists would
permit a reduction in optical intensities within all the optics, including those near the

wafer, while maintaining a constant throughput.

Optical designers already have experience in compensating for environmental-induced
changes to the imaging properties of a system such as temperature and pressure variations.
In fact, methods for compensating for thermal loading from absorption within optics have

already been successfully implemented'®. Generally defocus and magnification are the
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only adjustable parameters. Magnification adjustments, in fact, could adjust for much of
the compaction-induced distortion predicted above. Development of the ability to
compensate for other aberrations from compaction would certainly enhance system

lifetime.

7.8 Conclusions

The modeling presented in this chapter indicates that even modest levels of compaction
will degrade the imaging of a production lithography system. In fact, tens of parts per
billion changes are important for elements in the pupil plane. Despite the much lower
relative intensity, damage in elements near the pupil plane are significant along with
damage in elements closer to the wafer plane. The above analysis predicts that a resist
with high sensitivity (5 - 20 mJ/cm?) will be needed to insure acceptable 193-nm

lithographic system lifetime.
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Chapter 8

Conclusions and Future Work

8.1 Conclusions

In this thesis, Deep-UV damage in fused silica was investigated to characterize the
limitations of using refractive optics for DUV lithography. A relatively simple technique
was adopted using birefringence measurements which enabled the real-time monitoring of
compaction. The method, described in Chapter 2, proved capable of measuring
compaction in the 10 parts per billion range, orders of magnitude more sensitive than
previous methods. Using the birefringence monitor and absorption measurements,
drastically different transient and thermal properties between color center formation and

compaction were observed, indicating that the two were distinct damage forms.

In this work, a universal relation describing UV-induced compaction was found where,
using the total energy absorbed from two-photon absorption as the dose parameter,
density changes are equal to a material dependent constant times the dose parameter to a
power of about 0.7. With the exception of the two-photon damage excitation, this
behavior was consistent with past compaction studies using electron beam and gamma
radiation, suggesting like densification mechanisms. Additional evidence, presented in
Chapter 4, further supported a two-photon absorption damage process for compaction
and color center formation. Despite this seemingly fundamental damage behavior,

substantial differences in damage rates were found among the many fused silicas evaluated
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in Chapters 3 and 6. This was an encouraging result because it suggests that more durable

fused silicas can be developed for UV-applications.

The analysis of the component contributing to optical path difference formation in damage
fused silica presented in Chapter 5 was motivated by the need to better predict the effects
of radiation in elements in a real lithographic tool. The modeling of the effects of damage
on lithographic performance presented in Chapter 7 would have been more accurate if the
relations developed in Chapter 5 were more rigorously applied. The analysis in Chapter 7
gave a useful estimate of how much damage could be allowed in a system without severely
degrading image performance. Compaction in elements near the pupil plane of the system
was shown to be important despite the much lower relative intensities in those elements.
The effects of different illumination sources was also characterized where systems with

less coherence were predicted to have longer lifetimes.

Certainly, one could envision a more rigorous modeling of the effects of compaction on
system performance by taking into account damage in each of the 20 or so optical
elements individually. Using the experimental relations for compaction formation and the
machinery developed describing the optical effects of compaction for arbitrary geometries

and wavelengths, the tools are now available perform such an analysis.

Still, much is unknown about the mechanisms involved with UV-induced damage in fused

silica. This thesis will conclude by first describing initial observations on irradiated-



induced fluorescence in fused silica. A discussion of the origin of the power-law
dependence of damage on dose is then included in this chapter. Finally, preliminary work
on characterizing the structural form of compaction is described followed by a discussion

of two relevant models.

8.2 The Role of Fluorescence in Damage

One of the phenomenon involved with damage that should be studied further is that of
radiation-induced fluorescence. Krajnovich'? et al. recorded the transient 650nm
fluorescence induced from 248nm radiation in a variety of fused silicas. Suprasil 311,
Suprasil 2 and Comning 7940 all had similar magnitudes of red fluorescence that remained
steady or increased slightly during exposure. The “fast-relaxers” (SV1A1l, SV2G1, P20
and P30) had about a factor of three weaker red fluorescence. Suprasil 300 (“dry” fused
silica) had no measurable red fluorescence at the beginning of the irradiation but had
fluorescence of similar magnitude to the “fast-relaxers” later in the exposure. Sharp
increases in fluorescence were observed after pauses in the exposures which were later
attributed’ to temperature changes in the sample. Fluorescence was found to decrease

sharply as the sample temperature increased from absorption-induced heating.

Only qualitative observations were recorded during the irradiations described in this thesis.
Because the exposures here were performed at much lower pulse energy densities on
samples with less absorption, temperature changes were small and most likely did not

effect fluorescence. The observations described below were recorded at UC-Berkeley
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using 193nm radiation on the (1990-1994) grade specimens. Suprasil 300, again with no
initial fluorescence, gradually fluoresced red with a relatively low intensity. Corning 7940
began with very faint white fluorescence that gradually developed to red. Suprasil 2 had
faint blue fluorescence that faded with continuing exposure. SV2G1 fluoresced white with
a sharp decrease in magnitude at the beginning of the exposure. Both samples of Suprasil
311 showed the same fluorescence phenomenon after an (NI*/1) dose of about 1000 that
was one half fluoresced red while the back half fluoresced green (N in millions of pulses, T
in nanoseconds, I in mJ/cm®). By flipping the samples around with respect to the incoming
beam, it was verified that the fluorescence differences resulted from material differences
though the thickness of the sample and not due to intensity variations through the sample.
As described in Chapter 5, the side of the sample which fluoresced red had a much larger
surface depression induced from the exposure, indicating higher compaction. The
experimental samples provided by SEMATECH showed the same general trend where
those which fluoresced white or blue had lower compaction rates while those which

fluoresced red showed the worst compaction behavior.

Little concrete knowledge on the phenomenon is available despite the presence of
fluorescence during the numerous fused silica radiation studies previously cited in Chapter
1. The red fluorescence band has often been associated with the Non-Bridging Oxygen
Hole Center NBOHC). Griscom®, however, presents evidence inconsistent with this
conclusion. Griscom also reviews other possible theories on the electronic or defect states

involved with the fluorescence. While fluorescence is generally believed to be a sign that



damage is occurring, for a given dose rate the samples with the least fluorescence tend to
damage with a faster rate. This observation coupled with the trend of lower damage in
samples fluorescing at lower wavelengths (higher energy), suggests that the release of
energy radiolytically through fluorescence may reduce damage rates by providing a benign

mechanism for energy dissipation.

8.3 Origin of Power-Law Dependence of Damage on Dose

The studies presented in Chapter 1 showing a sub-linear dependence of paramagnetic
defect generation on dose generally monitors defect generation over at most two orders of
magnitude. Galeener® attributed the non-linear production of defects to a simultaneous
“activation” of pre-existing precursor sites and linear increase of additional precursor sites.
Primak? shows a nearly 2/3 power law dependence of compaction on radiation dose over
three orders of magnitude (Ap/p ~ 10 - 10 ). In this thesis, a nearly identical dose
dependence (taking into account two-photon excitation) is found over an additional 1.5
orders of magnitude (Ap/p ~ 4 x 10*® - 10 ). This behavior cannot be easily explained by
any simple form of saturating behavior, simultaneous production of damage precursors, or

competing compaction-expansion processes.
Primak® attributes the reduced power dependence of compaction on dose as a “hardening”

effect. He asserts that compaction occurs most readily in stressed portions of the

network. Because the compaction acts to reduce stress in the network, this is no longer a
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simple saturation process. Compaction would be then inversely proportional to the

number of sites compacted.

Griscom™® et al. suggest a different model where the power-law growth is described as an
ensemble of saturating exponentials. The model assumes that defect growth results from
independent subpopulations, each with a characteristic production rate constant and
recombination rate constant. Subpopulations with larger growth rates saturate with faster
recombination rates. Subpopulations with lower growth rates, while having minimal
contributions to the initial defect generation rate, become dominant at higher defect
densities. The Griscom model is successful in predicting the transient annealing behavior

of damaged optical fibers® using second-order kinetics without any additional assumptions.

The power-law dependence of damage on dose seems fundamental to both color center
formation and compaction in fused silica. Such behavior over several orders of magnitude
is unique and counter-intuitive. Neither the Griscom or Primak models, furthermore, have
sufficient support to be convincing at this time. While we present no new theory, we point
to the unusual annealing behavior of damaged fused silica as an area for further scrutiny.
The post-irradiation thermal decay of damage generally follows a “stretched” behavior
that cannot be assigned to a single activation energy™'®. The fact that annealing occurs at
relatively low temperatures suggests that simultaneous annealing may be occurring during

radiation as the effective temperature of an irradiated area is temporarily raised due to
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absorbed energy. A better understanding of the annealing process may, therefore, yield

insight into the origin of the power-law dependence of damage on dose.

8.4 The Structural Form of Compaction

8.4a Raman Spectroscopy and X-Ray Diffraction Experiments

The samples studied in this work generally have density changes of a few ppm or less.
Obtaining structural information via diffraction or spectroscopic techniques resulting from
such small alterations is difficult. To partially alleviate this concern, a Suprasil 2 sample
which had been irradiated for 70 million, 40mJ/cm?, 193-nm pulses was obtained from
MIT Lincoln Laboratories''. Using the data of Chapter 6, at least a 50 ppm density
increase would be expected. The sample is cylindrical with a 2.54-cm diameter and a 1-
cm. The irradiated region is rectangular, roughly 15mm by 7mm, and offset from the
center by about Smm. The lack of symmetry of the compaction makes the extrapolation

of the compaction level from birefringence monitoring excessively arduous.

The Raman spectra of a 0.16mm diameter portion of the sample within and outside the
irradiated region were measured using a 547nm source'?. Figure 1 shows both spectra as
well as the difference between the two spectra. The irradiated portion has a larger
intensity uniformly across the entire Raman spectra. This is consistent with data measured

by Bates' which showed an increase of the Raman spectra intensity after neutron
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Figure 1. Raman spectra of Suprasil 2. Lower spectra for unirradiated area, upper
spectra for area on same sample irradiated with 70 million, 40mJ/cm?, 193-nm pulses. The
difference between the two spectra is also shown. The D, and D; bands are at 490 cm™
and 605 cm™ respectively.



irradiation. The increased Raman signal may be at least partially a result of the tensile
stress formed in the irradiation region as past work'*'* has shown that the Raman spectra

is lowered during the presence of compression stress from external pressure.

No measurable increase in the D; (605 cm™) or D; (490 cm™) Raman peaks is observed,
consistent with past findings'®!”. The D; and D, bands have been assigned"® to 3 and 4
silicon ring structures respectively. It appears that compaction is not a result of formation
of additional 3 and 4 member ring structures, at least not of the order of the intrinsic ring

densities.

The X-ray diffraction spectra of a portion of the sample within and outside the irradiated
region were measured' using a un-narrowed Copper Ko X-ray source (1.5 Angstrom
wavelength). The X-ray beam diameter is approximately Smm. Figure 2 shows the
spectra from the irradiated and unirradiated areas. The signal from intrinsic scattering is
not subtracted, but the property that both spectra have equal magnitudes at high
diffraction angles indicated that scattering was equal for both measurements. Like the
comparison of the spectra from undamaged material to neutron irradiated material
presented in Chapter 1, the characteristic first broad X-ray diffraction peak is smaller for
the UV-irradiated sample. Unlike for the neutron spectra, the entire spectra of the
irradiated sample is smaller. Since the spectrum is related to the transform of the electron
probability density, this suggests that the irradiated area has a less-ordered structure than

does the pristine material. Because later X-ray diffraction tests®® on the same sample were
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unable to reproduce the results presented here, further experiments on additional samples

are needed to characterize the effects of UV-induced compaction on the X-ray diffraction

spectrum of fused silica.
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Figure 2. X-ray diffraction spectra of Suprasil 2. Upper spectra for undamaged area,
upper spectra for area on same sample irradiated with 70 million, 40mJ/cm?, 193-nm
pulses.

8.4b Revesz Compaction Model

As alluded to in Chapter 1, Revesz®' proposes a model which describes compaction as a
result of decreased n-bonding in the fused silica system. m-bonding orbitals, unlike
spherically shaped & bonds, are “figure-eight” shaped with a null in the electron probability

function half way between the centers of the two bonding atoms. In the SiO, network, -
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bonding results from the overlap of the originally empty Si 3d orbitals with the O 2p
orbital containing the lone pair electron. This dzn-pn bond is more delocalized than the ¢
bond between the Si sp® hybrid and O 2p orbitals, and hinders rotation about the Si-O
bond. A decrease in n-bonding would be expected to correspond to a decrease in the
average Si-O-Si angle? (less overlap between Si 3d orbitals with the O 2p orbital) which
naturally would yield a density decrease. The model describes the metamict state (as
defined in Chapter 1) of silica as a result of an equilibrium between the tendencies to
minimize bond strain and to maximize the level of n-bonding. While nt-bonding is
energetically favorable for an individual SiO, molecule, nt-bondings hinders rotation about
the Si-O bond which tends to cause bond strain. The ionic component of the Si-O bond
increases with a decrease in nt-bonding. The consistency of the Revesz model with some
of the observed property changes in fused silica induced from radiation is detailed below.
The model does not identify the structural modifications inducing the decrease in nt-
bonding. Both network relaxations from bond cleavage and denser SiO, packing from

bond angle reorganization could be responsible.

1) Bond polarizability is expected to decrease with a decrease in -bonding®. The
polarizability of fused silica, as shown in Chapter 5, decreases with compaction which is
consistent with Revesz’s model. Also in agreement with the model, the bond polarizability

of quartz increases during radiation-induced expansion®.
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2) One of the strengths of the Revesz compaction model is its agreement with the
annealing properties of densified silica. From the initial slope of annealing curves, an
“unusually low” activation energy (0.04-0.4 V) is measured'® for densified fused silica.
Similarly low annealing activation energies are being found in tests?® on UV-irradiated
fused silicas. This indicates that viscous flow is not responsible for annealing because
viscous flow requires the breaking of Si-O bonds at an activation energy'® of 5-7 kcal

mole”. Bond angle rearrangement is innately a lower energy process.

3) The Revesz compaction model similarly agrees with the activation energy of
compaction formation. Data presented in Chapter 4 shows a very weak dependence of
compaction rate on sample temperature. The activation energy for compaction formation
is found to be about 0.2 eV, very similar to the activation energy of annealing. More
recent tests”® for 193-nm compacted samples show, within experimental error, no increase
in compaction rate with sample temperature. More experiments are required to determine
if this discrepancy is a result of different fused silicas being studied or due to using a much
lower intensity for the 193-nm tests. Past compaction studies using gamma rays did not

find a temperature dependence for compaction rates® up to 100°C.

4) Since n-bondings hinders rotation about the Si-O bond, a reduction in n-bonding
would seemingly allow for greater flexibility in the fused silica network. This flexibility
would most likely result in a more random distribution of SiO, building blocks within the

network. The X-ray diffraction results presented in Figure 2, although likely a product of
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experimental error, are consistent with a more random electron distribution in the SiO,

network.

8.4c The role of the NBOHC in Compaction

As alluded to in Chapter 1, the best correlation between a specific defect and radiation-
induced compaction are found with the NBOHC. Rajaram® et al. reported a linear
relationship between compaction-induced surface depression depths and NBOHC
concentrations for some silicas from electron exposures. Tsai et al. also report a
correlation between the annealing characteristics of compaction of Zerodur®® and Optosil®’
and the ESR signal of NBOHC’s. Zerodur is a glass-ceramic material composed of 80%
lithium aluminum silicate crystal and 20% high silica glass. Like compaction, furthermore,
no saturation of NBOHC concentration is reported for gamma, X-ray or UV-radiation.
The fact that several paramagnetic defects follow a similar dose dependence as
compaction and makes these correlations less meaningful. More studies are needed,
especially on UV-grade fused silicas. Compaction may indeed be a result of
reorganization of the existing bond structure as opposed to being a product of bond
rupturing or defect formation. A deeper understanding of the structure and mechanisms
behind radiation-induced compaction would undoubtedly facilitate the development of

more damage resistant optical materials.
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