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1. Introduction

In the past 5 years, the cost performance gap between sec-
ondary and tertiary storage has been widening. The cost per
megabyte of disk drives has been falling at a factor of 2 per
year, compared to 1.5 per year for tape drives and libraries.
Disk areal densities have been increasing at 60% per year,
with 8 GB 3.5 inch disk units shipping by late 1996. Data
rates have also been increasing at rates of 40% per year, ex-
pected to pass 40 MB/s by the end of the decade [1]. These
trends change the possibilities in large scale storage sys-
tems. If they continue, large storage systems composed of
disks will have significant cost/performance advantages
over tape libraries of similar capacity.

Applications such as databases, video on demand, medical
data and web archival have a need for storage systems
which are high performance as well as high capacity [2,3
4]. The solution used in most cases is a hierarchy of a disk
array and tape library. However, disk arrays have draw-
backs in terms of cost/performance, availability, and scal-
ability. Due to custom hardware, the cost per megabyte of
RAID disk arrays increases with system capacity, unlike
raw disks and tape systems. Also, a disk array needs to be
connected to a host computer, which becomes a bottleneck
for both performance and availability. Its scalability is lim-
ited by the number of disks that can be supported by the in-
frastructure. Some storage consuming applications like

web archival have a fixed growth rate of data. When such ap-
plications reach the capacity limit of their disk array, another
array must be added. Adding independent disk arrays also
lowers the reliability of the total system and complicates
storage management.

In this paper we present Tertiary Disk, a storage system ar-
chitecture which exploits the trends mentioned above to cre-
ate large disk storage systems that avoid the disadvantages of
custom built disk arrays. The name comes from twin goals:
to have the cost per megabyte and capacity of tape libraries
and the performance of magnetic disks. We use commodity,
off the shelf components to develop a scalable, low cost, ter-
abyte capacity disk system. Tertiary Disk uses PCs connect-
ed by a switched network to host a large number of disks.
Our prototype consists of 20 200MHz Pentium Pros, which
host 370 8GB disks. The Pentium Pros are connected
through a switched network of 160 MB/s Myrinet links. In
the following sections we discuss the hardware and software
architecture and present some preliminary performance mea-
surements. Section 2 compares our prototype to commercial
disk arrays and tape libraries. Section 3 describes the hard-
ware and software architecture. Section 4 shows that even
though Tertiary Disk uses a large number of independent
components, the overall system can have a mean time to fail-
ure greater than a single disk. Section 5 analyzes the cost of
our prototype and Section 6 gives preliminary measure-
ments. Section 7 uses the performance measurements to dis-
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1 Tertiary Disk: Large Scale Distributed Storage

cuss the trade-offs between configurations. Section 8
describes related work in distributed storage systems and
Section 9 concludes.

2. Motivation

The previous section suggested that current trends in storage
media make terabyte scale disk systems feasible. In this sec-
tion we show the motivation for building such systems out of
commodity components. We compare Tertiary Disk to vari-
ous tape libraries and disk arrays in the capacity range be-
tween 200GB and 5TB. Since the systems being compared
are so different from one another, in both media and target
workload, we compare them on two metrics, their cost/ca-
pacity and peak bandwidth. For tape libraries we assumed
the peak bandwidth to be the total peak bandwidth of all
drives in the system. Note that this is optimistic as other
things, like tape mounting times, also affect performance.
For the disk arrays the peak bandwidth is assumed to be the
bandwidth of the link(s) to the host. Figures 1(a) and 1(b)
show where some commercial tape and disk systems fall in
$/MB and bandwidth. The performance numbers for Tertiary
Disk are based on measurements of single unit prototypes
which will be discussed in following sections.

As can be seen from figure 1(a), Tertiary Disk is competitive
in cost with disk arrays and in capacity with tape libraries.
Our investigation suggests that tape libraries have improved
in cost/megabyte by 25% per year for the last several years,
while disks have improved at 100% per year over the same
period. If these trends continue, Tertiary Disk systems can be
cheaper than tape libraries in 2-4 years. While the systems
compared have different features which to some extent affect
their cost, they have some trends in common. The cost of
similar capacity tape systems differs by the number of drives

available and the technology of the drive (ex. 8mm vs.
DLT), but in general the cost/Megabyte of tape systems de-
creases with increasing capacity. The cost of disk arrays dif-
fers mostly with the available memory and the bandwidth of
the host connection. For example, the Sun RSM and EMC
3300 differ in price because the former has 256 MB of
memory and 80MB/s host connection while the latter has
2GB of memory and a 320MB/s host connection. However,
disk arrays in general show an increasing cost/MB with ca-
pacity. This increase is due to the cost of custom designing
a larger system.

The main point is that as Tertiary Disk is based on smaller
commodity systems connected through a network, it is able
to scale in bandwidth while keeping cost/capacity relatively
constant. Scaling can also be done with disk arrays, for in-
stance, by replacing a large disk array with some number of
smaller arrays. But in this case each array has to be connect-
ed to a host, with additional software to coordinate the
hosts. This approach has two main disadvantages. First, the
connection between the host and the disk array is much
smaller than the aggregate bandwidth of the underlying
disks. Second, if all the independent disk arrays are to ap-
pear as one large storage system, additional software will be
needed to coordinate layout of data between the hosts. In
this case the custom features provided by the disk array con-
troller may become useless.   What we are proposing is to
avoid the host to disk array connection, connect the disks di-
rectly to a host, and use software to coordinate the hosts.
Such a design is able to fit in between the tape and disk ar-
rays in cost, and scale better than either in performance.

It is difficult to do a fair comparison of the reliabilities of
these different systems, specially as tape is a different me-
dia. However, the manufacturer quoted reliability for tape
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systems is around 50,000 hours. Disk arrays typically quote
higher reliability (in millions of hours), however this is usu-
ally assuming the disks are configured in a parity group and
not accounting for failures in the host. In section 4 we do an
evaluation of the reliability of Tertiary Disk and show that
it is possible to develop a terabyte disk system which has a
higher mean time to failure than a single disk.

3. Architecture and Implementation

The Tertiary Disk prototype that we are constructing con-
sists of 20 Pentium Pros which host 370 8GB disks. The
PCs are interconnected through a switched network of
Myrinet links. The PC cluster is also connected through
Myrinet to a cluster of 100 UltraSPARCS. Both clusters
will be running xFS, a serverless distributed filesystem.
This section describes the architecture and implementation
of the hardware. Since detailed discussion of the software
is beyond the scope of this paper, we give a brief overview
of xFS and provide references for more detailed informa-
tion. [6,7]

To study the trade-offs between different hardware config-
urations, our design is based on two designs for individual
nodes. A single Tertiary Disk node is composed of two PCs
which share disks. This double ending of disks to two PCs
is for higher reliability. If a PC has a hardware or software
failure, all disks connected to it are accessible through its
dual PC at the other end of the string. Figures 2(a) and 2(b)
show the logical design of the two nodes. From now on
these two designs will be called Node design 1 and Node
design 2. Both nodes use the Fast-Wide SCSI disk interface.
The SCSI strings are shared between PCs, with two SCSI
controllers per string. In normal mode (i.e. with no fail-
ures), each PC accesses half the disks.

Both node designs have four SCSI controllers per PC. In
Node design 1, each SCSI string has 8 disks in one disk en-

closure. In the second node design, each SCSI string has 14
disks in two disk enclosures. In both node designs, each PC
has one Myrinet network interface. The complete prototype
consists of eight nodes of design 1 and two nodes of design
2. In sections 5 and 6 we compare the cost and performance
of the two node designs.

 Hardware:
PCs are a natural choice for hosting disks. The main system
bus has a peak bandwidth of 132 MB/s, and it is possible to
connect an arbitrary number of devices using PCI-PCI
bridges. Our PCs have enough expansion slots for four ad-
ditional expansion cards on the main system bus. We use
these slots for 1 Myrinet interface card and up to 3 dual
channel SCSI controller cards. Since a single wide SCSI
string allows 16 devices and all SCSI strings have two con-
trollers, each string can host a maximum of 14 disks. There-
fore this configuration can have a maximum of 84 disks per
node. More details on the implementation of double ending
can be found in [5]. If PCI extension boxes are used, this
number can be increased arbitrarily. Our PCs have 64MB of
memory each and are running Solaris 2.5.1. In addition to
the Myrinet network, the machines are connected through
switched ethernet.

Power and cooling for the disks is provided by the disk en-
closures. For easier maintenance and monitoring, the enclo-
sures are hot pluggable and programmable from a remote
host through a serial port. These features are important as in
large storage systems, management can be as expensive as
the storage itself. All of the components of two nodes of de-
sign 1, or one node of design 2, fit in one 19-inch wide by 7
foot tall rack. Each rack contains PCs, disk enclosures and
network switch hardware.

Software:
Figure 3 shows the integration of the PC cluster with the Ul-
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traSPARC cluster. For simplicity all Tertiary Disk nodes are
shown alike, although some actually have more disks than
others. Both clusters will be running xFS. More detailed de-
scriptions of xFS can be found at [6, 7]. xFS is composed of
three main modules, the client, manager and storage server
modules. All applications run above the client module, and all
file system services are provided by the client and manager
modules. The disks are managed by the storage server mod-
ules. As shown in Figure 3, the UltraSPARCS run the client
and manager modules, and the PCs run only the storage serv-
er modules. xFS is a log structured file system. The files used
by applications are laid out by the client modules onto stripe
groups, where each stripe group contains disks from multiple
storage servers. The storage servers write data in a log struc-
tured form on their own disks. Figure 3 shows a stripe group
that spans all 10 Tertiary Disk nodes. Each node contributes
1 disk to the stripe group. If this is a RAID 5 stripe group, the
parity is calculated by the client module. This minimizes the
communication between the storage server modules and sim-
plifies their design. It also allows the number of storage serv-
ers to increase without additional complications. Through
xFS’s use of stripe groups across storage servers, any client
can stripe data across multiple PCs so that a single PC is no
longer the bottleneck for access to the disk bandwidth. This
helps improve reliability, as parity groups need not be local to
a single PC. Also, the scalable nature of xFS helps the scal-
ability of Tertiary Disk.

4. Reliability

The previous section showed how a terabyte capacity
disk system can be designed from commodity hardware.
But would such a system be reliable? The problem when
putting large numbers of systems together to build a
larger system is that the reliability is inversely proposi-
tional of the number of independent components. Tertia-
ry Disk uses double ending and network striping to
improve reliability. Double ending allows all disks in a
single node to be accessible even after the failure of a
PC or a SCSI controller. Reliability of data across nodes
can be improved by defining parity groups which are or-
thogonal to the nodes. In this section we do a general
failure analysis of Tertiary Disk using the principles of
data redundancy provided by the RAID work
[8,9,10,11]. Since different layouts of stripe groups are
possible, we evaluate the example configuration given in
Figure 3.

The types of failures we consider are disk failures, PC
failures, SCSI controller failures and SCSI string fail-
ures. We do not consider disk enclosure failures, as our
disk enclosures have redundant power supplies. We also
do not consider failures in the network infrastructure.
There are two reasons for this. First, a thorough analysis
of different network topologies and their failure charac-
teristics is beyond the scope of this paper. Second,  for
any given network topology, a similar capacity storage
system made up of disk arrays will face similar con-
cerns. The goal of this section is to show that the addi-
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tional independent components introduced by the Tertiary
Disk design do not lead to a less reliable system.

When a disk fails, all data on it is lost. When a PC fails, all
disks are accessible through its double ended pair. The
same is true when a SCSI controller fails. When a SCSI
string fails, all disks on that string are inaccessible. In the
configuration in figure 3, all nodes contribute 1 disk to a
parity group. The size of all parity groups is 10. Note that
as the two node designs have different numbers of disks, it
is not possible to have all the parity groups be the same size
and have only one disk from each node. However, since
xFS stripe groups can be changed dynamically, we assume
that at any time some number of disks will not be used or
can be available as hot spares. Two disks in any parity
group have to be inaccessible for data loss. This cannot
happen through the failure of any single component in the
system. The possible two component failures which can
cause it are two strings or two disks in the same parity
group. We do not consider any failures of three compo-
nents as the probability of this is insignificant. Note that in
this organization, it is possible for two PCs or two SCSI
controllers to fail without any data becoming inaccessible.

Even though disk manufacturers quote Mean Times to Fail-
ure (MTTF) on the order of a million hours, in practice it is
closer to 250,000 hours. The MTTF of SCSI strings (ca-
bles) is around 21,000,000 [11]. Since we assume the exist-
ence of hot spares, the Mean Time to Repair (MTTR) of a
disk is only the time for reconstruction. We assume MTTR
for both the disks and the SCSI strings to be 24 hours.
(Note that this assmuption is very generous as, with hot
spares, a disk’s contents can be reconstructed in a few-
hours). Using the techniques of [11], the Mean Time to
Data Loss of the system becomes 723,336 hours, or ap-
proximately three times that of a single disk.

This analysis shows that, if parity groups are defined to
contain only one disk per node, the resulting system is very
reliable. In particular, data is accessible through PC fail-
ures, which are likely to be more common than disk or ca-
ble failures. This also shows that striping and parity
features built into a small disk array may become useless if
many such arrays are connected in this type of environ-
ment. If the host to the array fails, data redundancy within
it will not be of any use. Other features of custom built ar-
rays which make them attractive are hot pluggability of
disks and failure monitoring. Hot pluggability of disks is
supported by commodity disk enclosures. Monitoring ser-
vices provided by a single disk array are usually in the
form of a status display. This is less useful in a cluster of

disk arrays as more centralized monitoring would be ideal.
To do this it would be necessary for the disk array to pro-
vide its failure information to its host. While individual
disk arrays have nice characteristics to improve reliability,
they become less useful in a cluster of such arrays.

5. Cost Analysis

In this section we present a cost analysis of the architecture
in section 3. The cost analysis will show that Tertiary Disk
systems can be built for a small extra cost over the disk
cost. Although we present only the cost of our prototype,
the important point is that the cost of the infrastructure
necessary to create a large storage system is a fraction of
the cost of the actual storage. The cost breakdowns are
based on the prices for each component as of late 1996.

Table 1 shows the cost breakdown for the two node de-
signs. The complete system has eight nodes of design 1,
two nodes of design 2, and additional infrastructure includ-
ing network switches, racks, and a UPS. Each node design
has 2 PCs, 2 network interface cards, and a variable num-
ber of disks, disk enclosures, cables and SCSI controllers.
For node design 1, the disks account for 72% of the total
node cost. The disk enclosures are 11% of the total cost,
and the remaining infrastructure is 17%. In node design 2,
disks form 76% of the total cost, while the disk enclosures
are 14% and the remaining infrastructure is 10%. In both
nodes, the disks make up the largest part of the cost, fol-
lowed by the disk enclosures. As the disks/PC ratio
changed from 16 in design 1 to 28 in design 2, the relative
disk cost only changed from 72% to 76%. The relative
costs of the disk enclosures also went up, while the relative
cost of the rest of the infrastructure went down. The reason
is that, when the disk/PC ratio changes in the design, the
changes in the actual components is mostly in the disks
and the disk enclosures. The PC and network interface
cost, which is the largest cost of the remaining infrastruc-
ture, remains fixed. In comparison, the cost of additional
SCSI adapters and cables is small. Put another way, node
design 2 makes more use of the two PCs in the sense that
all SCSI strings are fully utilized (14 disks per string). In
this sense, the PCs in node design 1 are underutilized as
their SCSI strings are only partly populated (8 disks per
string). The performance trade-offs of the two designs will
be covered in section 6.
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The complete system has the additional costs of network
switches, racks, shelves, and a UPS. With these additions,
the disk costs form 70% of the overall system cost. The en-
closures cost 11%, and the network infrastructure (switches
and interface cards) form a large amount of the remainder.
This analysis shows that different configurations of this ar-
chitecture can be built for a small extra cost over the raw
disks.

Assuming that the capacity of the system (i.e. the number of
disks) is held constant, it is possible to increase or reduce
the number of PCs for cost/performance. At the very ex-
tremes, very large or very low disk/PC ratios will trade off
performance for cost. However, it is important to note that
the number of disk enclosures, and number of SCSI control-
lers cannot be changed dramatically. Therefore the cost ben-
efits from very high disk/PC ratios is not worth a lot given
the significant performance losses. The network infrastruc-

ture, on the other hand, can be changed dramatically. Our
design uses a large number of switches for reliability and to
provide many high bandwidth links out of the system. It is
possible to connect the same number of PCs with fewer
switches for lower performance at lower cost.

We have not included the cost of maintenance in this analy-
sis. Studies suggest that the cost of maintaining storage is
comparable, if not larger, than the cost of the storage itself.
[12] However, this maintenance cost is hard to estimate,
and will exist for any comparable capacity system. Section
4 showed that monitoring and maintenance issues for a
cluster of disk arrays will be similar to that of Tertiary
Disk. The same argument applies for the additional cost in
software complexity, which we have also not taken into ac-
count.

Node Design 1 Node Design 2

Component Cost Each Number Total Number Total

PC $3,000  2  $6,000  2     $6,000

Myrinet Interface $1,260  2  $2,520  2     $2,520

SCSI Controllers    $395  4  $1,580  4     $1,580

Cables      $79  8     $632 16     $1,264

Disk Enclosures $1,866  4  $7,464  8   $14,928

Disks $1,487 32 $47,584 56   $83,272

Totals $65,780 $109,564

Complete System

Number Total

Node Design 1   $65,780  8 $526,240

Node Design 2 $109,564  2 $219,128

Uninteruptible Power
Supplies

 $13,380  1   $13,386

Network Switches   $2,100 12   $25,200

Racks\Shelves      $350 10     $3,500

Totals $787,454

Table 1: Costs of components.
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6. Performance of nodes

In this section we present some preliminary performance
measurements of the two node designs. As of the time of
this writing, the components of xFS are not ready for
benchmarking. As the storage server uses the raw disk in-
terface to access the disks, we present here some measure-
ments of raw disk performance of the nodes. The workloads
we consider are random reads of 8KB, 64KB and 256 KB.
The measurements are sufficient to show the capabilities of
the hardware and the performance tradeoffs between con-
figurations.

Figure 4 shows the throughput of various sized requests on
a single ended PC with 4 SCSI controllers. As Solaris does
not support tagged queuing, multiple outstanding requests
to a single disk do not increase throughput. Therefore the
tests used only one process per disk in the configuration.
On the X axis the number of disks is varied as a multiple of
4. For the 8KB requests, the bandwidth scales with the
number of disks up to 32 disks. In this range, each disk
achieves about 85 IO/s. This limit comes from the seek and
rotational latencies.  After 32 disks, the bandwidth levels
off at 20MB/s. For the larger request sizes, the throughput
increases to about 65MB/s and levels off.  At 65MB/s, each
string is delivering approximately 16MB/s. In comparison,
the peak bandwidth we have observed on a single string is
about 17MB/s.  These measurements show that a single PC
is capable of supporting the full bandwidth of 4 Fast-Wide

SCSI strings. Similar experiments with disks on 5 SCSI
strings have shown possible peak bandwidths of 80MB/s.

Figure 5 shows the performance of double ending. 8KB,
64KB, and 256 KB/s requests are simultaneously issued by
the two PCs on a single node.  The X axis gives the number
of disks accessed by a single PC. The number of disks is
varied as a multiple of 4. For each request size there are
three lines in the graph, the throughput of a single PC
(marked as single) and the combined throughput of both
(marked as double). The vertical lines show where the two
node designs fall on the graphs. At 16 disks/PC (Node 1),
both the 64KB and 256KB requests have reached their peak
of 35MB/s per PC. At 28 disks/PC (Node2), the bandwidth
for the 64KB and 256KB requests remains at about 35MB/s.
Figure 4 already showed that the bandwidth of 64KB and
256KB requests are limited by the SCSI strings.  Since these
strings are now shared, each PC gets approximately half of
the total bandwidth.  For 8KB requests, the bandwidth at 16
disks/PC (Node 1) is 11MB/s or about 85 IO/s/disk  (the
peak per disk). At 28 disks/PC the bandwidth is 17MB/s or
73 IO/s/disk.  The 8KB request performance is not SCSI
limited, and is less affected by double ending.

As the two graphs show, for the 8KB request case, a single
PC accessing 28 disks got 18MB/s on unshared SCSI strings
and 17MB/s when sharing SCSI strings . However, for the
larger request sizes, each PC achieves only about half of the
previous bandwidth. While the number of disks being ac-
cessed is small enough or the request size is small enough,
double ending can increase performance. When either is
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large enough that the SCSI strings become the bottleneck,
sharing them causes each PC to only get about half of the
possible bandwidth. Other performance issues on double
ending are given in [5].

Figure 4 also shows the possible performance in failover
mode (if a PC has failed and all disks in a node are accessed
by one machine). The two vertical lines in the graph show
where node designs 1 and 2 fall in this case. For large re-
quest sizes, a single PC is able to deliver almost as much
bandwidth in failover mode as both PCs in normal mode.
This is true for both node designs. For small requests, a sin-
gle PC in a node of design 1 can scale upto 32 disks. A sin-
gle PC in a node of design 2 cannot give the same
performance for small requests in failover mode as two PCs
in normal mode.

7. Discussion

The performance measurements can be used to understand
some trade-offs in changing configurations. For instance, a
single PC can scale up to 32 disks for a workload of 8KB re-
quests. For larger request sizes, the PC eventually becomes a
bottleneck at 65MB/s, and the number of disks sufficient to
reach this bottleneck varies with the request size. For the 4
SCSI controller case, the peak was achieved at 16 disks for
256K requests and at 44 disks for 64K requests. If the re-
quests are large enough, a single disk can deliver about
10MB/s. At this point, a PC can only deliver the bandwidth
of 6-7 disks. Node designs 1 and 2 differed in relative disk
cost by only 4%, but in much larger amounts in performance
for large requests. Varying the disk/PC ratio is going to af-
fect performance less for small sized requests. For larger
sized requests, decreasing the disk/PC ratio makes more of
the underlying disk bandwidth available, at an increased
cost.

8. Related Work

The RAID project showed that large numbers of small disks
can be used to build a larger system where striping is used to
increase bandwidth and redundancy to improve reliability.
Several projects have extended the ideas in the RAID work,
which was based on a centralized controller, to networked
storage systems. Two examples are TickerTAIP [13] and
Petal [14]. TickerTAIP developed a fully distributed storage
system with striping and RAID level 5 redundancy. Their
goal was to distribute the functionality of a single central-
ized RAID controller across multiple nodes. There are
worker nodes, which manage the disks, and originator
nodes, which communicate with the client. One of the main

differences between this and xFS is that the work of calcu-
lating parity is distributed among the worker nodes. This
leads to more complicated failure recovery, as the worker
nodes need to cooperate on all write operations. The com-
plexity goes up with the number of nodes and number of
concurrent writes in the system. In xFS the parity computa-
tion is done at the client, which simplifies the design of the
storage server and leads to less communication between
storage servers. The result is a more scalable system. Petal
developed a distributed mirrored system. Fault tolerance is
simpler in this case than for RAID 5, and the resulting sys-
tem is more scalable. It also makes storage management
easier by providing automatic redistribution of data when a
new component is added. The main limitation of Petal is
the lack of a distributed file system, which limits its scal-
ability both in number of nodes and number of disks per
node. The Zebra file system also implemented distribution
of parity groups accross machines [16, 17]. The main dif-
ference between Zebra and xFS is that Zebra has a central-
ized manager, which makes it less scalable than xFS. These
studies did not look at using commodity hardware.

9. Conclusion

Our prototype shows that large reliable, high performance
storage systems can be built from commodity components.
Current trends in storage devices show that such systems are
feasible. The needed reliability is provided by replicating
the infrastructure connected to each disk. We have shown a
design for a networked storage node that has better fault tol-
erance characteristics than a disk array. Our initial perfor-
mance measurements show that PCs are a good building
block for such systems. The cost analysis shows that PCs
with switched networks provide a high performance infra-
structure which is a fraction of the disk cost. Even though
the cost of maintenance is not included, this is harder to es-
timate for both Tertiary Disk and an equivalent group of in-
dependent disk arrays. As shown by the Petal work,
networked storage systems can be designed for easy addi-
tion of new components, making them easier to manage.
The architecture makes upgrading components and expan-
sion easier than traditional disk arrays where the disks can
be purchased only from the vendor of the array. Also, use of
a distributed file system allows the architecture to scale in-
definitely. Previous work on networked storage systems
have been limited by the lack of a truly distributed file sys-
tem.

Remarkably, the argument for Tertiary Disk versus large
custom built disk arrays is nearly identical to that made for
clusters or Networks of Workstations (NOW) versus MPPs
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[15] The NOW argument is based on just-in-time assembly
(to reduce lag time for the rapidly improving microproces-
sors), the high cost of low volume manufacturing of MPPs,
and the emergence of switched LANs. Custom designed
hardware RAIDs have the same high cost and lag time. A
major tenet of both studies is improving cost as well as per-
formance.

Our immediate future work is to finish the integration of
xFS and Tertiary Disk. Other future work includes develop-
ment of a centralized monitoring facility for the full proto-
type, and studying data layout and backup issues for
networked storage systems.
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