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Abstract
Resource Allocation for Multimedia on Wireless Networks
by
Yuming Lu
Doctor of Philosophy in Electrical Engineering and Computer Sciences
University of California at Berkeley
Professor Robert W. Brodersen, Chair

The personal communication industry has experienced phenomenal growth in the past
few years. With the steady increase in demand for cellular telephones, wireless modems
and other emerging wireless technologies, it has become evident that the next generation
wireless system will integrate voice, video, image, and data. Transmitting multimedia data
over a wireless channel presents a new set of challenges: data demands will sometimes ex-
ceed the system capacity, in which case the system must make the most efficient use of its
limited resources.

This thesis addresses design and control issues for multiuser, multimedia indoor wire-
less communication systems. The first half of this thesis focuses on network resource allo-
cations for supporting various quality of services imposed by multimedia traffic; the
resources we consider in this work are link bandwidth and transmit power. We present our
approach for unifying power control, variable forward error correction (VFEC), and sched-
uling for a downlink system by allocating the system resources. Our objective is to maxi-
mize the overall system satisfaction, which we call “system utility”. This objective is
achieved by applying a distributed algorithm which divides the overall optimization prob-
lem into a hierarchy of three levels (system, cell and user), with each performing indepen-
dent and parallel optimizations. Following this theoretical framework, we then perform
simulation-based evaluation of the system performance with a simple cell structure and
uniformly distributed users. The overall performance is studied in detail as a function of
user distribution, traffic statistics, FEC coding types. We also evaluated the effectiveness of
power control comparing with variable forward error correction, the impact to the overall
system performance due to the imposed fairness constraint, and finally, the performance
gain due to hand-off.



Variable forward error correction is the generally the most performance critical part
among three control variables. It is often implemented on custom IC or programmable logic
devices. The second half of the thesis investigates the implementation of 63-bit family
BCH codes with the error correction capability ¢ = 0, 1,2,3,4, 5,6, 7, 10, 11, 13, 15, 31
errors (in a block of 63 bits). The core of the decoder adopts an iterative algorithm called
Berlekamp’s algorithm. By exploiting the redundancies between BCH codes of the same
length, the architecture of a VFEC decoder is only slightly more complicated than a single
FEC decoder. With pipelining, the decoding can be completed within one block time frame.
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1 Introduction

1.1. Global wireless network for multimedia communications

Over the past few years, the personal communication industry has experienced phe-
nomenal growth in providing new types of services and technologies. With the steady
increase in demand for cellular telephones, paging services, wireless modems and other
emerging wireless technologies, it has become evident that the next generation wireless
system will integrate voice, video, image, and data. This system will not only provide the
freedom for people to communicate at anytime from anywhere, it will also distinguish
itself from the existing wireless systems by providing information that has been only avail-

able through wired networks.

Under the existing infrastructure for voice and data communications, it is likely that
current wireless networks will be connected via wide-area network (WAN) for providing
wide-area wireless services, as shown in Figure 1-1. The gateways are used for protocol
conversion and adaptation of new network constraints. A couple of assumptions must be
made for this proposed framework. First, the backbone network is assumed to have abun-
dant bandwidth comparing to the wireless network. This assumption makes wireless net-
work management possible when control information is exchanged between nodes, for
functionality such as location tracking, handoff, packet forwarding, etc. In addition, this
abundance in bandwidth also allows access capability to databases from a large number of
users simultaneously. The second assumption is that basestations are installed in the ser-
vice area, where each basestation transmits and receives from a set of portable units reside
in its coverage area. These basestations are connected to the wired backbone network and

are acted as gateways to the wireless networks.



Wide Area Network (WAN)

Figure 1-1. Global network for multimedia wireless communications.

1.2. Design issues
From the past research and development effort in this area, this next generation wire-

less system will have to address the following issues:

o Low power design for the portable unit

The transmit power and the computational power in a portable unit must be minimized
in order to maintain a reasonable battery life. Extensive research has been done in this area
with approaches ranging from high level algorithmic and architecture design to transistor
level CMOS design [21][37][6]. The results have shown that the power consumption can
be reduced significantly when low power design techniques are properly applied.

e Efficient use of limited network resources

The success of such global wireless services highly depends on gaining more in-depth
understanding and making more efficient use of the underlying time-varying wireless
channel. From a system’s prospective, the wireless channels are often treated as the bottle-

neck as far as the channel capacities are concerned, for the available wireless bandwidth is



significantly less than what has been provided by the traditional wired network. In addi-
tion, the channel quality is always subject to highly time-varying interference. To adapt to
this environment, system design must focus on better utilization of the limited bandwidth.
We will describe some key characteristics of wireless channels in the next section. The
bandwidth allocation aspect of the channel will be discussed in the proceeding chapters of

this thesis.

 Additional design constraints imposed by multimedia traffic

As the next generation wireless system will support multiple traffic types, the design
has to address several user imposed system performance requirements. These requirements
can be most easily understood if we consider the differences between this new system and

conventional wireless systems.

The first difference is that conventional portable communication systems have been
designed mostly for low-rate, single-data-type applications such as mobile voice and
paging services; the new system, on the other hand, supports multimedia data consisting of
real-time video, audio, text/graphics and control data. This difference yields several design
requirements: (1) the bandwidth requirements are orders of magnitude greater. (2) Multi-

media data consist of several data types with highly variable qualities of service (QoS)
(e.g., typical speech data can tolerate a BER around 1073, whereas control data require a

BER around 10%). (3) A multimedia system requires a scheduler because bandwidth
demands vary greatly and will sometimes exceed channel capacity. This scheduler dynam-
ically allocates bandwidth for each application, leading to a priority scheme for multimedia
data.

The second difference is the relative burstiness of multimedia data as compared to
voice data. For example, the channel that carries X-server display data is only active when
there is a screen update. To fully utilize the available bandwidth, statistical sharing

between multiple data streams is necessary.

The last difference is that the traditional voice/data communication systems respond to

congestion by blocking or dropping calls. However, the more acceptable strategy is to pro-



vide a partial service during congested periods, and therefore gracefully degrade the QoS.
This is possible because the use of variable rate compression algorithm for video and text/
graphics, and degradation can be achieved through the control of both bandwidth and error

rate.

1.3. Quality of service and network resources

In contrast to traditional voice/data-only communications, multimedia applications are
diverse and require a larger set of metrics to characterize their quality of service (QoS).
These metrics will provide guidelines to wireless network for resource allocations. Let us

first examine these in more details.

e Data rate

As we have discussed earlier, data rates for multimedia applications vary greatly from
high bandwidth video to low bandwidth control information. For a system to accommodate
various data rate and underlying behavior of the arrival process, a rate control algorithm is

often employed to schedule multiple data sources for transmission.

e Error rate

The reliability of an application is usually measured by its received error rate. Many
factors contribute to receiving errors. For example, buffer overflow result in packet loses,
or excessive interference causes received bit errors. Many error control algorithms have
been introduced during the past thirty years, ranging from bit level error correction coding
(ECC), to packet level automatic repeat-request (ARQ) protocol. Recently, Han [22] pro-
posed a scheme based on ARQ protocol which asymptotically achieves reliable
transmission of multimedia/graphics over wireless channels. All these are very

effective techniques with emphasis on different layers of the network.

e Delay
Roughly speaking, applications can be grouped into three categories according to their

delay tolerances: end-to-end delay sensitive, jitter sensitive, and delay tolerant. The first
group includes application such as interactive video-conferencing, in which case end-to-
end delay is absolutely critical to visual quality. However, for applications such as movies,

the relative delay between frames is more important than the end-to-end delay. And finally,
4



when it comes to data transfer, delay may not be very important as long as data are received

correctly (even though a timely transfer is still preferred).

These quality of service needs can be fulfilled via allocating the available resources.
This thesis is mostly focused on managing network resources, and by network resources,
we mean link bandwidth, transmit power level and buffer size. The allocation of the link
bandwidth is controlled by a multiplexer, which schedules packets from various applica-
tions to a shared link. The amount of transmit power for each user is controlled by a power
control algorithm. It is worth pointing out that a power control algorithm has to be designed
from a system’s perspective since increasing one user’s transmit power increases overall
interference level, which may severely degrades other users’ receiving quality. From infor-
mation theory’s stand point, link bandwidth, transmit power and interference noise power
ultimately define the upper bound on the channel capacity, which consequently determines

the throughput and the maximum number of users a system can support.

The goal of this thesis is to design a framework which maps the resources to the various
quality of service metrics. As we will see in later chapters, applications have flexibility in
trading off bit rate, error rate, and delay. For example, we may increase the channel reli-
ability by giving up some bandwidth for error control coding. Similarly, we can also
achieved a higher data rate by increasing transmit power and adopting a higher constella-
tion, which consequently increase the spectral efficiency. Compare to a conventional
system which considers channel coding and source coding separately, we can also trade off
between compression rate and channel coding rate. Many of these issues will be discussed

in greater detail in the chapters of this thesis.

1.4. Network access technique

A communication system that allows multiple users to access the wireless network is
called a multiple-access communication system. For a common shared bandwidth, there are
many ways to divide it. Three approaches are widely used: (1) frequency-division-multi-
ple-access (FDMA) divides the total bandwidth into small segments, and each user com-
municates within the assigned frequency band; (2) time-division-multiple-access (TDMA)

is similar to FDMA except division is occurred in time domain rather than frequency
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domain; and (3) code-division-multiple-access (CDMA) is a spread spectrum technology,
and it can be visualized as a combination of FDMA and TDMA. Since most of the research
in this thesis is carried out under the framework of CDMA, this section therefore focuses
on CDMA technology, specifically, the direct sequence CDMA (DS CDMA).

1.4.1. The DS CDMA technology
In a DS CDMA system, each user’s bit stream is modulated with a pseudo-noise (PN)
sequence, which is an output of the pseudo-random generator. A rectangular pulse in a PN

sequence is called a chip, and let us denote its duration as 7. If the total available band-

width is W, the rate of PN sequence is then W chips per second. In other words, T', = %, .

Suppose information stream has bit rate R (with bit duration 7', = % ), most practical sys-

Ty
T,

c

tems choose the ratio — to be an integer, we call this ratio the spreading factor, and it is

denoted as N. As a result, the modulated signal transmitting over the channel expands to
the entire available bandwidth. Because N is normally large, the PN modulated signals

from other users therefore appear as white noise. An example of a PN modulated signal is

shown in the next figure.
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Figure 1-2. CDMA PN signal, data signal, modulated signal.

To reduce user-to-user interference, the user signals are multiplied with a set of

orthonormal codes, called Walsh codes. By definition, a set of codes W(¢),

ie {1,2,3,...} is orthonormal over the interval 0 <¢ < T if:
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Figure 1-3 shows two Walsh codes: W, and W,.
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Figure 1-3. Basic Walsh Codes.

Putting everything together, it has been shown this combination of Walsh and PN
codes will yield a processing gain of N, independent of how energy is distributed among

signal components [50]. A system schematic indicating Walsh and PN codes is shown

below:

transmitter

user 1 sign

receiver

Walish Cod PN 1
user i signal o e /‘/ \!\
? ’? j Tl % > ? user i signal

Walsh Codei PN T

user N signgl [%

Walsh CodeN PN N

PNi Walsh Codei

Figure 1-4. Transmitter and receiver architecture with Walsh and PN modulated codes.

At the receiver’s end, say for user i, the aggregated signals are first multiplied with user
i’s PN code and then with user i >s Walsh code. In a perfect world where the transmitter

and the receiver are synchronized, and there is no noise and interference, then the desired
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signal can be perfectly detected since all user signals are orthogonally coded. However, it
is known that a wireless environment can be full of background noise, and there are inter-
ferences from reflected signals and nearby transmitters; therefore, the received signal is

imperfect with added interference and noise components.

1.4.2. Interference model for CDMA systems

Generally, the received signal for user i can be divided into four parts:

rit) = s+ 1P + 17 (8) + m(2)
where 5,(t) is the desired signal component, Ij.mm(t) and If.mer(t) are the intra-cell and

inter-cell interference, respectively, and n,(z) is the background noise. Two sources of

interference are present in the system. The intra-cell interference, on one hand, is generated
by the signals inside the same cell coverage. The inter-cell interference, on the other hand,
is generated by the signals from nearby cells which arrived at user i’s receiver. Both inter-

cell and intra-cell interference appear in uplink and downlink channels.

During a downlink transmission, signals arrived at the receiver through a direct path

and multiple reflected paths, as shown below:

intra-cell

interference interferencd

Figure 1-5. Interference sources for a downlink system.

For intra-cell, if the transmitter and the receiver are synchronized, the received signals
would still remain orthogonal when arrived at the receiver, thus do not interfere with one

another. However, the intra-cell interference is not completely eliminated because signals
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reflected from walls or objects would arrive with time delays, which would then destroy
the orthogonality. As we have also indicated in Figure 1-5, the inter-cell interference exists
for downlink transmission because signals transmitted from other basestations are non-
orthogonal to the desired signal as they travelled completely different paths. Even though
the reflected inter-cell signal is also a part of interference, the direct arrival paths are usu-
ally the strongest and are used to approximate the total inter-cell interference. Because sig-
nals are PN coded, and there is a large number of them, both intra-cell and inter-cell for

downlink channel can be modeled as white Gaussian noise.

For uplink communications, there is no difference between the nature of inter-cell and
intra-cell interference, because each user signal travels through a different path to reach the
receiver. As they differ in travelling distances, there is no orthogonality between them.
Since users reside in the same cells are closer to the receiver, they appear as a stronger
source of interference (than users from nearby cells). Again, since they are all PN coded,
and there is a large number of them, inter-cell and intra-cell interference for both uplink

channel can be modeled as white Gaussian noise as well.

1.5. Power control

To combat excessive interference and improve the received signal to noise ratio, power
control is an effective technique that has been applied to many wireless systems. Power
control is a method which adjusts the transmit power level so that the received signal to

noise ratio adapts to the interference and channel variation.

In general, power control has been applied to both uplink and downlink channels for
different purposes. Previous research in this area has mostly been focused on uplink power
control to solve the near/far problem [50]. This problem is caused by users having unequal
distances to a common receiver basestation, so the received signals vary widely in signals
power. Uplink power control can mitigate this effect as well as being used to minimize the
transmit power level which critical due to the limited battery life at portables. The down-
link communications, on the other hand, experiences no near/far effect since all signals

propagate through the same path when arrived at the portable, but is used instead to combat
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interference and channel fading. Since the downlink is assumed to originate at a wired bas-

estation, battery life is not a concern.

A power control algorithm can be either centralized or distributed, synchronous or
asynchronous. For a centralized algorithm [19], information on every user’s channel qual-
ity, power level and traffic demand is processed at a central unit, and the signal transmit
power levels for all users are determined simultaneously. Centralized algorithms are usu-
ally synchronous, in which all transmit power levels are updated at the same time. Since
all information is available at the time when decisions are made, centralized algorithms are
often simpler to analyze, easier to implement and control. It is also non-iterative as the opti-
mum can be computed in a single iteration. However, since wireless communication sys-
tems should be designed to be scalable to serve hundreds or thousands of active users at
any given time, a centralized approach is usually not practical because of the computa-
tional complexity involved. This shortcoming makes a centralized algorithm unsuitable for

large scale systems, but can be used as a performance upper-bound of what is achievable.

A distributed algorithm [20], on the other hand, uses the local power and interference
information to make independent decisions. Algorithms in this case are often scalable,
meaning adding new users to the system imposes no increase in algorithm complexity.
This property makes distributed algorithms highly desirable for practical systems. How-
ever, the distributed algorithms are generally more difficult to analyze, since the algo-
rithms ar usually iterative. For this type of algorithms, convergence becomes an issue, and

even when an algorithm does converge, the rate of convergence must also be considered.

Early work has shown a significant increase in the system capacity after applying
power control [34][58]. Foschini and Miljanic proposed a distributed algorithm that uses
local measurements on power and interference in order to meet the required carrier to inter-
ference ratio (CIR) [15]. In [55], Yates proves the existence of a transmit power vector that
satisfies the given interference constraint. In addition, Yates also proved the convergence
of synchronous and asynchronous power update to a unique fixed point at which total
transmitted power is minimized. This result will be applied in Chapter 3 to proved conver-

gence of our power control algorithm. Both Hanly and Yates et. al. have independently
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come up with algorithms the combines basestation selection and power control [24][56].
They presented distributed algorithms that converge to an allocation which has the mini-

mum interference.

Recently, power control has also been applied to multimedia systems for delivering
multiple data types having a wide range of SNR requirements [57][29]. In [57], the trans-
mitted power is adjusted at the packet level according to both data type and channel qual-
ity; in other words, different segments of a packet may be delivered with different transmit
power; this is a form of fast power control. In [29], power control has been combined with
FEC and scheduling to optimize the system utility, and will be presented in later chapters
of this thesis.

1.6. Case Study: InfoPad

The Infopad is a multimedia wireless system developed at UC Berkeley [40]. This sys-
tem, shown in Figure 1-6, is a wide-band multimedia communication network which is
designed to serve a large number of users simultaneously through portable terminals. The
" communication channels for this system are asymmetric as the high speed, real-time video
is only available for the downlink transmission. We assume the downlink transmission
employs DS CDMA. Since measuring absolute phase of arrival signals is a difficult task,
differential QPSK is adopted as the modulation scheme, in which he information is carried

by the phase difference between two consecutive arrival symbols. Each user transmits at
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the rate of 1Msymbols per second (2Mbit per second). 64 distinct Walsh codes are

employed, corresponding to a coding gain of 64.
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Figure 1-6. Infopad system overview.

For low power, cost and usability reasons, these terminals have minimal general pur-
pose computational power; instead, only computations that are absolutely necessary are
carried out by the portable units. The computations that are not so time critical are pushed
off to compute servers connected through the a high speed backbone network. The compu-
tational results, together with other types of multimedia data, are sent back to the terminals

via backbone network, basestation, and wireless channel.

1.7. Thesis outline

As will be presented in the proceeding chapters, the main contribution of this thesis is
to provide a systemic approach which efficiently allocates wireless network resources. The
resulting allocation corresponds to a wide range of QoS imposed by multimedia users.
Simulation of this system further provides a more in-depth understanding of the dependen-

cies and relative effectiveness of different parts of the system.

The thesis outline is the following. We begin Chapter 2 with a detailed description of

basestation architecture and resource constraints for a DS CDMA system. We then claim
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the system design is sub-optimum if the techniques of power control, forward error correc-
tion and scheduling are not considered simultaneously. As a result, we propose a frame-
work for unifying power control, variable forward error correction, and scheduling for a
downlink system. Our objective is to maximize the overall system satisfaction, which we
call “system utility.” This objective is achieved by applying a distributed algorithm which
divides the overall optimization problem into a hierarchy of three levels (system, cell and

user), with each performing independent and parallel optimizations.

Chapter 3 is focused simulation-based evaluation of the system performance with a
simple cell structure and uniformly distributed users. The system is simulated using a spe-
cific utility function: the step function. This utility function coincides with conventional
design objectives for many wireless or cellular systems, where a BER (or SNR) require-
ment is imposed. The objective of this chapter is to gain a more in-depth understanding of
the system performance with concrete metrics. The system performance is studied as a
function of user distribution, traffic statistics, FEC coding types. We also evaluated the
effectiveness of power control comparing with variable forward error correction, the
impact to the overall system performance due to the imposed fairness constraint, and

finally, the performance gain due to hand-off.

In most wireless systems, power control and scheduling algorithms are implemented in
software since they operate at the packet level thus are not very timing critical. The error
correction, on the other hand, performs in real time at data rate, which can be as high as
2Mbit/sec such as in the case of the Infopad. In order to achieve this high performance
requirement, FEC decoder design is often a critical part of the overall system design. The
rest of the thesis is devoted to architecture design of a variable forward error correction

decoder based on 63 bit family BCH codes. This decoder has the correction capability of
t=0,1,2,3,4,5,6,7,10,11, 13,15, 31 errors (in a block of 63 bits).

To understand the decoder architecture, the work is divided into two parts. In Chapter
4, we first provide readers with sufficient background on algebraic coding theory, since a
cyclic code is used as the building block for variable forward error correction. In Chapter

5, an architecture is presented together with its control logic which is implemented using
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finite state machine. By exploiting the redundancies between BCH codes that have the
same block length, we observe that a majority of the decoder hardware can be reused
among codes. Therefore, the implementation of a VFEC decoder is only slightly more
complicated than a single FEC decoder. With pipelining, we discover the decoding can be
completed within one block period. However, the control logic will be simpler if more

pipeline stages are introduced.

This thesis is concluded with Chapter 6, in which we will discuss the possibility of
introducing delay as an additional system constraint. Other system control technique such

as automatic repeat-request (ARQ) will also be discussed.
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2 Utility Based System Control

2.1. Goals

This chapter addresses design and control issues for multiuser, multimedia indoor wire-
less communication systems. The motivation of this work is the InfoPad system, which is
a multimedia wireless downlink system developed at UC Berkeley. However, the approach

and the techniques described here can be extended to other wireless systems as well.

This system is designed to fully utilize the available resources while meeting the vari-
ous QoS requirements of multimedia data. In order to achieve the optimal system perfor-
mance, we consider three control “knobs” for fulfilling various bandwidth or BER
requirements. These knobs are: variable forward error correction (VFEC), power control
and scheduling. Among them, VFEC selects a particular FEC code; this FEC then intro-
duces redundancy to combat transmission errors. Downlink power control varies the trans-
mit power to adjust the received signal quality. Together VFEC and power control are used
to support applications with widely varying QoS and to mitigate excessive interference.
Finally, prioritizing (i.e. scheduling) allocates bandwidth among data types; this is espe-

cially needed when application demands exceed channel capacity.

The goal of our design is to unify VFEC, power control and scheduling into one sys-
tem. We claim that the system design is incomplete if the methods of VFEC, power control
and scheduling are not considered simultaneously. For example, let us consider a design
that only controls power. Since data in our system are time varying, it is very possible that
all active applications would sometimes consume less than the available bandwidth. In this
case, the remaining bandwidth is wasted. Compare this to a system that, instead of wasting

this bandwidth, uses it for FEC coding. Due to the coding gain, we are able to reduce the
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transmit power while maintaining the same QoS; and the consequence of lowering transmit
power is the reduced interference to the rest of the system. This example illustrates the
interaction between power control and FEC. Finally, the result from scheduling affects
both the VFEC selection and the transmit power level in order to meet the specific QoS of

that data type.

2.2. Downlink system architecture

It has been discussed in Chapter 1 that a CDMA system has a limited capacity due to
resource constraints that arise from the nature of the multiple access scheme. These con-
straints are: (1) each user is allocated a fixed link bandwidth; the total bandwidth allocated
to a user’s applications with or without FEC encoding must be less than this link band-
width. In the case of the Infopad, each user is given a 2Mit/sec link bandwidth; and (2) the
total transmit power from a basestation (which serves all users in a cell) must be less than
an allowable power level set by implementation constraint and FCC regulation. Figure 2-

1 shows the downlink radio structure together with these practical constraints.
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Figure 2-1. Basestation architecture and the system constraints.

For each user, the multiple data types are multiplexed and send to a VFEC encoder. The
data are then encoded with the most suitable FEC code (according to individual data type’s
QoS specification) and passed to the power amplifier, where the data are amplified accord-

ing to the power control algorithm. Finally, the amplified data are summed and transmitted
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to all users simultaneously. In the above Figure, we have only shown the modules that are
related to this study, in other words, we have left out the part of the system such as PN gen-

erator and Walsh code.

2.3. Concept of capacity

2.3.1. Conventional measure of capacity

A large set of solutions are feasible by various combinations of VFEC, power control
and scheduling, where each combination yields a set of resource allocation resulting in dif-
ferent bandwidth and BER received for each data type. It is therefore crucial to define a
design objective, or the notion of capacity, that can be used as a guideline to control these

techniques.

In the past, extensive work has been carried out to analyze the wireless system in terms
of the Shannon capacity [17][18). For a time-invariant channel such as the telephone net-
work, the Shannon capacity is the mutual information between channel input and output

maximized over all possible input distribution. The mutual information is defined as:

1(X;Y) = E, Joglp(x,y)/p(x)p(»)]
where p(x, y) is the joint distribution of the channel input and output, p(x) and p(y)
denote the distribution for channel input and output, respectively. Shannon also proved
that, for any data rate below capacity, there exists a block code at that rate with an error
probability that goes to zero; however, the block code has no restriction on its code com-
plexity or delay. For a time-varying channel, there is no analogous definition of mutual
information, as the conditional input—output probabilities are time dependent. Therefore,
the channel capacity is defined to be the maximum achievable rate with arbitrarily small
probability of error (without restriction on the code complexity or delay). Even though this
whole framework built around the Shannon capacity inherits a very rich mathematical
structure that provides an upper bound on how well a system can perform, it is nevertheless
impractical for designing practical systems as delay and implementation complexity are

often important issues.
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Until now, existing wireless and cellular systems are designed to maximize the average
number of users at a given time with a given quality, which is called the Erlang capacity.
This concept of Erlang capacity stems from the telephony industry, where the capacity is
established around the availability of assigned slot for wired telephone traffic. The avail-
ability is defined as the probability a user does not receive service at any time because all
slots are assigned to other calls, which would consequently evoke a busy signal. In wireless
systems, the concept of the availability becomes more complicated as it depends on the
channel quality, data rate, total bandwidth and many other factors. However, for the exist-
ing wireless systems, the concept of Erlang capacity has been widely applied, mostly |
because these systems are designed to support a single data type, such as voice or data ser-
vice. In these cases, QoS for a user can be concretely defined as a function of received

SNR, thus the number of active users is also well defined.

2.3.2. Utility

Complications arise after introducing multimedia data to our system. One difficulty is
that these data types have a wide range of error tolerances, with BER ranging from 103 to

10°. In addition, with the invention of layered coding [31] [45], partial delivering is made
possible for achieving graceful degradation. As a result, the notion of an active user is not
well defined because the amount of network resources a user needs is highly dependent on
the type of requested service. For example, suppose a user can choose receiving low reso-
lution video together with text graphics or just high resolution video; or, the system may
either support 6 users with high QoS or 10 users with medium QoS, how do we choose
between these alternatives? A multi-user, multimedia system is ultimately designed to sat-
isfy users; therefore, we argue that any design decisions should be based on user satisfac-
tion. For instance, if users prefer receiving more data at cost of having a higher error rate,
the system design should reflect that accordingly. Therefore, our objective is to maximize

total user satisfaction, which we call “system utility”.

In general, the concept of system utility is somewhat vague. However, if we assume
that utility is additive, then system utility becomes the sum of user utilities, and a user’s

utility is the sum of that user’s application utilities. For each application, the performance
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clearly depends on both quality and quantity of delivered data. In this study, we express
application utility in terms of delivered BER and bandwidth.! An example on application
utility function is shown in Figure 2-2.

Utility & Bandwidth

Figure 2-2. A typical application utility function.

At this point, let us discuss the qualitative properties of the application utility func-
tions.> We proceed by first holding BER constant so that utility only depends on delivered
application bandwidth.

For all applications, the application utility is a monotone non-decreasing function with
respect to the bandwidth. We can categorize applications into many classes; nevertheless,
we will discuss and contrast only two such classes. One class includes applications for
which performance gradually improves as their allocated bandwidth increases; however,
with a decreasing marginal utility (e.g., video and text/graphics). The utility functions for
this class of applications are therefore concave everywhere, as shown in Figure 2-3 (a).
Another class includes applications such as control information for which the received data

are of no value to users if only partial information is delivered; however, once the neces-

1. End-to-end delay is not considered in this study.
2. The actual utility function for any particular application can be determined through either simulations or experiments with users.
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sary amount of data is delivered, there is no extra benefit for receiving more data. Figure 2-

3 (b) shows the utility function for this class of applications.

Utility ===-n--mememmsmmosee e Utility{™""""" EEEE—
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Figure 2-3. Two types of utility functions with respect to application bandwidth.

Let us now turn our attention to the other parameter of the utility function, the error
rate. When the received BER is high, users are generally unsatisfied with application per-
formance. As the error rate improves, their satisfactions rise as well. However, once the
BER improves beyond a certain level, very little additional satisfaction is achieved. For
instance, the reception quality of video is nearly identical between BERs of 10 and 108,
Figure 2-4 illustrates the utility function with respect to BER. As a final remark, the appli-
cation utility as a function of bandwidth and BER shown in Figure 2-2 is obtained by mul-
tiplying utilities from Figure 2-3 (a) and Figure 2-4.

Utility A

..........................................................

low error rate high error rate

E
0 E BER

Figure 2-4. Utility function with respect to the error rate.
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2.4. Layered Approach to Utility Maximization
Now that we have discussed the qualitative behavior of the application utility func-

tions, let us return to the problem of maximizing the system utility subject to constraints.

Suppose a user has several applications, each with utility u,(B,, E;) , where B, is the appli-
cation bandwidth, and E, is the received BER (after FEC decoding). Recall the utilities are

assumed to be additive, therefore, the user, cell, and system utilities can be expressed as:

L L
userutil = Y (appl. util), = Y (B, E)) (2.1)
i=1 i=1
M
cell util = ) (user util); 2.2
ji=1
M L
= Z Z(u (B, E
N
systemutil = Y (cell util), (2.3)

k=1

N M L
Z ; ;l(ui(Bi’Ei))j,k

With this formulation of the utility functions, we are able to overcome the shortcom-
ings from the previous design objectives. First, a user may prioritize various data types
using the utility functions according to (2.1). Second, by introducing an appropriate weight

factor, users in the system can be prioritized as well by (2.2).

Our objective is to maximize (2.3) subject to constraints, where parameters B; and E;

are controlled by power control, VFEC, and scheduling. One approach to this global opti-
mization is to apply a centralized algorithm which considers all users’ utilities in the
system simultaneously. The advantage of this approach is that it does not require any iter-
ative steps for achieving the optimum; however, the computational complexity and com-

munication requirements are impractical for any reasonable sized system.
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Instead, we propose a distributed algorithm that divides the system optimization prob-
lem into three separate levels: user level, cell level, and system level. Figure 2-5 shows the
optimization hierarchy, in which the optimizations are represented by nodes and commu-

nications are represented by edges.

System Level @) @) T

(inter-cell)

Cell Level @) )
(intra-cell) i\

RS AV SNV AN

Figure 2-5. Three levels of optimization hierarchy.

The nodes within each level are independent and can be optimized in parallel. The opti-
mization results, expressed in terms of the resource requirements, are passed up to the
higher level. For example, the optimal user utility, expressed in terms of user’s channel
SNR, is directly proportional to the transmit power level; the transmit power level is then
determined by the cell level optimization which performs intra-cell power allocation. In
addition, at the system level, a cell communicates with its interfering neighbor cells to
negotiate its cell power budget so as to maximize the entire neighborhood utility. This lay-
ering approach yields a distributed algorithm, and the details are explained in the following

section using a bottom-up strategy: from user level to cell level, to system level.

For the rest of the chapter, we assume the feedback loop from portable to basestation
gives the basestation a perfect estimate of the channel SNR. The basestation then calculates
the propagation loss and the interference factors for each user, based on the user’s channel
SNR and the transmit power levels of the neighbor cells. In Section 2.4.3, we will discuss
how channel estimation can be done in reality by having a synchronized power control
algorithm.

23



2.4.1. User Level Optimization

At the user level, we optimize user utility. Two techniques are applied: first, the system
performs scheduling by allocating bandwidth to each application. Second, the system opti-
mizes error rate by applying VFEC; VFEC enables the system to trade-off the quality with

quantity of delivered data for each application.
Recall that the user utility is the sum of the application utilities:

L
Uuser(E’ E) = z u/B, E)) 2.4)

i=1

Our objective is to maximize (2.4), over the variables B = (B, By, ..., B;) and

E = (E;,Ey ..., E;), subject to the link bandwidth constraint:

L
Y B;-n(SNR, E;) < Link Bandwidth (2.5)
i=1
where
_ link bandwidth
NSNR, E)) = Fota bandwidth (2.6)

. eq . *
The maximal value of user utility is denoted as U, .

To maximize the user utility, we do not directly choose the received BER E;; instead,

we select the level of VFEC which, together with the known link SNR, to determine the
received BER. The choice of FEC code is reflected by the “bandwidth expansion func-

tion”, N(SNR, E;), which corresponds to the FEC code that achieves E; (after decoding)
for a given channel SNR. N\(SNR, E;) is the ratio of the link bandwidth to the data band-
width of the FEC code, as in (2.6); thus B;- N(SNR, E,) is the actual channel bandwidth
consumed by application i.

Maximizing (2.4) under the constraint (2.5) is an optimization problem over 2L vari-

ables (B and E). The optimal B and E can be obtained by applying the Lagrange multi-
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pliers. Observe that the channel SNR is the only undetermined variable during the

optimization; as a result, both the optimal B and E, and thus the optimal user utility are
functions of the channel SNR, as shown below:

U.. (SNR) = Max U, (B,E)
B E

user user

L
such that Y B;-N(SNR, E;) < Link Bandwidth
i=1
Let us now focus on the characters of U : ser(SNR) . Since the user utility is a monotone

increasing function with respect to application bandwidth, higher link bandwidth would
always yield higher user utility. Therefore, the maximum user utility would occur when all
available link bandwidth is consumed, i.¢. at the boundary of the inequality (2.5). Thus this
inequality can be reduced to equality, which is a convex set. Since our objective function,

the user utility, is a concave continuous function, and the constraint set is a convex set, by

the fundamental theorem of mathematical programming, U:se,(SNR) is a global opti-
mum.

To summarize, two results are achieved through this user level utility optimization.
First, for any given channel SNR, we can apply scheduling and FEC selection (i.e. choos-

ing B and E) such that the user utility is maximized. Second, the maximum user utility

can be expressed as a function of SNR (presuming an optimal choice of B and E). As will
be shown in the next section, this maximal user utility function becomes the comnerstone

of the cell level power allocation.
2.4.2. Cell Level Optimization

2.4.2.1. Derivation of user SNR
Before we proceed with the cell-level optimization, let us first derive the user channel
SNR. This will help us understanding the intra-cell power allocation which will be pre-

sented later.
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An indoor wireless communication environment is interference limited. In such an
environment, users are subject to three sources of interference and noise: intercell interfer-
ence, intracell interference and background noise. Let us assume we are interested in user
i located in cell #0, the channel SNR for user i, is the ratio of the received signal power to

the noise power:

SNR. = received signal power @.7)
I total interference and noise power '

Let us first derive the received signal power. Let P, be the total available transmit power
for cell #0, and ¢, be the fraction of P, allocated to user i. The transmit power level for
user i, denoted as p;, is p; = ¢,P,. In most radio applications, the transmission over the
free space is given by the approximation [25]:

hyh, ¥
Pr = Plgbgr(j]

where

P, : received signal power,

: transmitted signal power;

-~

g, - basestation antenna gain,
g, : receiver antenna gain;

h,, . basestation height;

h_: receiver height;

d: distant between basestation and receiver.

Therefore, the received signal power for user i can be written as:
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P, = gp; (2.8)

where g; represents the overall antenna gain, height factors and path loss of user i.

Let us now derive the total interference and noise power which includes inter-cell,
intra-cell and background noise. For illustration purposes, we assume a hexagonal cell

topology as shown in Figure 2-6., where a center cell has six neighboring cells. Suppose

cell #i is in the center, and let IT‘, = (P, P'i, ooy Pg) be the total power level at the bases-

tation for each one of the seven cells, where (P’i s enes Pg) are neighboring cell power levels

with ith cell being the center cell. Using this notation, for example, 170 represents the

power budget for a cell neighborhood where #0 is in the center.

Figure 2-6. Cell topology.

As we have discussed earlier, the intra-cell and inter-cell interference are modeled as
white Gaussian noise. Without loss of generality, our focus is on user i in cell #0 with six
adjacent neighbor cells. The intra-cell interference results from reflected signals from the
same cell, thus it only depends on the total power level of the residing cell, which is Py,.

By assuming a large number of reflective paths, the intra-cell interference can be modeled

as white Gaussian noise and is a fraction of cell power level [50]:



(Cha)i = % Po 2.9)

where a,; is called the intra-cell interference coefficient, and it equals to reflection coeffi-

cient divided by path loss and the spreading gain N.

The inter-cell interference, on the other hand, is generated by the signals from interfer-

ing neighbor cells!, thus it depends on the total transmit power level from these cell bases-

tations. Recall (P?, e Pg) represents the power levels of six neighbor transmitters when

cell #0 being the center cell, the inter-cell interference can then be expressed as:

2

0 0 0
(ointer)i = Bl,i'Pl+Bz,i'P2+---+B6,,~'P6 (2.10)

where B, ; is the inter-cell interference coefficient for user i generated by cell #n. For

simplicity, we only consider LOS interference, thus B equals to attenuation dividing the
spreading gain. As a remark, these interference coefficients should always be verified and

updated with measurements.>

Combining (2.9) and (2.10), we can use a vector notation to represent the overall inter-

ference noise power,

(Cha)i + (Gimer)i = 1 P @.11)

where ”7} = (ozj, Bl,j, cees [36,1.), fTO = (P, P?, ...,Pg), and e is the vector dot product.

Consequently, substituting the expression of interference noise power (2.11) into (2.7), the

channel SNR for user i in cell #0 is:

SNR, = 8i P _ &% P
i 2 2. 2
(ointra)i + (cintcr)i + (GB)j vi® PO + (GB)x'

(2.12)

1. Throughout this study, we only consider the first order intercell interference, i.e. interference coming from the adjacent cells.

2. The intracell and intercell interference coefficients for a user depend on the location of the user and the indoor environment, both of
which are time varying. These interference coefficients can be estimated by correlating total noise power (which can be measured)
with this and neighboring cell power levels.
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where g; is the product of antenna gain, path loss and the spreading gain of user i, }70 is

the total transmit power for entire neighborhood of cells when cell #0 is in the center, and

(0'123) ; background noise power.

2.4.2.2. Cell level optimization
During the downlink transmission, a CDMA radio transmits to all users within a cell
simultaneously and is subject to a power budget which is determined through the higher

layer optimization. The goal of performing cell level optimization, for cell #0 in our case,

is to distribute the power budget P, to each user, i.e. finding ¢; so that the total cell utility

is maximized.

Suppose cell #0 has M users, the total cell utility is therefore the sum of maximal user

utilities:

Ucen o(9: Po) = Z U;(SNR)) (2.13)
j=1

- f‘,U;[ g9 Po )

- 5 2
j=1 \Y;j®Py+(Cp);

Our objective is to maximize (2.13) subject to the power budget constraint:

M
Y 0;<1 (2.14)
ji=1
Maximizing cell utility is an optimization problem of M variables. The optimal power allo-

cated to each user, (¢,, 9,, ..., §,,) , can again be obtained by applying the Lagrange mul-

tipliers.

Notice that the cell power budget for the entire neighborhood, 1'3;, , remains unknown

during the optimization; therefore, the optimal user power allocation, (¢y, ¢,, ..., ®pr)

thus the maximal cell utility, denoted as U.q o, is a function of Py
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* — M *
Ueao(Po) = Max 3, U;(SNR)) @.15)
b M

e i-
M

suchthat Y ¢, =1
j=1
The constraint function expressed in (2.14) can again be reduced to equality; since

higher power budget yields higher cell utility, all the available power budget would be con-

sumed by users. Again, the objective function is continuous and concave over the con-

straint set, the optimum U:eno(Fo) obtained by the Lagrange multiplier is a global

maximum.

It is not difficult to prove that the two-step optimization process (i.e. the user level and

then the cell level optimization) for maximizing the cell utility is equivalent to an one-step

optimization at the cell level. This one-step optimization determines the B;, the E; for each

application among all users, and ¢; for each user in the cell. However, the layered

approach introduces parallelism thus reduces the intercell communication.

To summarize, we have achieved the optimal user power allocation for multiple users
within a cell. The optimal cell utility depends on the cell power levels for the entire neigh-
borhood. This result provides us with a platform to perform intercell power allocation,

which is to determine the total cell power budget for each cell.

2.4.3. System Level Optimization

Our ultimate goal is to maximize the overall system utility which is achieved by setting
the cell power budget for each cell. Since a large number of users and cells are in the sys-
tem, we seek a distributed algorithm that is scalable in both computation and communica-

tion.

One difficulty for updating power levels for multiple cells independently and simulta-
neously is that they can introduce great amount of inaccuracy to channel estimate. For
example, let us reconsider the cluster of sever cells as shown in Figure 2-7. If the power
budget for twa adjacent interfering cells, say cell #1 and cell #2, are changed independently
and simultaneously, then the channel estimators in cell #1 would not react to the change
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made in cell #2 immediately, and thus produce a wrong estimate for some period of time.

To overcome this problem, we developed a scheduling scheme for achieving our goal.

As intercell interference is localized to a finite region, changing the power level for a
cell only affects its nearby cells; we call this interference region a cell’s “neighborhood”.
This observation suggests that we are able to simultaneously change power levels for sev-
eral cells (without concerning of their cross-interference), provided that their neighbor-
hoods do not overlap. For this discussion, we assume only first order interference’.
Figure 2-7 shows several non-overlapping neighborhoods (indicated by the “stars” super-

imposed on the cell topology).

Figure 2-7. Non-overlapping interference neighborhoods.

Several key properties result if we restrict ourselves to changing power levels only for
the center cells of these non-overlapping neighborhoods. First of all, the effects from
changing a center cell’s power level are limited to the neighborhood boundary; therefore,
cells only need to communicate within the neighborhood. Secondly, a center cell faces a
fixed interference environment; therefore, calculating the power budget is simplified.
Finally, the remaining cells within the neighborhood have exactly one interfering cell

changing its power. Therefore, estimating intracell and intercell interference coefficients

1. First order interference means that a basestation only interferes with its six immediate neighbor cells. This assumption is only for
illustrative purposes, and is not necessary for our distributed algorithm. If the assumption does not hold, we can increase the neigh-
borhood size, which will decrease the rate of convergence.
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can be made with a single measurement, with the new interference noise power yielding

an updated intercell interference coefficient.

So far, we have updated cell power budgets for only a fraction of cells. Our ultimate
goal is to update power budgets for all cells in the system. This is achieved by iterating
according to a periodic schedule!, where the system adjusts a different subset of cells at

each iteration; after one period, all cells in the system are updated at least once.

We will demonstrate this algorithm using the example of first order interference and
hexagonal cell topology. Figure 2-8 shows the assignment of cells to iteration steps, and
the iteration period equals to 7 in this case. Notice at every time step, the subset of cells

which change power levels have non-overlapping neighborhoods.

Figure 2-8. Iteration step assignments.

Now we need to determine the cell power budgets. The procedure is the same for all
cells; however, we will only focus on cell #0 at this time, with neighboring cells 1 through
6. When updating the power budget for cell #0, its power level is chosen so as to maximize
its overall neighborhood utility. We know from the previous section that the maximal cell

utility for each cell in the neighborhood of cell #0 depends on P,. Therefore, the total

1. This schedule is fixed and determined by the system designer.
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neighborhood utility, which is the sum of the maximal cell utilities, is also a function of P,,

as shown below:

Uneighborhood (Po» P15 cvs Pg) (2.16)

*x — 6 * —
= Ugi oPo) + Y, Ueenn i(Py)
i=1

While P,is upper bounded by the implementation limit, the goal of adjusting P, is to
maximize the total neighborhood utility, thus Py has to satisfy:

a —_——— —_—
a_PO[UNeighborhood(PO’Pl’ .y Pg)]1 = 0

This is equivalent to:

0 ,* 5 (& .+ =
375;Uceu o(Po) = = 513—0[2 Ucen ,-(P,-)J (2.17)
i=1

Notice the left side of (2.17) is cell #0’s marginal utility as a function of P, and on the

right is the total marginal utility of the neighbor cells. At the optimal point, with respect to
P,, the marginal utility of cell #0 offsets the marginal utility of the neighbor cells.

2.4.4. Computational complexity

The utility optimization algorithm is fully distributed, with its level of complexity inde-
pendent of the number of cells in the system. The optimizations are performed indepen-
dently and are in parallel at each level. At the highest system level, the iterative algorithm
determines power level for a cell at each iteration (with given information on inter-cell
interference), thus the algorithm only deals with one variable at each iteration. At the cell
level, the complexity of cell utility optimization depends on the number of users in a cell.
This step can be quite computational intensive for a cellular environment where hundreds
of users maybe present during a congestion period; however, in a pico-cell situation where
a cell usually has just a few users, the complexity is easily manageable given that compu-
tational power is not a concern at the basestation. Finally at the user level, the number of

variables for user level optimization is twice the number of applications (since both band-
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width and error rate are determined for each application). For example, if a user has three

distinct applications, then the control algorithm has six variables.

Since the wireless environment and user behaviors are time varying, this optimization
algorithm is dynamic and updates itself frequently with the latest channel information and
user demands. In a mobile cellular environment where a car may move as fast as 70 mile
per hour, the updates have to be carried out very frequently (in the order of seconds), espe-
cially at the cell level for adapting the fast time-varying channel. As a result, implementing
this algorithm under this time constraint can be very challenging, especially when the
number of users in a cell can also be large. On the other hand, in an indoor pico-cell envi-
ronment where channel quality varies slowly, the algorithm focuses more on changes in
user behavior in terms of requested applications. Therefore, updates occur most frequently
at the user level., which is a more manageable problem as the complexity of user level algo-

rithm is only a function of the application count.

2.5. Study of Constraint Set and Feasible Region
The system utility optimization algorithm we described above is indeed an iterative,

one-dimensional search algorithm, in which we optimize along each P; iteratively until

reaching the maximum. There are known numerical algorithms [8][37] that meet this pur-
pose. However, our objective function, the system utility, is non-concave, thus the iterative
algorithm provides no guarantee that it will converge to the global maximum (instead of a
local maximum). The problem of solving the global optimization is a very difficult one
indeed. In this case, either additional constraints are added as a part of the problem formu-
lation for eliminating the local optima, or the utility function has to be restricted to certain

classes of functions in order to guarantee that any optimum is a global optimum.

The fundamental theorem of mathematical programming states that a continuous con-
cave objective function with a convex constraint set guarantees the uniqueness of a global
optimum. Therefore, we will approach the same optimization problem from a different per-
spective by transforming the objective function into a concave function. The goal here is

to study the property of the constraint set in this new domain.
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Recall that the system utility is the sum of the cell utilities, and the cell utility is the
sum of the user utilities. Therefore, the system utility can be expressed as the sum of all

user utilities. The optimum user utility is a function of the channel SNR, which is denoted

by u,(S;) for useri.

system utility = )" u;(S,) (2.18)
i

We have made the assumption that the user utility is a non-decreasing function with respect
to the channel SNR, indicating higher SNR would always bring a user more satisfaction.
Furthermore, we assume the marginal utility (i.e. the first derivative of utility function)
decreases as a function of SNR, indicating diminishing marginal satisfaction for every
user. Therefore, the system utility is a non-decreasing and concave function with respect

to individual user’s SNR.

Let us now focus on the constraint set. To demonstrate the non-convexity of the con-

straint set, we consider a simple example consisting of a single cell with two users; these
users have transmit power levels p, and p,, respectively. Recall that the total cell transmit

power is subject to a constraint, for convenience, we set this power constraint equals to 1,

which can then be expressed as:

Pyt py<1and p; 20, p,>0. (2.19)
Now we want to rewrite the above inequality in terms of users’ SNR, so that the objective
function (2.18) and the constraint function (2.19) are expressed in the same parameters.
Using the channel model we have developed earlier, the SNR for each user can then be

written as:

S, = Pi
! 01(P|+P2)+01
S, = P

ay(p,+py)+ey

where a; is the intracell interference coefficient, and c; is the background thermal noise
power received by each user. Both ¢; and ¢; are normalized by the path loss and antenna
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gain of user i. Notice there is no intercell interference term because we have a single cell
system here.
Let us first focus on the power level for user 1, p, . Solving the system of linear equa-

tions for p,, we have:

_ad +(ayc5—ayc1)8, 8,

Since p, + p,<1 and 0< p, < 1, we can rewrite the above equation as:

¢S+ (ajc5—ayc))8,5,<1-a,8,-a,S,

or

1-(a;+¢)S§

S, £ . 2.20
27 ay+ (a)cy—a,y0)S) (2.20)

Now the constraint set is expressed in user SNR S, and S, . Plotting it, we have:

S, A
1
a
constraint set
__ At T
a6y~ 3¢ >

Figure 2-9. Power constraints expressed in SNR.

Clearly, the constraint set shown in Figure 2-9 is non-convex. The second constraint set

derived from the inequality 0 < p, <1 is similar to (2.20) and is also non-convex. The

overall constraint set is the intersection of these two, and the intersection of two non-
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convex sets is also non-convex. Therefore, we conclude the constraint set for the optimi-
zation problem is non-convex. All of these proved that a maximum obtained by optimiza-

tion may be a local maximum.

There exist powerful numerical techniques, such as simulated annealing [46][33][25],
for searching the global optimum. However, these tools have been mostly used for non-real
time applications, such as routing in integrated circuit design. For a real-time application
involving a large number of variables such as ours, the computational delay is likely to be

intolerable.

Despite of the difficulties encountered in obtaining the global maximum, we should not
feel despair. Observe that any local maximum is associated with a feasible region, such that
the local optimum is the optimum within this feasible region. An example is illustrated in

Figure 2-10, where the shaded region corresponds to the feasible region associated to the

local maximum x*. In general, if the feasible region covers the majority of the constraint
set, such as in this example, then the corresponding local maximum is quite superior with
respect to all achievable SNR. In other words, a local optimum may serve as a good alter-
native to the global optimum when it out-performs a large set of SNR. For our power con-
trol problem, we may combine the optimization algorithm with a faimess scheme to

eliminate the extreme SNR differentials among users, e.g., some of the blank areas shown
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in Figure 2-10. In this case, a local optimum may indeed become the global optimum. The

implementation and the impact of a fairness scheme will be discussed in Chapter 4.

feasible region

* local maximum

S)

Figure 2-10. Feasible region subject to the constraint set.

2.6. A different approach to the problem: economics

2.6.1. Concept of pricing

So far we have only approached the overall system optimization using pure mathemat-
ical techniques. The problem of optimal resource allocation has been extensively studied
in the economics community, where the commodities are distributed through the interac-
tions of supply and demand. On the demand side, users trade-off various service qualities
with their willingness to pay; while on the supply side, producers trade-off the provided
service quality with the charge they are able to collect. For the rest of this section, we will
explore the possibility of adopting pricing for allocating shared wireless networks

resources, the transmit power.

It has been argued that network users in fact can tolerate any kind of service quality,
and there is no required QoS as long as the price is right. This argument is supported by
examples such as the internet telephone, where delay is unpredictable and data sometimes
get lost; however, this kind of service still remains popular among people who do not want
to pay the premium price for the toll-rate quality. In reality, pricing can often be used as a
mean to reveal the true utility function for a user: when the asking price is higher than the

marginal utility, a user would be discouraged from requesting higher QoS. On the other
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hand, if the price is lower than the marginal utility, this user would want to receive service
at higher quality since he is willing to pay more money. To exploit this idea further, let us
first look how we may use pricing to solve a day-to-day problem: the problem of rush hour
commute. As we will see very soon, this problem is very analogous to the congestion in

wireless network, which is mainly caused by user interference.

In the case of rush hour commute, the public or collective goods are the state highway
systems with a finite number of lanes. When the vehicles per hour exceeds the highway
capacity, the highway becomes congested. As more and more vehicles join the highway,
the congestion becomes worse. Notice each extra vehicle delays other vehicles taking the
same route. In other words, a commuter can only enjoy the goods at the cost of reducing
others’ enjoyment. This phenomenon is called the externality, where the pursuit of private
gain may not promote the social welfare. When dealing with wireless network resource
allocations, we face the same kind of externality, for increasing one user’s transmit power
level would always mean an increase in interference to others in the system. Thus a gain
in one person’s satisfaction does not always lead to an improvement in overall system util-
ity.

One possible solution for solving this type of the problem is to set prices for the peak
and the off-peak periods so that they approximate the marginal costs in these respective
periods. The result is a form of marginal cost pricing. This policy is reasonable since mar-
ginal cost tends to be higher during the peak hours so consumers are discouraged from
using it. Of course, the optimal price for a consumer is when the marginal consumer utility
equals to the marginal cost to the society, which is exactly what we have proposed in
(2.17). One such pricing scheme has been implemented in England where the cost of elec-
tricity depends on the time of the day [1]. In that case, the rates are higher during the times
of day when electricity usage is high than the time of the day when the usage is relatively

small.

2.6.2. Congestion pricing for wireless network
Extending this concept on marginal cost pricing to wireless communication, we will

consider a congestion charge with the basic idea that the charge is higher when the network
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is congested, and there is no charge when the network is un-congested. The goal of impos-
ing congestion charges is to regulate the network congestion level through the interactions
between prices and user demand, thus maximizing the overall system utility. The shared
resource is the transmit power, and the congestion is measured by the user SNR. The key
point of this approach is to set the price which equals (or approximates) a user’s marginal
utility so that each user would pay for the overall damage he has caused to others. Let us

now proceed and calculate the price.
Recall that a user’s satisfaction is measured by channel SNR. The user utility, u,(S;),

for user i is the dollar value when data are received at SNR = §;, where §; has the unit

in dB. Suppose that the user is charged a congestion price of ; (per unit dB) for the SNR

he received, then the user i will choose to receive at a SNR such that it solves the following

problem:

max u,(S;)-*%; - S;
S

i

(2.21)

Note the term 7, - S; is the total price this user pays for §;. The optimum SNR is solved by:

A
35

This is equivalent to saying the price is set to be the user’s marginal utility. This result is

(S;) =m (2.22)

reasonable since marginal utility is the additional satisfaction (measured in dollar) a user
get for receiving the extra AS;. If this additional satisfaction is less than the price he has to
pay, then this user would decide not to receive the extra AS;. In other words, the equilib-
rium occurs at the point when price equals to the marginal utility.

Let us now obtain the marginal utility, thus the congestion price, by considering all the

interfering users in the system simultaneously. The cell power constraint is included in this

process. For convenience, we let total allowable power for each cell equal to 1 unit. Let us

consider the central controller that chooses transmit power level p; for every user i subject
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to this constraint for maximizing the total system utility. Applying the Lagrange multipli-

ers, the problem we need to solve is:

max | 3, u;(5;) =M ( )) PJ\) ( )y p“) ( 2 pﬁ)_

Pi |jeJ jy € J, J2 € J3 Sr€J;

where
J is the index for all users,

J; is the index for all users in cell 7,
A, is the Lagrange multiplier for cell n as each cell is subject to a total power constraint.

The optimum value of p; is obtained by solving the equations

apu(S) = ( SuS)+h 2 pith Y, ptAy Y Pyt )

J#i 1€ J, Ja€ Js J3€ Js
Therefore,

a u(S) = —a——Zu (S;) + A, for some n (2.23)

lj:tl

Let us first discuss the value for the Lagrange multipliers, A, . Intuitively, we are max-

imizing the sum of non-decreasing functions. During the optimization, each one of these
functions will keep increasing (at various rates) until one cell’s power consumption
reaches the power limit. Therefore, there is always one cell that would consume all the

available power budget. In fact, this is the cell that has the highest marginal utility, i.e.

u;(S;) being the largest for all J;. So we know the maximum always
eJ a J ji € J; S l
J i

occurs at the boundary condition, thus A; € {0, 1} : 0 when the cell i consumes less than

the total allowable power limit, and 1 when cell i consumes all the allowable power limit.
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Let us go back to the optimization problem stated in (2.23). Expanding iu.(S ) by
a p i H
]

applying the chain rule, we have:

9 - J
3p, as “ilSi)- a 2'as 45 g5t
or
9 S x’z‘:'aqu(S) here A € {0, 1 2.24
a—Siu,.( D = s, where A € {0, 1} (2.24)
op;
To obtain an explicit expression for =— 35 5 u;(S;), we now need to derive the partial deriva-
“ dS; 1% aS;
ves — an
op; api

First we rewrite the user SNR in terms of transmit power level of other users and inter-

ference coefficients:

Pi

S. = ——
Eaikpk'*ci
X

1

where a;, denotes the fraction of user ks transmit power that interferes with user i, and ¢;
is the background thermal noise received by user i. Both a;;, and c; are normalized by
path-loss, the antenna gain and the spreading factor of user i. Note a;; represents the inter-

user interference coefficient when i # j, and the self interference when i = j. With this
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notation, the SNR foruser j, §; is: §; = — 2 . Now taking the partial derivatives

ajkpk+c
k

of S; and S; with respect to p;, we have:

38 2 a Pyt ¢

i k=i

i [;aikpk + ci]z

A _ a;p;

j
oD 2°
" e

Plug them into (2.24), the marginal utilities then becomes:

ap;

A+ z (S ) - JiJ
as 2
B o]

2 ay Pyt €

kzi

2
[Zaikpk + Ci]
x

d

3s, 35459 =

Recall from (2.22) that —- a 5, u(S;) = m;, i.e. the congestion charge for user j, and
N J SR S;; we therefore can rewrite the above equation as:
k

n; S
A+ Zaﬂ
Jj#i Za kpk"'C
==U;(S;) = (2.25)
zaikPk"‘Ci

k#i

3
[Zaikpk + ci]
k

d
aS;
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This is the congestion prices for user i expressed in interference power and SNR; note this
price is independent of user i. This implies that the congestion level seen by user i only

depends on the current activities of other users in the system.

Let us simplify the above equation by making the assumption that the system has a
large number of users, thus the self-interference is negligible compared to the sum of all

inter-user interference power, i.e.
8P+ C; € Y aypytC;
k

1

b
aPrtc;
x

Therefore, the denominator of the above equation can be approximated as

which is the inverse of the total interference and noise power received by user i. Let us

denote thisby N;,thus N; = Za &Py + ¢ ;- With this notation, the marginal utility, or the
k

congestion charge for user i, becomes:

d

niz—a-—S-i'

N;
ui(S;) = AN, + Zaﬁj\—] ‘TS, where A; € {0,1} (2.26)
Jj#i J '
The product term 7 ij in (2.26) is congestion price (in dollars) paid by user j for SNR

equals to S; (in dB). We can see that the unit price for user i is independent of his own

SNR; instead, the unit price is linear with respect to the SNR of other users, which can be

understood as an indicator of the congestion level of the wireless network.

Finally, we want to make the remark that most users may find it confusing to deal with
a complicated pricing scheme such as congestion pricing, mostly because it depends on the
system load and changes over time. One resolution for this is to have the service provider
purchase network resources according to the congestion market, and then resell them to the
consumers at a fixed price or a simple peak/non-peak price that are higher than the average
congestion prices. This pricing model has been considered for wired networks such as the

internet, where serious congestion occurs from time to time [11].
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2.7. Summary and Conclusions

This chapter investigated design and control issues faced by multimedia indoor CDMA
systems. We have proposed a distributed algorithm that fully utilizes the system resources
such as bandwidth and transmit power. Our algorithm integrates three techniques for mul-
timedia downlink transmission; these techniques are: power control, VFEC and schedul-
ing. As a multimedia system is designed to satisfy users, our objective is to maximize the

overall user satisfaction, which we call the “system utility”.

We divided this system optimization problem into a hierarchy of three levels: user
level, cell level and system level. This partitioning allows us to localize the problem, so
that we can perform independent and local optimizations for each user and then each cell.
Because users and cells in a CDMA system are subject to bandwidth and power con-
straints, we achieve the optimization at each level by applying the Lagrange multiplier. The
optimization results are then presented to the next level in the hierarchy. At the topmost
level, the system level, we allocated cell power to one set of cells while keeping their
neighboring cell power levels constant. The cell power level is determined based on its
contribution to the overall utility for its entire neighborhood of seven cells. This layering
approach yields a distributed algorithm, which is essential given any practical wireless

system has to be scalable.

We then studied the constraint set for the optimization problem and found out it is non-
convex. As a consequence, the optimization algorithm may sometimes converge to a local
optimum. For any local optimum, we can derive the feasible region indicating the domain
of users’ SNR (within the constraint set) that this local optimum is the optimum. If a fea-
sible region covers the majority of the constraint set, then this local optimum is quite opti-

mum.

Finally in the last section of this chapter, we presented a new approach to the network
resource allocation problem using concepts from economics, namely, the concept of con-
gestion pricing. With this approach, the interference introduced by each added user is
treated as additional congestion to the system from this user. By setting the congestion

prices according to the system load (measured in users’ SNR), we can discourage users

45



from heavy usage when the congestion level is high. The correct congestion prices reflect
the optimum resource allocation. The derivation of the congestion price is included in the
chapter. The result showed that the price is user independent. When dealing with a large
system, we can simplify the result and the congestion price becomes linear with respect to
other users’ SNR.
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Simulation Based Performance
Evaluation

3.1. Goal

In the previous chapter, we have presented the “utility”-based approach to the overall
control problem. The main advantage of this framework is that it offers large degrees of
flexibility to the system control, because the policy issues of allocating resources are sep-
arated from the design process. In other words, one can always choose a utility function
that reflects a specific design objective. For example, if we let the application utility func-
tion be a step function (with respect to both bandwidth and error rate), then this would coin-
cide with conventional design objectives for many wireless or cellular systems, where a
BER (or equivalently SNR) requirement is imposed. However, this advantage of flexibility
makes it difficult to quantify and compare system performance with other approaches.
Therefore, in this chapter, we will simulate the system using a specific utility function, the
step function. This restriction will allow us to evaluate and quantify system performance
with numerical results. In addition, these results will uncover some interesting dependen-
cies which differentiate the multimedia optimization problem we are investigating from a

single media application.

The goal of this chapter is to set up a system level simulation and use it to explore the
system behavior, including the interactions from various parts of the control algorithm in
detail. In order to do so, we will study the performance dependencies on user distribution
and traffic models. We will also study the individual control variables and compare their
relative effectiveness. In addition, the technique of hand-off is applied to highly congested
“hot-spots” for studying the overall improvement. The range for the optimum packet sizes

will also be studied. Finally in this chapter, we will study performance of various families
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of binary BCH codes (used for variable error correction purpose) while consider their
implementation complexities. As a remark, the underlying system architecture for simula-

tion is assumed the same as the downlink system presented in Chapter 2.

Before discussing the actual simulation, we will first present how some of the previous
work on power control can be applied directly to this framework by proving convergence
of the power control algorithm. The purpose for doing this is to prove that by adopting this
special class of utility functions for our multimedia system, the power control algorithm

converges.

3.2. Convergence of power control algorithm

Yates [55] has proved the convergence of a general power control algorithm for the
uplink channel. In his work, he assumed users’ basestation assignments are fixed, and each
user has a pre-determined BER (or SNR) requirement. The goal of the power control algo-
rithm is to find a set of minimum transmit power levels which satisfies these requirements.
For both synchronous or asynchronous power update. Yates showed that for any initial
power vector p, the power control algorithm converges to a unique fixed point if a feasible
solution exists. The criteria for convergence are based on the observation on interference

function for each user j, I{(p), has the following properties:

¢ Positivity: I(p) > 0
» Monotonicity: If p 2 p’, then I(p) 2 I(p’)
e Scalability: for all o> 1, al(p) > I(op).

The first condition indicates that SNR for any user is always positive; this is derived
from the assumption that background noise is nonzero, and interference noise power are
all non-negative. The second condition indicates the monotonicity of the SNR, namely, a
user’s SNR is always a monotone increasing function with respect to its transmit power.
The last condition implies that if transmit power for all users are scaled up by the same
fraction o, then every user would end up having a higher SNR, which again is due to non-

zero background noise.

Once these three conditions are met, it has been shown that:
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(1) If the power control algorithm has a fixed point 1 then the fixed point is unique, and
(2) If there exist a feasible solution, then for any initial power vector p, the power con-

trol algorithm converges to a unique fixed point, p*.

This is a very general result for it provides convergence of power control algorithm
without assuming a specific expression for the interference function I(p), where I(p) is
highly dependent on the underlying wireless technology, whether it is CDMA, FDMA,
slotted-aloha, etc. However, this result proves the convergence of power control algorithm
only when a feasible solution exists. In the case when there is no solution satisfying all
users due to excessive interference or traffic demand, call admission problem need to be
solved in finding a subset of users that can obtain satisfactory connection [2] [7]; or in our
case, provide partial service that only a fraction of all requested data are transmitted, and

apply heavy error correction to achieve the desired BER.

We are interested in this convergence property because it can be extended to a down-
link system like the Infopad where multiple traffic types are present. However for a down-
link CDMA system, we must first realize its underline interference model is completely
different from the uplink as the downlink channel is free of the near-far effect. This is
because signals transmitted from a basestation to all users are orthogonally coded and sent
to users simultaneously. As these signals propagate through the same path, they remain
orthogonal when reaching the receiver. In other words, signals generated from the same
basestation do not interfere with the main propagation path. The reflected waveforms and
the waveforms from nearby cells are still treated as interference since orthogonality no

longer holds.

Using the interference model developed in Chapter 1, it can be verified that the inter-

ference function,

snr, = ST
Yj® Pyt (03);

1. the fixed point is a point x such that f(x) = x;thatis, a point X that does not move when applying
function f.

49



satisfies the three properties of I{(p).

Even though our proposed downlink system serves multiple data types that have a wide
range of BER requirements, however, the multiple BER requirements are achieved by
applying VFEC, which is completely decoupled from the power control aspect of the prob-
lem. Therefore, this multimedia constraint impose no additional constraint on our power

control algorithm, thus the power control algorithm converges in our proposed framework.

3.3. Algorithm discussion

For simulation purposes, we assume a linear cell topology as shown in Figure 3-1. This
layout is chosen because it is the simplest topology which contains all aspects of a multi-
cell environment. Since the system performance is a function of user population, location
and traffic, the simplicity of this layout makes the dependencies and cell interactions more
transparent for analysis. We believe the general results and trends from this case carry over
to more realistic topologies, because the effect of inter-call and intra-cell interference are

always present disregarding the number of neighbor cells.

0 1 i-1 i i+1

Figure 3-1. Cell topology.

Let I-’_, = (P;_y, P;, P; ) be the total power budget for each one of the three adjacent

cells. Using the same model and the notation developed in Chapter 1, the channel SNR for

any user, say user j in cell#1 is:

gj'¢j‘P| - gj‘¢j'P|
1 2 2 - .D 2
aj'P|+Bj'P0+Bj'P2+(GB)j Y;® Py+(0p);

For the rest of the chapter, we assume a basestation transmitter is installed on the ceil-

SNR; =

ing at the center of every cell. The basestation assignment is made based on the distance
between user and receiver, so that all users in cell #n would receive signals from the bas-
estation #n. Later in this chapter we will study some handoff schemes, in which case a user

may communicate with a less congested neighboring cell.
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3.3.1. User level

At the user level, the techniques of scheduling and VFEC are applied. Figure 3-2 illus-
trates the architecture for this sub-system. As previously mentioned, the system sometimes
can only provide partial service due to excessive interference, in which case the scheduler
would only send the high priority data to the VFEC encoder and then to the transmitter. For
our purposes, we choose the rate-controlled static priority (RCSP) [59] scheduling scheme,
where all data types are classified according to a set of priority levels. The relative priority
levels are determined by many factors, including the relative importance of the data, their
delay tolerance, and the amount of network resources needed for delivering them at the
required QoS. These priority levels are fixed (or static) for the entire connection. In the

case of Infopad, the priorities are set as: control, audio, text/graphic and video.

The scheduling decisions are simple: higher priority data are always processed ahead
of lower priority data, and within the same priority class, packet are served in an FIFO fash-
ion. In other words, the lower priority data which arrived the same time as higher priority
data can only get ahead when there is insufficient network resource to transmit the higher
priority data. This scheduling algorithm is simple and well understood and its detailed
characteristics are not important when we later evaluate power control and VFEC. As a

final remark, a perfect channel estimation is assumed for each user.

— heduli
m’m zfvp%éng p——= to power amplifier
L channel estimate

Figure 3-2. Architecture for user level resource allocation.

3.3.2. Cell level
At the cell level, the intra-cell power allocation is performed in such a way that users

reside in the same cell compete for transmit power subject to the total cell power budget.
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“Fairness” is imposed at this level because some users need more transmit power to com-
pensate for a poor channel and/or heavy traffic demand. In the case when there is not
enough power to meet everyone’s demand, it is difficult to justify why one user should
receive more network resource than another. In Chapter 3, we presented a utility driven
optimization framework for allocating resources, in which case no fairness was considered.
In this chapter, we will implement a “fairness” policy (defined below). We will compare

the results against the algorithm that maximizes the number of users later in Section 3.5.2.

The “fair” power allocation consists of two stages: fairness-based power allocation fol-
lowed by demand-based allocation, as shown in Figure 3-3. During the faimess-based
power allocation, the total cell transmit power is equally divided among all users. The pur-
pose of this step is to guarantee each user with a fair share of the available resource, inde-
pendent of the channel quality or traffic demand. If the allocated resource is greater than a
user’s demand, the excess resource is then collected and then redistributed among users
(within the same cell) whose demands are greater than the allocated power. We call this

redistribution the demand-based power allocation.

faimess based distribution

N

demand based distribution

Figure 3-3. Two stage user level power control.

During each intra-cell iteration, more than two sets of state information are exchanged
between the user level and the cell level allocations. The first exchange occurred during
the faimess-based allocation, where the allocated power is sent to all users followed by
their feedbacks. The second exchange occurred during the demand-based allocation, where
the excess power is redistributed. In case there is still excess power and needing users after
this second exchange, same redistribution is performed again. According to our simulation,

the number of total exchanges is usually less (but sometimes equals) to three.
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3.3.3. System level

Finally at the system level, the individual cell power budget is determined based on
inter-cell interference and the total cell demand. Since our system is interference limited,
fairness issues again come up at the system level. However, the nature of fairness at this
level is somewhat different from what has been discussed at the user level. This is because
cells do not share any network resources; instead, cells interfere with one another. As a
result, allowing one cell too much power would generate excessive interference to its

neighbors, thus degrade the QoS for the overall system.

Taking this into consideration, we propose a SNR-based inter-cell power control algo-
rithm. The principle for this algorithm is that no cell should get more transmit power unless
the increase in its average SNR is greater than the total decrease of average SNR from its
neighbor cells due to this increase of power. This concept has been described by the utility
model in Chapter 3, except we are now taking the cell utility function as the identical func-
tion with respect to the channel SNR. The detail of this algorithm is described by the flow
chart below.

if (Avg SNR; < Avg SNR;,1) and (ASNR; > - ASNR;..))

es (interference dominated) no (noise dominated)

reduce power for cell j+1 if (Avg SNR; < Avg SNRj4))

lyes lno

raise power for cell j+1 power budget unchanged

Figure 3-4. SNR-based inter-cell power allocation.
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By now we have completely described our distributed algorithm. This algorithm is
implemented in the simulation. Next we will describe our simulation setup and parameters,

followed by numerical results.

3.4. Simulation setup and parameters

3.4.1. Channel model

Our broadband CDMA multiple access scheme is designed based on the IS-95 standard
[43]. The data for each user is spread by a PN code and then added to a Walsh code. As
mentioned in Chapter 1, the reason for this is that when signals arrived at the receiver, the
ones from other users would appear as white noise due to spreading. Therefore, we model
the interference from nearby cells as white noise that depends on the spreading factor and
attenuation. The attenuation factor is set to be 4. The background noise is also modeled as
white Gaussian noise. Since our system is designed for indoor users, we assume people are

mostly stationary or moving around slow, thus fading is not included in our model.

3.4.2. Simulation parameters
Recall that we assume a linear cell topology. Four cells are simulated; they are labelled

as 0, 1,2, 3, and each has the population 4, 6, 5, 5 users, respectively. The users are assumed

to be uniformly distributed in each cell. Each cell is 5x5 meter? in dimension, and the ceil-
ing is 4 meters high. Since it is difficult to compare users when they have different traffic
profiles, we assume all users request four types of data. Each data type has a fixed BER
requirement, so data are only transmitted when the estimated received BER (after FEC
decoding) equals or exceeds this predetermined level. In addition, these are indoor users,
and we assume change in user locations are negligible comparing to the high data rate and

the frequencies which inter-cell and intra-cell algorithms are performed.

Experimentally, we found it is sufficient to simulate the system for 50,000 iterations,
with each iteration corresponding to 1 msec. Both user level and cell level algorithms are
executed at each iteration, whereas the system level algorithm is carried out once every
three iterations. Later in Section 3.5.3, we will present the system performance using var-

ious traffic models, including Poisson arrival, constant-bit-rate, two-state continuous-time
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Markov chain. However, for the most part of this study, the packets for each data type are
modeled by Poisson arrivals, unless it is specified otherwise. Table 3-1 shows the param-

eters for the Poisson arrivals of all data types along with their relative priorities.

BER packet size arrival rate data rate
priority requirement (bits) _gmsec) (k_Et/secl___
1 (control) 10 100 8 12.5
2 (text/graphics) 1074 200 1 200
3 (audio) 1075 100 2 50
4 (video) 5x107 100 0.125 800

Table 3-1. Traffic profile.

3.5. Results

The system performance is evaluated using average aggregate throughput of delivered
data for each user. This average aggregate throughput is calculated with the data that are
received at the required BER. The maximum throughput at receiver for any user, is around

1100 kbit/sec, according to Table 3-1.

3.5.1. Dependencies on user distribution

First let us explore the dependencies of throughput on user distribution. Ten indepen-
dent and random sets of user locations are simulated while the population in each cell
remains the same. Figure 3-5 shows the average aggregate throughput for all users in the

system. Users are ranked according to their throughput, from highest to lowest.

Clearly, the performance depends very much on the user distribution: the set of loca-
tion which yields the best performance is shifted to the right by nearly five users comparing
the location yields the worst performance. However, despite of the variations from one
location to another, all throughput distributions are nevertheless skewed with more users

residing on the left side, indicating majority of users have very little data loss.
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Figure 3-5. User throughput for ten independent set of user locations

3.5.2. Fairness constraint
“Fairness” is imposed during the intra-cell power allocation, because users in the same
cell compete for transmit power subject to the total power budget constraint. As we have

discussed earlier, the “fair” power allocation consists of two stages: fairness-based power

allocation and demand-based power allocation.

In this section, we evaluate the impact of this “fairness” policy on the overall system
performance by comparing its result against the algorithm that maximizes the number of
“satisfied users”; a satisfied user is defined as a user who receives all requested data. Note
this is not equivalent to maximizing throughput as in a voice-only system. When a system
has multiple data types and thus multiple QoS requirements, maximizing throughput may
allow lower priority data ahead of higher priority data, if lower priority data require less

resources to transmit. Since some high priority data, such as control, may carry crucial
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information for decoding lower priority data, we want to maintain a strict priority among

data types.

The system incorporating all three control techniques is simulated for both “fair” and
“competitive” cases. The results are shown in Figure 3-6. The “‘competitive” algorithm
slightly out-performs the “fair” algorithm for up to 14 users, but then becomes notably
inferior to the “fair” system at the tail of the distribution. This is happening because the
objective for the “competitive” algorithm is to maximize the number of active users; there-
fore, it tends to favor users who have better channels and thus allocates all resources to
these users. From this result, we believe fairness benefits the overall system, especially to
users who have poor channels. Faimness is implemented as a part of the power control
unless it is specified otherwise. As a final remark, the users distribution used in this simu-

lation is the one that yields the median throughput. This distribution will be used for the

remainder of the results.
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Figure 3-6. Performance comparison for systems with and without fairness constraint.
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3.5.3. Dependencies on traffic profile

This system is designed to support traffic sources having diverse statistics. In order to

design a robust system that supports data types for a wide range of arrival statistics, we test

the system through several traffic models. In this study, the traffic sources are: (1) Poisson

arrival (same as the one used in the previous section), (2) two-state continuous time

Markov chain (CTMC) for modeling highly bursty traffic, (3) constant bit rate, and (4) a

combination of two-state CTMC and constant bit rate. These traffic sources are chosen to

be diverse, spanning from very bursty to constant rate transmission. The only characteris-

tics they have in common are the mean arrival rate and the packet size for each data type.

The parameters for these four models are listed in Table 3-2.

type 1 type 2 type 3 type 4
| (control) (text/graphics) (audio) (video)
[ packet size (bit) 100 200 100 100
avg data rate (kbit/sec) 12.5 200 50 800
BER requirement 10°° 1074 10°3 5x1074
Poisson Arrival refer Table 3-1 - —
2-state continuous time
Markov chain
p(on—off) 0.04 0.1 0.02 0.2
p(off—on) 0.01 0.2 0.01 0.8
constant-bit-rate/CTMC ) _ - |
2-state CTMC | 2-state CTMC I constant bit rate | constant bit rate

Table 3-2. Parameters for various traffic models.

We choose the set of users from Figure 3-5 which yields the median throughput; this

set of users will again be used for the rest of the chapter unless specified otherwise. Again,

we assume a perfect channel estimation. Figure 3-7 presents user throughput for these four

scenarios, where no major performance variation was present. We therefore conclude that
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mean data rate and packet size are good parameters for characterizing the overall received

data.
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Figure 3-7. System performance with four traffic models.

To study the system dynamics in detail, we then look into the trace data at receiver for
each data type. This is done by computing the moving average on arrival data throughput.
The moving average window size is set to be 500 msec, and the consecutive windows are
skewed by 100 msec. These parameters are chosen because we felt they are sufficient for
revealing the dynamic details of the system, and at the same time, offer a good approxima-

tion for the packet level activity under various traffic model.

Since it is impractical to present the trace data of all data types for all system users, only
three users (with four data types each) are chosen for each traffic model to demonstrate the
behavioral characteristics. These users are the ones who achieve the highest, the median,
and the lowest throughput. The moving average analysis performed on four data types for

the highest throughput user, the median throughput user, and the lowest throughput user
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are shown in Figure 3-8, Figure 3-9, and Figure 3-10 respectively. Despite the little differ-
ence we saw in terms of the overall user throughput under various traffic, the trace data
behaved vastly different as we moved from one traffic model to another, with a near con-
stant throughput in the constant-bit-rate case and a highly varying throughput when the
traffic is modeled by two-state CTMC.
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Figure 3-8. Moving average analysis for the highest ranked user under four traffic models.
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Figure 3-9. Moving average analysis for the median ranked user under four traffic models
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Figure 3-10. Moving average analysis for the lowest ranked user under four traffic models
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3.5.4. Power control or VFEC?

The distributed algorithm we have described involves a number of control variables
and thus has very complicated co-dependencies. To determine the necessity of this com-
plexity we investigate if a simplified algorithm can offer comparable performance. For this
reason, only two out of three techniques are applied: power control combined with sched-
uling, and VFEC combined with scheduling. In the case when power control is omitted
from the control algorithm, we let each basestation transmit at its maximum allowable
power budget while this budget is equally divided among cell users. Scheduling is always

included since it is necessary to prioritize the data types.

From the traffic model, we know the average total traffic demand for each user is
greater than half of the available link bandwidth. As a consequence, we expect power con-
trol to play a significant role in the process of optimum resource allocation. The simulation
results are compared against the original algorithm which consists all three techniques. The
results however, as shown in Figure 3-11 indicate power control/scheduling, with or with-
out the faimess constraint, is inferior to VFEC/scheduling. There are two possible reasons
to explain why power control adopted by a multimedia system is not as critical asitisina
single-medium case. First, the multimedia traffic we studied are highly diverse in band-
width and error rate requirements. The power control algorithm, however, adjusts transmit
power at the packet level, with each packet usually consists of multiple segments of differ-
ent data types. Consequently, a packet is transmitted at the power level which fulfills the
most stringent BER requirement among all data types within a packet. As a result, not only
power is wasted on more error tolerant data, this allocation also introduces unnecessary
interference to the rest of the system. For a single-medium system, there is no such problem
because the data have only one BER requirement, so there is always the transmit power
level that is just right for meeting this requirement. Second, the FEC coding rate is nor-
mally fixed in a single-medium system (because the data rate and the channel bandwidth
are determined in advance); this constraint leaves power control to be the only parameter
available for adjusting the system performance, which consequently putting it at a domi-

nate position.



VFEC is different from the single forward error correction coding as it adepts to the
time-varying traffic at packet level by encoding each data segment with the most suitable
FEC; as a result, it is able to take full advantage of the total available bandwidth. Unless
we adopt a fast power control algorithm (at the cost of increasing overall algorithm com-
plexity and it may not converge) which updates transmit power at the packet level, power
control does not enjoy as much flexibility as VFEC, and thus is inferior. In conclusion, the

results here indicate the importance of providing direct error correction.
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Figure 3-11. Performance comparison when applying only two out of three techniques.

3.5.5. VFEC statistics

Now we have seen the necessity of applying VFEC for our proposed multimedia sys-
tem. Let us now investigate the statistics of the code rate among the FEC codes that have
been applied as a part of the overall optimization algorithm. The percentage of the code

usage is shown in Figure 3-12 for two independent sets of user distribution. It is clear that
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(1) most of the data transmitted over the wireless link are FEC coded; and (2) both
extremely low rate and high rate codes are rarely used. The most frequently used codes are

codes having medium rate, with rate around 1/2.
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Figure 3-12. Statistics on FEC code usage.

3.5.6. Power control with fixed FEC

The question then arises as to the importance of including the complexity of variable
rate error correction, since existing cellular standards, such as I1S-95, implement power
control with a fixed-rate convolutional code for both uplink and downlink communica-

tions. We will apply this to our multimedia system using block codes.

To conduct fair comparisons with the algorithm that incorporates VFEC, five 63-bit
BCH codes are chosen from the same family of codes used for VFEC. These codes range

from double-error-correction code to eleven-error-correction code; the parameters are

66



listed in Table 3-3. Recall that the total link bandwidth for each user is 2000 kbit/sec, the

net data bandwidth after applying FEC is then (FE C expza(x)l(;?on factor) kbit/sec .

code type bandwidth data bandwidth index used in
(n,k,0) expansion factor (kbit/sec) the Figure 3-13

(63,51,2) 1.24 1610 ®
(63,39,4) 1.62 1238 @
(63, 36, 5) 1.75 1143 @
(63, 30, 6) 2.1 952 ®
(63,16, 11) 39 507 ®

Table 3-3. FEC parameter.

The simulation results are shown in Figure 3-13, from which we observe a significant
overall improvement in throughput as we increase the error correction capability from 2-
error bits (shown by @) to 4-error bits (shown by @), and finally to 5-error bits (shown by
®) where the throughput reaches the maximum. As we move further in error correction
capability, the system begins to shift from interference limited to bandwidth limited. This
is clearly illustrated by ® when the extremely powerful 11-bit error correction code is
applied. In this case, users are immune to interference and noise so that the throughput for
all users is nearly constant. However, the cost of this high reliability is the low transmission
rate, which is near 500 kbit/sec for each user. The original algorithm that has power con-
trol/VFEC/scheduling is also shown in the figure for comparison purposes; this is indicated
by “original”. The algorithm that has just VFEC, is indicated “VFEC only”. Clearly, when
power control is combined properly with an FEC code, there can be a significant improve-

ment over the power-control only system.
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Figure 3-13. Power control combined with fixed FEC (see Table 3-3 for description of
fixed error correction used in each curve) with comparisons to full algorithm and VFEC
with out power control.

3.5.7. Handoff strategies

The system has now been investigated as whole where users were not distinguished
from one another. In other words, we have not looked closely at the parameters that affect
individual user’s performance, since aggregate throughput was used as the metric. In this
section, we explore how a given user’s throughput can be influenced by location, cell pop-

ulation and interference. Moreover, we want to know if a technique such as handoff is

effective for alleviating users from excessive interference.

Let us go back to the original system where power control, VFEC and scheduling are
all applied; the overall system performance is indicated by “original” in Figure 3-14. The
users in the shaded region are clearly the ones with the poorest performance. It is not sur-

prising that all these users reside in the most crowded cell, i.e. cell #1. However, the
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throughput for users in the second most crowded cell, cell #2 (which is also the cell expe-
riencing the most interference) are marked by the circles. As we can see, cell #1 users
suffer a significant quality degradation even it has just one more user than the next crowded

cell.

One strategy to relieve the hot spot is to initiate handoff. The handoff here is slightly
different from the conventional one, where it is only initiated when a user is at the bound-
ary of two adjacent cells. In our situation, handoff is used as a method for alleviating radio
network congestion. This goal is achieved by letting a user in the most congested cell, cell
#1 in our case, to communicate directly with its least crowded neighbor cell, cell #0. The
user is chosen to be the one who is closest to cell #0, who is also the one furthest from cell
#1.

The result of this handoff is compared with the case where the same user from cell #1
is removed and then randomly placed into cell #0. Physically relocating a user would def-
initely yield better performance than merely reassigning basestation. However, the result
shown in Figure 3-14 indicates very small difference. Notice both techniques yield a sig-
nificant performance gain (that can be as large as 350kbit/sec for some users) over the

“original” algorithm where a user only communicates with the closest basestation.

Just as a reference, we also show the situation where the same user from cell #1 is

removed from the system, which imply cutting off this user’s service in a real system.
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Obviously having one less user would relieve the system load, however, the gain is fairly

small comparing to what can be achieved with other strategy such as handoff.
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Figure 3-14. Effectiveness of two handoff schemes.

3.5.8. Study of packet size

So far we have only focused on the algorithmic aspect of the system design, such as
comparing the technique of power control verses VFEC and studying the effectiveness of
two handoff schemes. Those results will provide useful guidelines when we design the
overall system architecture. However, at the time of actual implementation, we need to
know more detailed system specification, such as the packet size for each data type, or the
ideal family of BCH codes used for VFEC.

One difficulty arises when studying the optimal packet size is that the optimum packet
size for one set of users may not be suitable for another, since users have a wide range of
channel qualities. For those who have good channels, they probably would prefer longer

packets as to reduce the percentage bandwidth spent on the overhead. On the other hand,
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people with poor channels may want shorter packets since shorter packets are less likely to
be corrupted by errors. Therefore, instead of searching for the optimum packet size, we can

only come up with a range in which packet sizes are optimal in one way or another.

For a given packet size, we divide users into three groups, where each group consists
of users who achieved the highest, the median, and the lowest throughput, respectively.
Our goal is to find the most suitable packet size for each one of these three groups. In this
study, the header is assumed to be 16 bit long. Since majority of traffic is made of type #4
data which has the data rate 800kbit/sec, we therefore only vary its packet size (while keep-
ing the data rate constant) and use it as an approximation for the entire wireless traffic. The
packet sizes are set to be 50 bits, 100 bits, 200 bits, 400 bits and 800 bits.

User throughput of each group is plotted as a function of the packet size, which is
shown in Figure 3-15. The peaks of each curve correspond to the optimal packet sizes for

71



each one of these three user groups. To conclude, the optimal packet sizes for our system

are in the range of 50 to 400 bits.
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Figure 3-15. User throughput as a function of packet size.

3.5.9. Study of FEC family

The decision of using a single family of BCH code (i.e. codes that share the same block
length) for VFEC purposes comes purely from implementation practicality. Comparing to
convolutional code or punctured code, block codes offer a much wider range of error cor-
rection capabilities at reasonable implementation cost. For codes having the same block
length, many building blocks such as syndrome calculation and polynomial manipulation
can be shared because they all operate on the same finite field. In this section, we approach
the BCH code from the system level by deciding the most suitable family of BCH codes
for VFEC purpose.
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From a purely performance standpoint, longer codes have better code efficiencies than
shorter ones for the same percentage of bandwidth redundancy. In addition, longer codes
offer greater selections for obtaining the right code to adapt to the time-varying channel
and traffic. However, as the block length increases, more decoders have to be imple-
mented; furthermore, as a code corrects more bit errors, the implementation complexity

increases as well. Just as an example, one step in the decoding procedure (proposed by W.

Peterson) involves computing the inverse of a f X 7 matrix, where ¢ is the number of cor-

rectable errors; the complexity for this step is in the order of £.

From these considerations, we study four families of BCH codes with block lengths
equal to 15, 31, 63, 127 bits; these are all primitive codes. The code redundancy and error
correction capability for each are listed in Table 3-4. The algorithms that use power con-
trol, VFEC and scheduling is simulated for each one of these four families of codes. The

results are shown in Figure 3-16.

block length _ # of information bits # of correctable bit errors
15 — 15,11,75,1 0,1,2,3,7
31 31,26,21,15,11,6,1 0,1,23,5715
63 63, 57,51, 45, 39, 36, 30,24,18,16,10,7,1 | 0,1,2,3,4,5,6,7,10, 11,13, 15,31
127 127, 120, 113, 106, 99,92, 85,78,71,64, | 0,1,2,3,4,5,6,7,9,10,11, 13, 14,
57, 50, 43, 36, 29, 22, 15, 8, | 15,21, 23, 27,31, 63

Table 3-4. Error correction capabilities and redundancies for four families of BCH code.
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Figure 3-16. System performance with respect to four families of BCH codes.

It is expected that there will be a performance gap between the 127-bit family and the
15-bit family, since in the later case only three non-trivial error correction codes are avail-
able as oppose to seventeen in the 127-bit family. However, the net performance gain only
decreases by a factor of two as we move up to larger codes, implying extreme fine control
of bandwidth redundancy may not be necessary, especially when the practical implemen-

tation constraints are considered.

3.6. Summary

This chapter is devoted to simulation based evaluation of the system performance with
a simple cell structure and uniformly distributed users. In the simulations, we focus on a
special case where each data type has a BER requirement: data are only transmitted when

the expected received BER meet this requirement. This constraint is adopted by many
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existing wireless systems, expressed in terms of received SNR. Notice this is equivalent to

having a step utility function with respect to BER.

The results showed the performance for an individual user is highly dependent on the
physical location, which agrees with our intuition. However, the system performance
showed very little difference (in terms of the aggregate throughput) as we vary the traffic
model for each data type from a highly bursty Markov chain to constant-bit-rate traffic, as

long as these traffic sources have the same average data rate and packet size.

Later we studied the effectiveness of VFEC verses power control. The technique of
VFEC showed to be significantly superior than power control. This is true even when the
average traffic demand is heavy, i.e. greater than half of the available link bandwidth. Then
we investigated the statistics of the code rate among the FEC codes that have been applied
as a part of the overall optimization algorithm. The result indicated that most of the data
transmitted over the wireless link are FEC coded; however, both extremely low rate and
high rate codes are rarely used. The most frequently used codes are medium rate codes with

the rate around 1/2.

When studying the optimal packet sizes, since there is no single packet size that is opti-
mum for every user, we have derived a range of packet sizes that optimum. The ideal

packet size for a user depends mostly on her location.

In the study of hand-off, our results showed handoff improves the system significantly
over the situation when users communicate with the nearest basestation. Finally, we exam-
ined four families of BCH codes (block length = 15, 31, 63, 127) to study the trade-off
between implementation complexity and variable error correction capability finding that

the shorter codes provide sufficient variability to be effective.
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Background on Forward Error
Correcting Codes

We have demonstrated through simulation results that a multimedia wireless system
performs best by employing power control, VFEC and scheduling. In general, power con-
trol and scheduling algorithms are implemented in software since they operate at the packet
level thus are not very timing critical. The error correction, on the other hand, performs in
real time at the transmission data rate, which can be as high as 2Mbit/sec such as the case
of the Infopad. To achieve this high performance requirement, FEC decoding is often

implemented using custom IC or programmable logic device.

The rest of this thesis is devoted to a design architecture that is suitable for VFEC
decoder. This is done in two parts. In this chapter, we will provide readers with sufficient
background on coding theory with focus on BCH code, which is a class of block codes.
Both encoding and decoding algorithms for general BCH code will be discussed. Most of
the materials discussed in this chapter can be found in standard coding text books; those
who are familiar with coding theory are encouraged to skip this chapter. In the proceeding
chapter, an architecture which can be mapped efficiently to a VLSI implementation is pro-
posed for a variable forward error correction decoder. The design of this architecture
requires a thorough understanding of the iterative decoding algorithm for BCH codes
described in this chapter.

4.1. Forward Error Correction
Forward error-control coding is a technique for providing reliable digital data transmis-
sion over a noisy communication channel. The errors introduced by the noisy channel are

controlled through the insertion of redundancies in the information messages. The concept
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was first presented by Shannon [41], in which Shannon showed that for a system with
transmission rate R (in bits per second) that is less than the channel capacity C (in bits per
second), it is possible through the use of error-control codes to reduce the output bit error
probability to as small as desired. Shannon theorem did not tell us how to find such codes
to achieve the promised arbitrary small probability of error, but it proved that they exist.
Throughout 1950 and 1960, much effort was devoted to finding construction of the codes
that would achieve the promised error probability performance. In general, two types of
codes were found, namely, block codes and tree codes. Most modern digital communica-
tion systems use block codes, convolutional codes (which is a subset of tree codes) or con-

catenated codes.

The goal of this chapter is to provide readers with sufficient background on coding the-
ory, as the proceeding chapter will be completely focused on the design architecture of a
variable forward error correction decoder. We will start this chapter by briefly discussing
convolutional codes. Since the implementation of the variable forward error correction
decoder is based on block codes, the emphasis of this chapter is on the linear block codes,

specifically, the cyclic codes.

4.2. Convolutional Code

The convolutional encoder functions as a Markov-type finite state machine. A simple

a —p=|D -7 D]

encoder is shown below:

b
Figure 4-1. Rate-1/2, constraint length 2, convolutional encoder.

Some salient features of the above encoder include: (1) for each input bit, two output
bits are created; therefore, it is called a rate-1/2 coder (2) each input bit is stored for two

clock cycles; therefore, the constraint length X is said to be two. It is intuitively obvious
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that a larger K yields better performance because it stores more elements from the past into

the registers as redundancy for the current element.

For each possible state and each possible input bit, we need to know which output bits
result so maximum-likelihood decoding can be accomplished. Such transitions are easily

represented by a trellis diagram and are shown in Figure 4-2 for K = 2.

a;148;i
o0 O

0/
0 1 /00

1 0 O

1 1

/10

Jbib:
Typical branch is labelled as ~ —2L2i1%2 g

Figure 4-2. Trellis representation of a rate-1/2, K = 2 convolutional encoder.

For the K = 4 case, the trellis involves a rather large 16 states which is similar to
Figure 4-2. Output bits b, are trivially obtained via b = aG where G is a generator poly-
nomial. The G matrices are shown below for the two cases considered: K =2 and K =4,

both of which are rate 1/2 code. They were chosen because they are optimal for rate-1/2 in

the sense of maximal free distance. For K = 2, the free distance is 5 and for K = 4, the free

distance is 7 [27].
T
G = 101 K=2
111

T
G=[10011" p_y4
11101

A very popular way to decode convolutional codes is by maximum-likelihood
sequence estimation (MLSE) using the Viterbi algorithm (VA). The VA (dynamic pro-

gramming) is the optimum symbol-by-symbol maximum-likelihood decision method for a
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bandlimited multipath channel with intersymbol interference. The overall system diagram

is shown below in Figure 4-3.

noise

b, | X-mitter l r;
encoder ! & ———*@—P receiver ——>‘— _l— "1 decoder}—

channel

5>

Figure 4-3. Block diagram of communication system showing convolutional encoder and
decoder.

For clarity and simplicity, we demonstrate in detail the rate-1/2, K = 2 case. The objec-
tive of our VA is to recreate the trellis of Figure 4-2. Note that each node has two paths
entering and exiting. Figure 4-4 shows the two entering paths for the “00” node at some

time n.

time time
a;_18; n-—1 n

0 0 OO/OQO
0 1 Qy”’o
o O O
1 O O

Figure 4-4. Two input paths into node “00” at time ».

Pt

—

Attime n — 1, the accumulated metric up to that time and the corresponding path back
for that metric is stored in each of the four nodes. We then form partial path metric for the

two branches coming into node “00”, given by:
Pio = |ra| +|rial

Pi1 =|ru®@l+|rp,®1
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where r; are the hard decisions out of the slicer in Figure 4-3. Then, at time n, we consider
all incoming paths to a node. For each path, we form the sum of the accumulated metric up
to time n — 1 and the partial path metric. The path with the smallest sum is retained while
the others are discarded - the essence of the VA is to keep the amount of information rea-
sonable and still provide maximum-likelihood solutions. After repeating this for M steps,
we look at all four nodes and pick the smallest accumulated metric, back-trace M steps and
output resulting bits. The final consideration in implementing the VA is how long to wait
before making a final decision. We consider the best path coming into each node and
choose a truncation depth M, meaning we will look back M time steps to obtain the trans-
mitted bit sent at that time. Ideally for maximum likelihood decoding, we would only start
decoding when all the bits are received, this implies M is infinite. But to avoid high latency

in practice, M can be set to a few integer multiples of the number of states.

Even for the rate-1/2, K = 4 case, which functions analogous to the one described, the
process starts to become unwieldy. This is one disadvantage of a full-blown MLSE on a
general channel - its complexity is just too large. Methods of mitigating this effect include
truncating the overall channel impulse response [13] or a more recent idea of combining
equalization and the MLSE [12].

Convolutional codes are wide]y used because of their ease of implementation and their
abilities to utilize soft-decision information. However, convolution codes have difficulty
achieving very low output bit error rates even at relatively low input bit error rates. There-
fore, for high performance systems requiring low output error probability, block codes are

generally preferred.

The rest of this chapter is organized as the following. Section 4.3 gives an general
introduction to block codes. Section 4.4 provides concepts on abstract algebra which are
necessary for understanding cyclic codes. Section 4.5.2 discusses the encoding rules for
general BCH codes. The decoding of BCH codes using matrix and iterative approaches is
discussed in Section 4.5.5; these two approaches are also known as Peterson algorithm and

Berlekamp algorithm, respectively.
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4.3. Block Codes

For any block code, the information stream is grouped into blocks which are k£ symbols
in length. The encoder takes the block of k¥ symbols and maps them into a block of n sym-

bols based on an encoding rule, where n 2 k. The block of n symbols is called a codeword,

and » is the block length of the code. Some well known block codes are single-error-cor-

recting Hamming code and BCH codes.

A block code is normally characterized by its length n, the number of information sym-
bols k, and its minimum distance d. The ratio k/n is called the code rate and is used to indi-
cate the bandwidth expansion or redundancy of the code. An (n,k) code is said to be
systematic if first k symbols are information symbols and the last n-k symbols are the parity
check symbols. Systematic codes are generally implemented in practice because it is easy

for decoder to separate information symbols from parity symbols.

For a block code, the minimum distance d determines the random error detection and/
or correction capability of a code. It is defined as the smallest of all Hamming distances

between any two codewords. A code is guaranteed to correct any pattern of ¢ errors and e

erasures if 2¢ + e < ¢. Therefore, when a code is used only for error correction, i.e. e = 0,

this inequality implies a code can correct all patterns of ¢ errors when ¢ < l‘_',_;_lJ The

error correction capability of a code can also be visualized through sphere packing where

each sphere has radius [‘%J . The codewords are the centers of the spheres, so the space

occupied by each sphere characterizes the number of tolerable errors.

The bit error rate (BER) is a good indicator of the channel quality when a channel has
uniform independent random errors. Let p, denote the probability of receiving a bit with
error, then mean bit error rate (BER) is p, . For a binary (n, k) t-error-correcting code, the

decoder fails when there are #+1 or more bit errors in the received block of » bits. If we
assume a decoder introduces no extra errors in the case of un-correctable errors (by leaving

the bits as they are received), the BER at the decoder output can be calculated as:
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BER =% Y i(';)pei(l— )’ 4.1)

i=t+1]

Figure below illustrate the error correction capabilities of some typical linear block codes.
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Figure 4-5. Error correcting capabilities of some BCH codes.

The rest of the chapter will review various approaches to the coding theory. We will

start with matrix description of block codes and then move on to the cyclic codes and their

decoding algorithms. The emphasis will be on the decoding of BCH codes, in which case

two algorithms will be presented: one by Peterson and one by Berlekamp.

4.3.1. Matrix description of a block code

4.3.1.1.

Hamming code

The Hamming code is the simplest non-trivial linear block code which corrects all

single bit errors. To illustrate the concept, suppose we have a binary code that has code
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length n=6, and k=3. A code word is represented by [c, ¢,, ¢,, ..., ¢5], Where [¢g, ¢}, ¢5]

are the information bits. Note this code is systematic. Let the encoding rule be:

€3 = oty
¢y =cptey 4.2)
€s = ¢t e

For example, if the information bitsare ¥ = [1, 0, 1], the above encoding rule would yield

the codeword 2 = [1,0, 1, ¢3,¢4,¢5] = [1,0,1,1,1,0].

This encoding rule can be described more concisely via a generator matrix G, where G
is a k X n matrix, and the codeword is the product of information vector and the generator

matrix, i.e. 2 = - G. For the above example, the generator matrix of a (6, 3) code is a

100101
3 x 6 matrix, where G = g 1 0 1 1 0| - Gisofthe form [/|P], where [is a k X k iden-

001011
tity matrix and P is a k X (n — k) matrix which computes the parity check bits by the above

encoding rule.

Notice the encoding rule expressed a system of linear equations in (4.2) can also be
written as:
cptey+e; =0
cpteyte, =0
cpte,tes =0
This in fact describes the null space of G, and it can be characterized by a £ X n matrix

110100
called parity check matrix, H. In this example, H = |9 | 1 0 1 0|, With the first row

101001
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corresponds to ¢, + ¢, +¢3 = 0, the second row corresponds to ¢, +¢,+c, = 0, and

the third row corresponds to ¢, + ¢, + ¢5 = 0. Therefore, 2 is a codeword if and only if:

H-2T = 0. (4.3)
To summarize, generator matrix G and parity check matrix H are orthogonal to each

other,ie. G- H T=9 ; they have the properties that rank(G)=k and rank(H)=n-k. Further-
more, a linear block code be characterized either by its generator matrix or parity check
matrix.

For the rest of this section, we will describe the decoding procedure using the parity

check matrix H. The following notations will be used in our discussion.

2 = transmitted codeword

0 if ith bit is received correctly
2 = error vector, where e; = )
1 otherwise

P = received vector = 2+ 2

To decode, the received vector is first multiplied with the parity check matrix A Since
H-2"=0 , the product (of parity check matrix and the received vector) can be reduced

according to H - =g (2‘+é)T =H-2+H. 2" =H. éT, where the result only
depends on the error position(s). This decoding algorithm is therefore called the syndrome

decoding; the syndrome of a received vector ? is defined as Syn(?) = H - .

In the previous example, the information bits » = [1,0,1] yields a codeword

2 =[1,0,1, 1,1, 0]. Suppose the 4th bit is received with an error so the received vector

1
?» =1[1,0,1,0,1,0]. Applying the syndrome decoding, the product is H - = ol s
0
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which is the 4th column of H. Because H - »’ = H-27 , we would observe the same syn-

drome pattern if the 4th component of the error vector is non-zero, i.e.

2 = [0,0, 0,’ 1, 0, 0]. Therefore, we know the 4th received bit is corrupted.

However, if there are two bit errors, say at 3rd and 4th position, then the received vector
r 1

is? =[1,1,1,1,1,1]. The product H - »* = || matches no column of H, which indi-
1

cate decoding failure and multiple errors have occurred during the transmission.

4.3.1.2. A double error-correcting block code

The (6, 3) Hamming code we have just described can correct a single bit error out of 6
transmitted bits. Some more elaborate codes such as BCH(15, 7) code can correct up to 2
bit errors from any position within a block of 15 bits. Note this double error-correcting
code is different from concatenating two Hamming codes; for Hamming codes to correct
two errors, each error has to reside precisely within each block of 6 bits. The difficulty in
correcting multiple consecutive errors is the reason why it took so long to develop a mul-

tiple-error-correction algorithm after the discovery of a single error correction algorithm.

The generator matrix for BCH(15, 7) code is a 7 x 15 matrix, thus the parity check
matrix has dimension 8 X 15. To decode BCH(15, 7) codes, we apply the syndrome decod-
ing algorithm. Let us start with a parity check matrix of 8 rows with the following form:

- [/1 2 . . 15 ]
(1) f(2) - - f(15)
where the numbers 1, 2, ..., 15 are 4 bits in binary representation, and f is a function which

has yet to be determined. If ? is the received vector with 2 errors occurring in the ith and
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j th columns, the corresponding error vector 2 would then have two non-zero components,

2 = [0 .10...1 .. 0],with 1°s at i th and j th positions. The syndrome of ? is

Syn()) =H-p=H-(2+2)=H-2

___[, i+j ]= 341
(B + f(j) Y3

which corresponds to two equations with two unknowns.

The goal here is to determine the function f so there are enough information to solve
for i and j. We know f can not be the identity function, since this will yield

¥, = y3 = i+j, which will not give a unique solution for i/ and j. Next we try

f(i) = i2. Since the space of possible codes is defined over a binary field, which implies

i2+ j2 = j2+2{j+ j2 = (i + j)2. Again, we have the same problem as we had with the

identity function. Letus try f(i) = (i)3, the syndrome of ? gives

syn(h) = )| = | It
yn(P) [)’3] [i3+j3]

and y; = i3+ 3 = (i+j)(i2+ij+ j?) sothat y;/y; = i2+ij+ j2 = y} +ij. Noticing
thati+j = y,,and ij = —y}+y;/y, = y?+y;/y,, we see that i and j are roots of the
equation (x+i)(x+j) = x2+ (i+j)x+ij = x2+y,x+(y;/y; +y?). We know the

coefficients of this quadratic equation, so we can solve for its roots. Once again, the solu-

tion for / and j will correspond to the bit error positions.

The size of generator matrix and parity check matrix is always proportional to the block
length n. This makes the overall matrix approach very inefficient for implementation

when long codes are used, because both encoding and decoding algorithms require matrix

multiplication. A subclass of block codes called cyclic codes are commonly used in prac-
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tice because encoding and decoding procedures are described in polynomials, and these
can be implemented efficiently using linear shift registers. The cyclic codes are widely
used with applications ranging from error detection (CRC) to deep space communications.
Before we can describing cyclic codes, we will review some basic concepts of finite field
algebra [4].

4.4. A quick introduction to abstract algebra
To define a field, we adopt a rather informal definition by Berlekamp [3]:
A field is a set of elements, including O and 1. Any pair may be added or multiplied
(denoted by + and *, respectively) and the result is a unique element in the same field. The
addition and multiplication are associative and commutative, and multiplication distrib-
utes over addition in the usual way: x*(y+z) = x*y + x*z. Every field element a has a
unique inverse, -a, that is also a field element such that a + (-a) = 0. Every non-zero field

element a has a unique reciprocal field element 1/a, such that a * (1/a) = 1. For every field
elementa,0+a=a,1*g=1,and0*a=0.

The simplest finite field is the field of two elements, 0 and 1. This field is often called
the binary field which is useful when we later study the BCH codes. A slightly more com-
plicated field is the field of three elements. We may denote the field elements as 0, 1, and
-1. It can be verified easily that these three elements form a field using the above definition.
All these finite fields are unique up to their presentation, meaning there always exist a one-
to-one and onto mapping of one finite field to another finite field with the same number of

elements.

It has been shown that for any prime number p, there is a finite field of p elements. In

eighteenth century, the French mathematician Evariste Galois discovered the existence of
unique finite fields aside from those of p elements, namely, he discovered the field of p™
elements for any integer m. These fields of p™ elements are called Galois fields and is com-

monly denoted by GF(p™). A Galois field of order p™ is said to have characteristic p, given

P
z 1 = 0. For error correction purposes, we will concentrate mostly on the field of char-

i=1

acteristic two, in which case sign can be ignored because 1 + 1 = 0. Other fields are less

practical when implemented in hardware because of the necessity of having modulo p

adders (as oppose to exclusive-OR gates that do addition modulo two). For the rest of this
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section, we will illustrate how to obtain an extension field GF(2™) from the base field
GF(2). The concept of extension field will later be applied to coding theory, with each ele-

ment in the extended field corresponding to an error position.

Let FTx] denote the set of irreducible polynomials with coefficients from a field . A
polynomial fx) is said to be irreducible if it can not be factored. For example, the polyno-

mial f{x) = x’+x+1 is irreducible in the binary field of 0 and 1, since neither O nor 1 is a
root of f{x). However, the polynomial g(x) = x +1 can bé factored into g(x) = (x+1)?, since
1+1=0 in the binary field. Now the question is: given an arbitrary polynomial of positive
degree in F[x], is it possible to find an extension field F* containing F such that the irre-
ducible polynomial has a root in F’? The answer is revealed by the nineteenth century
German mathematician Kronecker, where he simply proved that: if fx) is an irreducible
polynomial in F[x], then there is an extension field of F' in which f{x) has a root. In fact,
this theorem yields an extension of the field F in which the polynomial f{x) can be factored

into a product of linear factors; that is, the field F” is large enough to contain all the roots

of f(x).

Let us now work through a concrete example on a finite field and obtain its extension
field; after that we will demonstrate how the concept of extension field can be applied to

algebraic coding theory.

Let us consider the binary field GF(2) with only two elements: 0 and 1. The polynomial

f(x) = x>+ x+1 is irreducible since neither of the elements 0 or 1 is a root. The Kro-

necker theorem guarantees the existence of an extension field, in which the given polyno-

mial has a root. Let us denote this root by o.; of course, 1 + o + o’ = 0. Since the field is

closed under the addition, the extension field F* must then be:

F'={0,1,01+0a,0%1+0%0+a’1+0+a’}. (4.4)

As an example of operating in this new field, let us calculate the inverse of 1 + o. As

we will see soon, computing inverse is a common operation in most of the decoding algo-
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. . . 4 2
rithms. Before starting, observe that by using o} = 1+o, we have o0 = a+a,

3

o = OL2 +o” =1+o+ az and so on. Now the problem is to determine elements a, b, ¢

for which
(1+a)*(a+bo+co®) = 1.

Carrying out the multiplication and substituting for o’ and o* with lower order terms, we

have:

a+b+co+ac’ = 1.
This yields a system of linear equations:

a+b=1,¢=0,a=0,

-1
with solutions a =¢ =0, b = 1. Therefore, (1+ oaz) = o. In addition,
f(x) = x> +x+1 factors completely into linear factors in the extension field and has

2 2 .
threeroots o0, " and o+, i.e.

Erx+l = (x—0)(x—0)(x—(a+0d)).

f(x) is the smallest degree polynomial with coefficients in the base field GF(2) that

has o, as a root in the extension field GF(23). Note f(x) must also have o and o+ o
as roots. Therefore f(x) is called the minimal polynomial of ., the field elements that are

roots of the same minimal polynomial are called conjugates. As a remark, minimal poly-

nomials will be used for constructing generator polynomials for encoding.

Another way to express this concept is to use the relation of o =1+ a,

4 2 3 2 .
o =o+o,and o =a’+0’ = 1+a+a etc., and express the extension field F”’

as
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F =1{0,1,0,0% 0,0 o’ o®,anda’ = 1. (4.5)

It can be verified that this is equivalent to the representation expressed in (4.4)). Conse-

quently, the minimal polynomial f(x) of o «can be written as
f(x) = (x—a)(x- ocz)(x - oc4) , where a,, az, o are éonjugates. In general, the conju-

r—1

2
gate of any field element o. in GF(q™) is the set {a, o, a?,..., 07 }, where 7 is the

smallest integer such that o = a.

To summarize, suppose f(x) is the minimal polynomial over GF(g) of o, where a is

an element of GF(¢™), then f(x) is also the minimal polynomial of 0. Consequently, the

minimal polynomial of any field element o can be determined as:

r-1

f(x) = x-a)(x—al)...(x-a? ) (4.6)

r

where 7 is the smallest integer such that o/ = o..

A primitive element of GF(g) is an element o that has the property that the first g -1

powers of o are exactly all the g" —1 non-zero field elements of the extension field
GF(g™), such as shown in (4.5). An irreducible polynomial p(x) in GF(g) that has o as a
root in the entension field is called the primitive polynomial. Just as a remark, the primitive
polynomial p(x) of the smallest degree over GF(g) with p(a) = 0 is the minimal poly-

nomial f(x) of .

Let us illustrate the concept of extension field and its elements with one more example.

Again, the binary field, GF(2), is chosen as the base field, we will extend it to GF(2%). Let
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o denote a root of the equation Xtx+l = 0; this happens to be a primitive element.

Then the 15 non-zero field elements are given as:

o? 1 (1000)
o! a (0100)
ol o? (0010)
o’ o (0001)
o 1+ o (1100)
o’ a+ o (0110)
af a?+ o (0011)
o’ 1+ o+ o3 (1101)
af 1+ o? (1010)
o o+ o3 (0101)
alo 1+ o+ o (1110)
all a+ o+ o (0111)
al? 1+ o+ o+ ol (1111)
all 1+ o2+ ol (1011)
a 1+ o (1001)
alS 1

Table 4-1. Representations of field elements for GF(2°).

Addition of two elements is done by bit-wise exclusive-OR. Multiplication in the finite

field can be done with the powers of the primitive element o, according to:

k
o"*" = o ,where k = m+n mod 15.

6 = 0! = o = (0010). Later we will show the

For example, (0111)%(0011) = o' *a
implementation of the multiplication using shift registers. This table will be referred often

when describing the decoding algorithm.

4.5. Cyclic Codes
A linear block code C is called a cyclic code if every cyclic shift of a codeword in Cis

also a codeword in C. In other words, if [cg, ¢, ¢y, ..., c,_,] is a codeword, then the
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shifted version [c,_,, ¢g, ¢}» ..., €,_2] isalsoa codeword. Any (n, k) cyclic code can be
completely specified by its generator polynomial g(x) of degree n-k, or the parity-check

polynomial h(x) degree k, where g(x) - h(x) = x"—1.

A cyclic code with block length n = g — 1, where g is a prime number is called

primitive cyclic code. Since the field GF(¢™) is an extension field of GF(g), by the unique

factorization theorem, the factorization

7 = [10 o). ()
is unique over the field GF(g), where f/(x) denotes the minimal polynomial of a field ele-

ment. Because the generator polynomial g(x) divides P , it must be a product of
some of these minimal polynomials. Therefore, if we wish to construct a generator poly-

nomial g(x) that has o}, &, ..., 0; as zeros (which corrects ! number of errors), then

g(x) = lcm[f] (X), fz(x)» ceey fl(x)]’

where f;(x) is the minimal polynomial of a;. The minimal polynomial of any field ele-

ment o can be obtained according to (4.6).

4.5.1. Example: Bose-Chaudhuri-Hocquenghem (BCH) Codes

One prominent subclass of cyclic code is the BCH codes. These codes have been
widely used in applications such as deep space communications, computer memory mod-
ules, and CD players. BCH codes are popular in practice mostly because of their relatively

simple decoding algorithms discovered by Berlekamp [3][30].

By definition, a code generated by g(x) is a BCH code if g(x) is a polynomial of lowest

) m my+ 1 mo+dy-2 . .
degree over GF(g) for which o ', 0 © ,...,0 ° °  are zeros. As a result, the mini-

mum distance of the codes is at least d;,. One common type of BCH codes are the binary
codes obtained by letting my = 1, dy = 2¢;,+1, and o be a primitive element of
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2 .
GF(2™); therefore, ¢(x) is a codeword if and only if c, ocz, a3, ..o are zeros. Since the

field is binary, every even power of @. is a conjugate as some previous odd power of a.,
i.e. they are roots of the same minimal polynomial. For example, {o, az, 01.4, ...} isaset
of conjugates, and so is the set {(x3, a6, ... }. Therefore, the previous definition of binary

BCH codes can be reduced to: c(x) is a codeword if and only if o, a3, vees oc2‘° are zeros
of the generator polynomial. Thus the generator polynomial of a binary BCH code which

guaranteed to correct up to ¢, random errors can be obtained as:

g(x) = lem[f(x), f3(x), ..., f3,, 1 (X)]. 4.7)
For illustrative purposes, let us construct GF(2*) from GF(2) using the primitive poly-

nomial p(x) = x*+ x + 1. The field elements are listed in Table 4-1. If we wish to obtain

a double error correction code of block length 15, then g(x) must have two roots, ¢ and

a3 such that:

g(x) = lem[f(x), f3(x)]

4 3
= (x4+x+l)(x +x +x2

4
+x+1) = xHx +x0+x+1

Another commonly practiced subclass of BCH codes is the Reed-Solomon (RS) codes.
These are the BCH codes which the symbol field GF(g) is the same as the error locator field

GF(g™), ie. m=1. If o is a primitive element, then the block length

n =g -1 = g-1 symbols, which is the largest possible value.

The minimal polynomial of o in GF(g) is simply x — o . Because the generator poly-

nomial g(x) of a t-error-correcting RS code which must have o, az, ooy az' as roots, it

therefore equals to:

g(x) = (x—o)(x—a2)...(x— o).
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g(x) always have degree 2¢. For example, for a (15, 11) = 2 RS code over GF(16), it
can be verified (with the help of Table 4-1) that

133 6.2 3 10

g(x) = (x—a)x-0D)x-o)x-ah) = X +a +olF +xra.

Also note that each symbol in GF(16) is four bits in binary representation. For block length
of 15 symbols, it is equivalent to bits in binary.

A RS code has minimum distance d = 2t+1 = n—k+ 1, so it is a maximum-dis-
tance separable code. In other words, for any fixed (n, k) where a RS code exists, no other

code can have a larger minimum distance. Of course, when there are (n, k) where no RS

codes exist, other codes are preferred.

Since RS codes are character oriented code, they have natural advantage in terms of
burst error correction, but have disadvantage with random errors. Therefore, in the case of
a binary symmetric channel, a binary BCH code would offer better error correction capa-
bility than the RS code of the same length and redundancy. However if the channel is

bursty, then RS codes are often preferred.

4.5.2. Encoding

For an (n, k) cyclic code, suppose we want to encode the information sequence

[igs i1s ---» ix_;]. This sequence can be expressed with a polynomial i(x) of degree of

k-1, where the coefficients of i(x) are the information symbols. The generator polyno-
mial is obtained by (4.7). One simple way to encode is to multiply the information polyno-
mial with the generator polynomial such that the codeword polynomial
¢(x) = i(x) - g(x). Figure 4-6 shows a shift register circuit which performs this type of

encoding.
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i(x) c(x)

Figure 4-6. A non-systematic encoder for (15, 11) Hamming code.

Recall that a code is called systematic first k symbols are information symbols and the
last n —k symbols are the parity check symbols. Since the information sequence i(x) is

not directly a part of c(x), the above encoding process does not produce a systematic code.
It can be shown that every linear block code is equivalent to a systematic code. A cyclic

code, c(x) = i(x)-g(x), can be made systematic by the codeword of the form

c(x) = X"k, i(x) + r(x), where r(x) is the negative of the remainder of k. i(x)

dividing g(x) . Figure 4-7 illustrates a systematic encoder for (15, 11) Hamming code, for

which the generator polynomial is g(x) = x4 +x+1.

. open for last 4 bits

¢ l for last 4 bit:
L P up for las c(x)s

I down for first 11 bits

i(x)

Figure 4-7. A systematic encoder for (15, 11) Hamming code.

Since g(x) = (x"—1)/h(x), encoding is also feasible by employing an n—k stage
shift register that performs division of the parity check polynomial h(x), i.e.

e(x) = i(x)- g(x) = i(x)- (x" —1)/h(x). The decision on which encoding method to
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use depends on the relative size of n and k. In the case when a codeword has fewer infor-
mation symbols, i.e. k& < n— k, then a k-stage shift register is used for multiplying the infor-
mation polynomial with the generator polynomial. On the other hand, if a codeword has
more information symbols than parity check symbols, i.e. k>n—k, an n—k stage shift

register is preferred.

4.5.3. Decoding
Assume the codeword is transmitted through a noisy channel and the received vector
iS [7,_1»7y_2s ++-» ol . Using the polynomial notation, the received polynomial is then:

o e r x" 24 .+ ry. To decode, r(x) is first divided by g(x); the

r(x) =r,_
remainder s(x) is called the syndrome polynomial, and the corresponding coefficient
vector is the syndrome vector. If the syndrome is a zero vector, it indicates that the received
vector is a codeword; if the syndrome is non-zero, it says there exist error(s) in the received
vector. To correct the errors, the procedure involves multiple steps and has two outcomes:
if a syndrome is associated with a correctable error pattern, then the corresponding error
pattern is added to the receiving vector to recover the original transmitted codeword so
these errors are corrected; if a syndrome is associated with an un-correctable error pattern,
then this un-correctable-error result can only yield received word error. We will discuss
decoding algorithms starting with the binary Hamming codes and then moving on to the

BCH codes.

4.5.4. Hamming code

Hamming code is a single error correction code. The generator polynomial g(x) has
one root which we denote as o. At the receiver’s end, the received vector can be written
as the polynomial r(x), where r(x) it is the sum of the codeword polynomial ¢(x) and
the error polynomial e(x), i.e. 7(x) = c(x) + e(x). The syndrome is calculated by eval-
uating the received vector at ¢.. Since o is aroot of g(x), it is also a root of ¢(x) because
the codeword is the product of the information polynomial and the generator polynomial.

Evaluating r(x) at o yields r(a) = c(o) +e(o) = e(a).
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Suppose we are decoding a (n, k) Hamming code. The error polynomial evaluated at
o ise(a) = eooco + ela] + ezotz +...+e,0" , where e, is 0 when there is no error at i th

bit and 1 when there is an error. Thus () = e(a) = 0 when the received codeword is

correct. If there is a single error, then e; = 1 for some i. The syndrome calculated by the
decoder then equals to: syndrome = r(a) = e(o) = o By consulting with a look-up
table, we can identify o thus know it is the i th bit that has been corrupted. However, if
two bits are corrupted, i.e. ¢; = 1, e; = 1 for some i and j, this decoding algorithm would

fail because one equation, e(a.) , is not sufficient to reveal multiple unknowns. The decod-

ing algorithm for a Hamming code is outlined in Figure 4-8.

i syndrome
c;gzc‘e;\;g » evaluating at . i 4 look-up table [—® output

Figure 4-8. Syndrome decoder for Hamming codes.

4.5.5. Binary BCH codes

The BCH codes is a class of powerful multiple error correction code. As a consequence
of its ability to correct multiple errors, the decoding algorithm is significantly more com-
plicated than the Hamming code. In this section, we will review two decoding algorithms.
The first one is conceptually clear but less efficient; it was first developed by Peterson [35].
The second decoding algorithm is more commonly used but harder to understand, it was

first discovered by Berlekamp [3].

4.5.5.1. The Peterson Algorithm

The received polynomial for an (n,k,¢t) binary BCH code is r(x) where
r(x) = c(x)+ e(x). The error polynomial e(x) = e,+e,x+ e2x2 +...+e,x" with the

error magnitude e; € {0, 1}. Suppose there are m errors occurred inside the block where
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m < t, and these errors are at positions /}, /,, ..., [, , then the error polynomial can be sim-
) Lo I
plifiedtoe(x) = x +x°+...+x".
For each received polynomial, the first 2¢ syndromes are calculated in preparation to
correct up to ¢ errors. The jth syndrome is defined as:

§; = r(o) = c(o) +e(od) = e(a).

which does evaluation of the received polynomial at the j th root of g(x).

L, 1 3 2 2, 2 21,
For example, §; = e(®) = o'+ ' +...+0", 5, = e(0) =a '+ '+.+a

l
and so on. To make things less confusing, we will adopt the notation X; = o !, thus the
syndromes S, S, ..., S, are:
S =X+ X,+.. + X,

S, = Xi+ X+ .+ X,

Sy = X X

Because the codes are binary, it can be proved that S,; = SJZ. , which says only the odd

numbered syndromes have to be computed.

The goal here is to solve the above syndrome equations for error locations X;. How-

ever, as these are non-linear equations, no systematic method is available for solving them

directly. Fortunately, a less direct method has been discovered by introducing an error

locator polynomial A(x) in x, where

Ax) = T+Ax+ . +A,_ X"+ A" = (1-xX,)(1 -xX,)...(1-xX,,) (4.8)
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The zeros of A(x) are the inverse of the error locations X, for i = 1,...,m. Therefore,

if we can obtain the error locator polynomial, then we can find its zeros thus the error loca-

tions. Now the decoding problem can be reformulated as finding the coefficients, A; for

the error locator polynomial.

To proceed, let us first set x = X; I 5o the left side of (4.8) equals to zero. Next we

)

multiply both side by X{ *™ so we have:

Jjtl

0=x "eA X" e A, X ALX]

which hold for all X; and j. Summing these equations up with the index i, we have:

m
PINC ALETVNG ALELEINEY NI AASE W O

i=1
or

m
2X’*'”+A12X’*'” 'eo4A ZXJ—O

i=1 i=1 i=1

. j+
Notice the syndromes S, , = 2 X1 ™ ; therefore, the above equation can be written in

i=1
the form:
AlSJ+m |+A2S +m_2+ +AmSj = _SJ"'m forau j = l, ...,m (4.9)

Writing out (4.9) for all j using the matrix notation, we have:
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S 8 .8, Su A, =S+
Sy 83 o Sy Sper||Dm- Pm+2
S3 84 Smi1 Sma2|[Am-2| = |"Sm+3 (4.10)
S St Sam2 Som-tf [A2m-1] | ~Som ]

Now A, can be solved by taking the inverse of the syndrome matrix and multiply it at both

sides. The / X/ syndrome matrix

S, Sy .. S
S, Sy . Sy

is non-singular if / equals to the number of errors occurred, i.e. / = m. This property will

help us to determine the exact number of errors occurred within a block: first welet / = ¢,
which is the maximum number of correctable errors and test if the syndrome matrix is sin-

gular. If the syndrome matrix is singular, then / is decreased by 1 and the test is performed
again. This process repeats itself until the syndrome matrix becomes non-singular, in

which case it will be inverted to compute the error locator polynomial.
To summarize, the decoding algorithm involves three steps:

« for received block »(x), compute the syndromes, where
S;=r(a) for j=1,..,1

« use the syndrome matrix to determine the number of errors within the block and then
compute the error locator polynomial with the inverse of the syndrome matrix

o substitute each field element into the error locator polynomial and determine the actual
error location.
Next we will demonstrate the above decoding algorithm with a (15, 5) BCH triple error

10 8 5

correction code. Its generator polynomial is g(x) = x  +x +x + 5% +x+1. Let

us assume information bits are all zero thus the information polynomial i(x) = 0. Sup-
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pose three bits are corrupted at locations 2, 3, and 4 (counting starts at 0), so the received
polynomial r(x) = 2+ x3 +x = e(x).
Using the finite field representation of GF(2*) shown in Table 4-1, we have:

Step 1: compute the syndromes.

Sl=a2+a3+a4=oc12
Sz—Sf—OL9
S3=a6+a9+oc]2=al4
S4‘S§—°‘3
Ss—oc1°+ocls+a2°=0
56=S§=°‘]3

Step 2: compute the coefficients (A,, A,, A;) for the error locator polynomial

A(x) = 1+A;x+Apx’ + Agx’ .

The syndrome matrix
12 .9
a'? o oM
=| 9 14
M o ot o
14 3
o o 0

is non-singular, so we know the received block has three errors. Taking inverse of M to

compute A;:
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A=S8 = o
§2S. + 8
2=_] 3 5= l,and
S1+5;
S,SS+S§+S?S3+S? - o

S?+S3

A3=

Asaresult, A(x) = 1+0a'2x+x2+0’x® = (1+a2x)(1+o’x)(1+a'x).
Step 3: the inverse of zeros for A(x) are az, ou3, o , so the errors occurred at the 2nd,

3rd, 4th bits.

Notice the step 2 is the most computational intensive step of the entire algorithm, for it

calculates the inverse of the syndrome matrix. In general, the complexity of inverting an

I x I matrix is in the order /. Clearly, for codes that correct a large number of errors, this

step can be very expensive. Fortunately, the syndrome matrix is not any arbitrary matrix,
and Berlekamp has discovered a recursive method that uses linear shift back registers for
computing the error locator polynomial. For the rest of this section, we will discuss

Massy’s interpretation of Berlekamp’s algorithm [30].

4.5.5.2. The Berlekamp Algorithm
The (4.9)) from the previous section stated that

AISj+m-I+A2Sj+m—2+ +AmSj = _Sj+m fOI‘ j = 1, ...,m.
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For a fixed set of A,, this is an equation of an autoregressive filter, as shown in Figure 4-9.

... 53,85, S
Sj-1 {9 Sj-2{# S;:3 > Sy
5
@ ©

Figure 4-9. Error locator polynomial as in an autoregressive filter

The problem of finding the error locator polynomial A(x) is now reformulated as design-
ing the autoregressive filter (with unknown taps A;) that produces the right syndromes.

The procedure for such filter design is also the procedure for solving the matrix equation

in (4.10)), which was first discovered by Berlekamp.

The steps for finding the right tap values are recursive. Let us assume the syndromes

Sy, Sy, ..., S,, are already given. We start with iteration k = 1 with the initial conditions

A(o)(x) =1, B(O)(x) = 1, L, = 0. At any later iteration &, let L, be the length of the
shift registers, and let A,, B(x), & be the temporary variables, the following computation

assures the shortest shift register that provides the correct syndromes.

n-1

= (k-1)
j=0

Ly 8(k—L,_)+(1-8)L;_,
AP | Y A A )
BPx| 18,78 (1-8)x|[B* Dix)
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where k = 1,...,2¢,and 8 = 1 if A, #1 and2L, _,<k-1,and § = O otherwise. The

algorithm terminates with the correctable error patterns when & = 2¢ and
degA(x) = L,_,. Otherwise if k¥ = 2¢ and degA(x)#L,_,, it indicates more than ¢

errors have occurred, thus they are un-correctable. In the first case, the resulting error loca-
tor polynomial is passed on to the next step for finding the corresponding error locations,
where the received bits are then inverted accordingly. In the case when the errors are not
correctable, instead of potentially introduce more errors, the data are left unchanged as they
are received; in the mean while, a flag will indicate the errors being not correctable. The

step-by-step Berlekamp’s algorithm is outlined in the following flow chart.
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initialization

yes

T(x) « A(x) - ApxB(x)

no
@ A(x)  T(x)

yes
B(x) « Ay A(x) Y
A(x) & T(x) B(x) < xB(x)
Le—k-L
|
yes
more than 7 errors move on to Step 3

to correct the errors

Figure 4-10. The Berlekamp algorithm.
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Let us walk through the steps of this iterative algorithm using the same example on
(15,5) BCH code as we had earlier. In that example, the generator polynomial
g(x) = P Xx+ 1, the information bits are all zero thus the informa-
tion polynomial i(x) = 0. If three bits errors are received at locations 2, 3, and 4, then the

received polynomial r(x) = 2+ +xt Asa remark, please refer to Table 4-1 for finite

field addition and multiplication.

The corresponding syndromes for this received polynomial are: §; = q'z , Sy = o,

S; = o', S, = o, Ss =0, and Sg = o, Going through the recursive steps

described in Figure 4-10, the values for all the parameters in each step are summarized

below:
k | A T(x) B(x) A(x) L
0 1 1 0
1] o 1+a!%x o 1+t % 1
2 0 1+ 2x o’x 1+l % 1
3] of 1+al%x+a!x? o’+a'x 1+a! 2ot Ix? 2
410 1+a! 2ol x? o’x+ax? 1+a!2x+allx? 2
5 | o 1o x4t 00x3 o0+ o5+ abx2 10 b2+ 003 3
6 | o 1o x40 o Ox o x2+00x3 1o 2003 3

Table 4-2. Recursive steps in Berlekamp’s algorithm.

The error-correcting procedure terminates at the sixth iteration, where k = 6 = 2¢ and
degA(x) = L,_,; thus errors are known to be correctable. The error locator polynomial

Ax) =1+ ol2x+xt+ a9x3, which agrees with the result derived using Peterson’s

algorithm.
Observe that A, = 0 for all k even. This is true in general for binary BCH codes due

to the fact that S, ; = Si in binary field. As a consequence, the iterative algorithm can skip

106



all even numbered iterations, so the total number of iterations required to decode a (n, k, ¢)

binary BCH code is ¢ (as oppose to 2¢ for general BCH codes).
To summarize, the complete iterative decoding algorithm consists of three steps:

o for received block r(x), compute the syndromes S, S,, ..., S3;;

« apply Berlekamp’s algorithm to obtain the error locator polynomial; this step takes 2¢
iterations for the general BCH codes and ¢ iterations for the binary BCH codes;

« substitute each field element into the error locator polynomial and determine the actual
error location.

In the next chapter, we will present a decoder implementation of binary BCH codes for
correcting variable number of errors. The basic architecture will be based on Berlekamp’s

algorithm.
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Architecture for Variable FEC
Decoder

5.1. Goal

Extensive work has been done in implementing Reed-Solomon (RS) codes which is a
subclass of BCH codes [3][9][42]. In this chapter, we will propose an variable forward
error correction decoder architecture based on binary BCH code. As will be shown later,
this design can be mapped efficiently to a custom VLSI implementation or programmable

logic devices. We will first present an architecture and its control logic for a single binary

(63, k) BCH decoder. This design will then be extended to a VFEC decoder design.

Referring back to the simulation results obtained in Chapter 3, the family of 63-bit
binary BCH codes appear to be the most suitable choice for VFEC. This is because these

codes offer a good compromise between implementation complexity and variable error

correction capabilities. These are the codes generated by the finite field GF(2%), with the

primitive polynomial p(x) = Lax+l ; and thus have the same block length. The range
of error comection capability for codes within this family s
t=0,1,2,3,4,5,6,7,10, 11, 13, 15, 31, the corresponding number of information bits
within the block is k = 63, 57, 51, 45, 39, 36, 30, 24, 18, 16, 10, 7, 1 . These codes have
the further implementation advantage that a majority of the decoder hardware can be

shared after exploiting redundancies among codes. An overview of the subsystem incorpo-

rating VFEC is shown in Figure 5-1.
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. . channel
input bits E\r(zfdcer 7™ Receiver - ----Sro0 .
—dara > '
: FEE: type
. . —/—» VFEC Corrected bits
- .. ——p»| Receiver e Decoder —

Figure 5-1. An overview of a VFEC subsystem.

5.2. Basic circuits for GF algebra
Before presenting the decoder structure, we will first illustrate the basic circuits for per-

forming finite field arithmetic, such as addition and multiplication. Our examples will be

carried out in GF(26); however, the concept can be applied to any field.

5.2.1. Addition of two field elements
Any field element in GF(2°) is represented using 6 bits. Therefore, addition of two field

elements can be made using six parallel bit-wide exclusive-OR gates. Let o be the primi-

tive element of GF(2°). Then any field element can be expressed in terms of o. Let
2 3 4 5
a=ay+a0+a,0 +a;0 +a,0 +asa, and

b=b,+bo+b,ol+b.ao+buot+bea.
0 1 2 3 4 5
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Then a+ b = c is achieved by:

a
' T

Qg 1 ’

Figure 5-2. Adding two field elements.

5.2.2. Multiplication of two field elements

The multiplication of two field elements is more involved. The steps can be seen by

explicitly carrying out the multiplication of two field elements, a and b. Let

2 3 4 5
a = agtao+a,o +a0 +a,0 +as0° and

4 5 : - :
= b0+b1a+b2a2+b3a3+b4a +bgsa”, where o is the primitive element, i.e.

Q-
|

ol+o+1=0. Carrying out the algebra by first letting each term of @ multiplying with

each term of » and then adding the terms of the same order, the result is:
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ab = (ag+ a0+ a0 +ay0° +ay0t +ag0’)(by + b0+ byo + byo + bya’ + bsat)
= (agby+a b+ ayb,+azby+asb, +ash)) +
(agh, +a by +a bs+aby+asbs+azbs+asb,+aub, +asby+ash; +asb)o+
(Ggby +ayby + ayby + aghs +asb, + azbs + gy +agby +ashy + asby)a’ +
(agb; +a by +ayb; +asby+ashs+asb,+aybs+ashy+ asb4)a3 +
(@gby + @1y +ayby + ash, +agby + agbs +ash, + aghs)a’ +

s
(aobs + a1b4 + a2b3 + a3b2 + a4bl + a5b0 + a5b5)(x

Again, a; and b, are binary, so the multiplication between any pair is done using an AND

gate, and addition of two binary numbers is done with a XOR gate.

5.2.3. Inverse of a field element

One approach for obtaining the inverse of a field element is to work out the arithmetic
that for a given a, we wish to find a field element b such that ab = 1. Multiplying out

the cross terms like before and apply this constraint, we can express all the b; in terms of

a;. One example using this method has been described in Chapter two. Another approach

is more straight forward which requires a small lookup table with six input and six output
(384 bit ROM). Even though this later method may require more logic gates to implement,
the circuit is however simpler and faster. As we will see later, only one field element
inverter is needed in designing VFEC decoder, so later approach will be adopted in our
architecture.

5.3. VFEC encoder design

The design of any error correcting system involves two parts: encoding and decoding.
Generally, the FEC encoding process is relatively simple and is implemented by a set of

shift registers. One such design is shown in Figure 5-3 where all encoders process data
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simultaneously. The final output is selected by the output multiplexer according to the FEC
type.

input

Figure 5-3. A VFEC encoder.

The implementation challenges of a FEC system often come from the decoder design.
The decoder for VFEC is especially critical since multiple decoders have to be imple-

mented simultaneously. We will first present an architecture and the control logic for a
single binary (63, k) BCH decoder; this single decoder will then serve as the building
block for VFEC design.

5.4. Implementation of a single binary (63, k) BCH decoder
5.4.1. Review of error correction procedure

Let r(x) denote the received codeword. As stated in the previous chapter, the proce-
dure to decode an (n, k) t-error-correcting BCH code consists of three steps:

1. Calculate the first 2¢ syndromes, S, S,, ..., S5,, where §; = r(ai) and o is the prim-
itive element.

2. Compute the error locator polynomial A(x); this can be done through the Berlekamp’s
algorithm.

3. Compute the error magnitude and then correct the errors.
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These three steps can be seen in an overall decoder structure illustrated below:

r(x) corrected bits
— e P e - |» —
5
syndrome
e yb|°ck Berlekamp ﬂ find error
; Algorithm positions
S; = r(a) S5,
——

Figure 5-4. Outline for error correction procedure.
Since VFEC is implemented using binary BCH codes, the decoding algorithm is sig-
nificantly simpler than a general decoding procedure. First, the received symbols are
binary, the error magnitude is always 1. In addition, since even syndromes S§,; = Sf for

all j, the even numbered iterations of the Berlekamp algorithm are redundant because the

discrepancy factor, A, equals zero during these iterations. Therefore, instead of taking 2¢
iterations to complete the Berlekamp algorithm, as for the general BCH codes, the error

locator polynomial A(x) for binary BCH codes can be obtained in ¢ iterations.

5.4.2. Syndrome block
To decode an arbitrary (63, k) BCH code, the syndrome block computes the first 2¢

syndromes, S,, S,, ..., ,,, for each received block of 63 bits. The resulting syndromes are
field elements of GF(25). One way to corripute the i th syndrome is to employ a division
circuit that divides r(x) by the minimum polynomial of oci, denoted as m(i)(x). The

remainder R(i)(x) evaluated at o is the desired syndrome S;. For example, to calculate
S, , we first divide the r(x) by the minimum polynomial of a, m(l)(x). Suppose the

remainder is R"(x), then S, = R""’(a). Similarly, to compute S, we divide the r(x)
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by the minimum polynomial of as, m(s)(x) to get the remainder R(S)(x), then
s = RO().
Another approach to obtain S, is evaluating 7(x) at the i th power of the primitive ele-

ment o, i.e. S; = r(ai) . This can be done by observing the relation that:
H

r(B) = rB +7g B + 7B+ ..+ 7y = (raB+76)B+rep)B+ ... )B+7g

where B is an arbitrary field element. Therefore, r(B) can be obtained through an iterative
operation which first multiplies B and then adds the result to the coefficient of the next
order. A shift register is a perfect choice for multiplying o repeatedly. The circuit for
S, =r(a) = r62a62 +rg o+ r, is relatively simple. This can be seen by express-
ing a field element a = ay+a 0.+ azoc2 + a3a3 + a40L4 + a5a5 . Because o is primitive,
theno’+a+1 = 0. Calculating oua, we have:

2 3 4 5
oa = ofay+a;0+a,0 +az0 +a,0 +asa’)

2 3 4 5 6
aoa+a‘a +a201 +a30L +a40. +a50.
2 3 4 5
= gy +a;0 +a,0 +ao +a,0” +as(l+a)

2 3 4 5
= as+(ag+as)o+a, 0 +a0 +ao +a,0

The new value in the register 0 is the content of old register 5, and the new value in
register 1 is the sum of old content in register 0 and 5, the new value of register 2 is what

was in register 1, etc. Therefore, a shift register with connection shown in Figure 5-5 com-

putes S, . After shifting this circuit for 63 clock cycles, the register contents are the desired
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S, . Just as a side note, this shift register can also be used for counting in finite field, from

o to o , with 1 placed in the lowest order register and Os elsewhere.

input J
ag e Qi Gy - A3 Q4B A5

Figure 5-5. A circuit for calculating r{(o).

Evaluating polynomial r(x) at o fori# 1 to obtain S; = r(ai) is more complicated.

We will illustrate the concept by implementing S; = r(aa) . Calculating o’a , we have:
3

3 3 2 3 4
oa = o (gy+aot+ao a0 +a,0 +a5a5)

2 3 4 5
as+(az+a,)o+(a,+as)a” +(agt+as)o” +a,0 + a0

This can then be mapped into a shift register with connections shown in Figure 5-6. The

other syndromes can be obtained by similar circuits.

inputI @. a, a, T a, - as | a; as

Figure 5-6. A circuit for calculating Hod).

This syndrome computation therefore results in a set of syndromes at the end of every
63 clock cycles, these are then provided as input into the error locator module, where the

Berlekamp algorithm is performed.
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5.4.3. Berlekamp’s algorithm

Our main contribution to BCH decoder design is efficiently implementing the error
locator module which computés the error locator polynomial, A(x) . This is often the most

challenging task of any BCH decoder design. For a ¢-error-correcting code, A(x) has

1

degree ¢ and can be expressed as A(x) = Ax+A,_ X'+ ..+ Ay, with the roots of

A(x) corresponding to the actual error locations. One efficient algorithm to obtain A(x)
is an iterative algorithm known as Berlekamp’s algorithm[3]. The even numbered itera-

tions of the Berlekamp algorithm will be skipped because the codes are binary which yields

a total of ¢ iterations for obtaining A(x) for a z-error-correcting code.

Suppose the computed syndromes are S;, S,, S3, ..., S5,_ | - With the initial conditions
A(O)(x)l =1 and B(O)(x) = 1, the Berlekamp algorithm for binary BCH codes is:

n-1
2k _ (2k)
j=0

AT D5y = AP(x) + ACPPx P (1)

#BP(x) if A% =0, or deg A% (x)>k

(x) = (2k)
X3 it A 20, or deg A<k
A

B(2k+ 2)

Conceptually, this algorithm can be carried out with four sets of shift registers: one for

the syndromes S, S5, S;, ..., S5, , one for the estimated coefficients of A(x), one for
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the coefficients of the intermediate polynomial B(x), and one for the product term

AiSy_ ;- This design is shown in Figure 5-7.

— A(x)  B(x) AS_;

A St+1
t41 St+2
stageq !

O

Sot1
2(t4 1)
stades ‘ A

S, GF
Inverter [*%

I

Figure 5-7. Shift register design for Berlekamp’s algorithm.

The syndrome register has size 27 to store all the syndromes; both A(x) and B(x) reg-
isters have size 7 since these polynomials have the maximum degree ¢; and the A ;S _;
register also has the size # which are used for computing the discrepancy factor A. All the

register contents are field elements in GF(2%) and are thus represented by 6 bits. To sim-
plify the overall control logic, we add one extra layer of registers to store initial values. The
adder at the right end of the figure is a finite field adder that adds the field elements and

the discrepancy A is also a finite field element that goes into a finite field inverter. The

inverse of A is denoted as A~ which is used for updating B(x) .

As will be shown in Section 5.4.3, this design is highly desirable for VLSI implemen-
tation as the updates of A, B(x) and A(x) are all performed in parallel. Furthermore, this

parallel structure introduces no extra hardware (except the additional finite field adders and
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multipliers) and also meets the low power design guideline. The later character is impor-
tant when decoders are incorporated inside portable units for decoding received downlink

data, in which case battery life is usually a crucial implementation constraint.

5.4.3.1. An example using this decoding structure
To fully understand how the algorithm operates under this frame work, we will work

through a concrete example and show the register contents at each iteration. Since there are
no even numbered iterations, we numerate all the non-trivial iterations as 1, 2, 3, 4, ...
(instead 1, 3, 5, 7, ...). To illustrate the approach of implementation, a shorter block code

is used in our example for the sake of clarity.
Once again we use the (15, 5) BCH code with generator polynomial
g(x) =20t et xa ; this is a triple error correcting code. Suppose the

5

transmitted bits are all zero, and the received bits are »(x) = X +x + x2 . Then three bits

errors have occurred at positions 2, 5, 7 (position count starts from 0). The first 6 syn-
14 13 1 5
dromes are calculated to be: S, =a , S, =", §3=1, §§=a , Ss =,

Sg=1.

To differentiate the updated A(x) and the current A(x) (which is needed for comput-

ing B(x)), an intermediate term called A°|d(x) is introduced. The algorithm is initialized
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as A(x) = 1 and B(x) = 1. The register content at the beginning of the first iteration is

shown below:
initial stage:
shift Alx)  B(x) A;S;_;
S, 0 0
o
0 0 0 :
0 1 1 —/ A
S A”!
S GF
S: Inverter [*®

119



At the first iteration:

(1) shifting the Syn-register two times:

(2) multiplying Syn-register and A-register pair-wise to obtain A:
AV =syn-A =5, = o™

Syn A(x) B(x) AjSk_j
0 0 0

RIOJO|C

0 0
1 0 0
1 1

(3) updating A(x):

A5y = A%x) +AVxB(x) = 1+a'

(4) updating B(x):

. 0 old
since A** # 0, therefore B(x) =

xA7(x) _

ox
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At the second iteration:

(1) shifting the Syn-register two times:

(2) multiplying Syn-register and A-register pair-wise:
AD = Syn- A = S2a14+S3 - a2+1 = o

Syn  A(x) B(x) A5

1 0 0 0
S1 0 0 0
82 (114 o (112
Ss 1 0 1
Sy
Ss
0
0
(3) updating A(x):
Aupdante(x) - AOld(x)+A(2)xB(X) - 1_,_(1‘1435_'_(1'12J62
(4) updating B(x):
old
since A # 0, therefore: B(x) = XA (ng) = ofx+ o’
A
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At the third iteration:
(1) shifting the Syn-register two times:

(2) multiplying Syn-register and A-register pair-wise:
3)

A® = syn-A = 5,07+ 5,01 + 5
- a?+0%+ o = o
Syn A(x)  B(x) AS_;
S, 0 0 0
S o2 o3 o2
S ot o o0
Ss 1 0 (Xs
0
0
1
Sy
(3) updating A(x):

old

A%y = A% ) + AP xB(x)
14 11 2

14 3
=1+ x+0 x +0 x

(4) updating B(x):
since A®) % 0, therefore: B(x) =

old
xA T (x) _ 0L4,x +0L3x2 +ax3
A(3)

Now we have obtained an error locator polynomial A(x) which has degree 3. This

implies that three errors have occurred in the received block. In fact, A(x) can be factored

as A(x) =1+ oax+allxie o'y’ = (1+ a7x)(l + asx)(l + oczx), indicating the

error positions are 2nd, 5th, and 7th bit, respectively.
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5.4.3.2. Data path

The data path for Berlekamp’s algorithm of a (63, &, #) binary BCH code consists of

updated

five set of registers: Syndrome, A , A°’d, B(x),and A8 _; register. The register

initialization is shown in Figure 5-8. The mark “X”’s are the don’t-cares.

Syn Aupdated Ao]c‘l B(x) Aj Sk _;
A St+1 0 X 0 X
Stug] 0 X 0 X
t+1
2+ [ s -
0 0 X 0 X
0 1 X 1 X| ¥
1
S4
Sz
Y LS

Figure 5-8. Register initialization for Berlekamp’s algorithm.

The complete data path for Berlekamp’s algorithm is shown in Figure 5-9. The connec-

tions between modules are all 6-bit buses, as data passed between modules are elements of

GF(2). A shift in Syn-register corresponds to a shift of two positions, because all even iter-
ations are skipped. Parallel adders and multipliers are adopted for updating A(x), B(x),

and for computing A jSk_ j» 80 that these operations can be completed in one clock cycle.

Notice the algorithm requires multiplying x with a polynomial when updating A(x) and
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B(x), this is equivalent to a single shift of the shift register content. For example, the ith

updated updated old
i

element of A (x)is A = AB;_,+A; where i is the ith element of the cor-

responding register.
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Figure 5-9. Data path for (63, £, f) Berlekamp’s algorithm as a part of the binary BCH

Aupdated
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—3Syn

decoder.
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5.4.3.3. Scheduling

Assume we have a finite field adder that performs ¢ additions in one clock cycle. We
also assume the inverse of a finite field element can be obtained in one clock cycle which
can be simply implemented as a small 6-bit-input 6-bit-output lookup table (384 bit ROM).

A complete iteration of Berlekamp’s algorithm can be expressed sequentially as:

» shifting Syn-register by two blocks,
o multiplying each syndrome with coefficients of A(x), i.e. A}'pdmed
e summing the products: Z‘A;’Pda“’d 8,_; = A,

ted . Id
AvPded register A%C,

PEx) = AxB(x) + M%),

‘Sk—i’

o load: register
e updating A(x): A
e updating B(x):
x-A°]d(x) .
—— ifA20
Bx)={ & '

sz(x) otherwise

Some of the operations can be done in parallel, for example, ZA?pdated +S,_; and

shifting Syn-reg, since these two operations are completely independent. Therefore, after
incorporating parallelism into our design, each iteration of Berlekamp’s algorithm can be

completed in three sequential clock cycles:

« shifting Syn-register by two blocks,

multiplying each syndrome with coefficients of A(x), i.e. A}'pdated “Sp_i»

 summing the products: Z A:.’Pda‘ed - Sy_; = A,

Aupdated old

load: register — register A,

« updating A(x): A (x) = AxB(x) + A%(x),
updating B(x):
old
A () jpazx0
B(x) = A

sz(x) otherwise
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In addition to parallelism, we can also introduce pipeline to our design to allow either
fastest possible operation or to allow lowest possible power[6]. When designing pipeline
stages, one has to be particularly careful of data hazards in the implementation. These haz-
ards occur when the pipeline changes the order of accesses to operands so that the order

differs from the order seen by sequentially executing instructions on an un-pipelined

machine. In our case, hazards can occur in situations such as when loading A%, Oour pipe-
line consists of two stages, it is shown together with the rest of the scheduling in Figure 5-

10. Notice after the three cycles to complete the first iteration, each additional iteration
takes two clock cycles. As Berlekamp’s algorithm requires a total of ¢ iteraﬁons, the algo-
rithm therefore takes 3 +2(¢—1) = 2¢+1 clock cycles.
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Figure 5-10. Scheduling of operating cycles.
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5.4.4. Chien’s search
The last stage of the decoding ig to determine the roots of the error locator polynomial

A(x), where these roots correspond the actual error locations. Since only a finite number
of field elements have to be checked, the most straight forward way to compute these roots

is by trial and error, a method known as Chien’s search. The procedure for evaluating A(x)

at 1,0, az, 0L3, ey o®? is similar to the one used for computing syndromes, except the

polynomial coefficients are now field elements A, (instead of O or 1 of received bits). The

following example illustrates the concept for computing A(a3) .

. 2 4 5
Expressing the field element A; as A; = gy+a,0+a,0 +a3a3+a4oc +aso,
where o is the primitive field element, thus o®+a+1=0. Then

A0S = ay+(ay+a,)o+ (ag+ag)ol + (ag+ag)o’ +a,0 +a,a’.  Thi b
; ay+ (a3 +ay)o+(a,+a;g ap+ag)o” +a;00 +ao. is can be

mapped into the circuit shown in Figure 5-11. The A(a3) is obtained after ¢ shifts.

ao al | az - a3 — a4 - as |
1 o
L 4
b b, b, by by bs

Figure 5-11. Circuit for evaluating polynomial A(x) at o3 over GF(26).
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The polynomial evaluation A(oci) 2 0fori=20,1,2,...,k—1 can be done in paral-
lel with & circuits. Since A(x) has degree ¢, each evaluation takes ¢ clock cycles to com-
plete. In order to synchronize this module with the serial output of the decoder, each circuit
starts one clock cycle apart. After the initial ¢ cycles for correcting the first information bit,
each additional cycle produces one corrected bit. Therefore, it takes a total of ¢+ k-1

cycles to complete the Chien’s search and output the data.

5.4.5. Control Logic

After the initial 27 cycles to compute the syndromes, only Berlekamp’s algorithm and
Chien’s search contribute to the required clock cycles for decoding one block of data. With
our pipeline approach, Berlekamp’s algorithm takes 2+ 1 clock cycles, and Chien’s
search combined with serial output takes ¢ + k — 1 cycles. Adding them together, we need
3t+k cycles to decode a single block of data. For all 63-bit binary BCH codes,

3¢+ k < 63, which means that decoding can be done in one block period. Consequently,
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only one register is needed for buffering the data while decoding; this register is shown as

R2 in Figure 5-12, and it has size k to store the information bits.

r(x) *
o k-bit register  k-bit register
g
3 k k
5 |R1
3 A -
R2 R3
corrected bits
»(+)—>
e
2 s | A®) | chien:
syndrome —=®| Berlekamp's » Chien’s
> block Algorithm search
S
2t >

Figure 5-12. High level schematics for a BCH decoder.

The control logic is implemented using a finite state machine. Three counters are
employed: 63-count, 2¢ + 1 -count, and 2-count. The 63-count is the main controller of the
decoding algorithm, and both 27+ 1-count and 2-count will be used during the Berle-
kamp’s algorithm. All counters operates at the data rate. Using the same notations from of

Figure 5-12, the finite state machine is implemented as follows:
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(2t+1)-coun

Frame Ready

CLR counters start syndrome-blocK]|
start 63-count initialize A"Pe
shift R1 initialize B(x)

‘ end of 63-count

CLR counters load R2
start 63-count start (2¢+1)-count
shift R1 u

start syndrome-block A;
load Syn-register (with shifted content)

pdated g, for all

!

start 2-count ZA;’Nawd -8,
shift R1 load A%

—-i

‘ 2-count=1
shift Syn-register load Aupdated
shift R1 load B(x)

AP g, foralli

¢ end of (2t+1)-count

load R3
shift R1

¢ 63-count=63

start A(0)
shift R1

+ 63-count=63-(k-t+1)

Start A(al(—l"' l)
shift R3
shift R1

* 63-count=63-t-1

shift R3
shift R1

(k+t-1)

o

end of 63

Figure 5-13. Control diagram for the decoding algorithm.
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5.5. Variable FEC decoder implementation

An architecture for a single (63, k, t) binary BCH decoder has now been presented.
The design consists of a set of registers with their sizes proportional to the error correction
capability ¢. This implies that if a decoder is designed to correct the largest possible
number of errors within the 63-bit family BCH codes (#,,,, = 15), then the majority of

the hardware can be used again as a decoder for correcting fewer errors. With this obser-
vation, the architecture of the VFEC decoder is therefore based on (63,7) t = 15 decoder

design.

The high level schematics for VFEC decoder is shown in Figure 5-14. The FEC code
type is input into the decoder and stored in the FEC-type register. This register output is
connected to a lookup table which outputs the number of information bits and the number
of correctable errors of this FEC code, i.e. k£ and ¢; these values are used as a part of the
finite state machine for controlling the counters. The input register, R1, is still 63 bits long.
Both information registers, R2 and R3 store the largest number of information bits among

all codes, so they each has size 57 bits.

In the arithmetic portion of the decoder, the syndrome block always compute the first

2t..« = 30 syndromes, and the results are input into the Syn-register. Inside the error

m

Aupdataed

locator module, the registers A%°, , B(x), and A;S;_; all have the size

t .. +1 = 16 symbols, where each symbol is represented by 6 bits. Finally in Chien

max
searcher, k., = 57 circuits are used to perform polynomial evaluations. One possible

method to reduce the size of Chien searcher is to eliminate the case of single error correc-

tion that takes up 57 circuits; this may be done through a more sophisticated control algo-
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rithm that corrects the single error. In that case, the Chien searcher is reduced to £ = 51

circuits for double error correction.

r(x) il
)
'%: 57-bit register 57-bit register
=l [ -
g R1 57 |— 57 |
[ | R2 R3 -
— T n corrected bits
S
.| Syndrome — Berlekamp's Chien’s
block Algorithm [—% search
5,

1 !

k-re
FEC type : ﬁ
lookup E '

4t-|3
=

Figure 5-14. High level schematics for the VFEC decoder.

As far as the overall implementation complexity, all the multipliers shown in the data-

path are finite field multipliers, and adders are finite field adders. Since codes are generated

by GF(26), each multiplier can be implemented using a shift register of 6 bits. Each syn-
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drome is also computed using a shift register of 6 bits. A summary of total hardware

required by the VFEC decoder is shown below:

2 4-bit reg
1 6-bit reg
2 57-bit reg
1 63-bit reg

finite field adders |—>-two-input adder
1 15-input adder

6-bit shift registers |30 for syndrome
45 for multiplying
ROM (lookup table) | 2

data registers

The scheduling and the control logic for VFEC is the same as the single decoder case,
except the values for & and ¢ used in 63-count are now read from the k-reg and t-reg. How-
ever, if one prefers simple control, we can apply the maximum Berlekamp’s algorithm

(tax = 15) and the maximum Chien’s search (k,, = 57) for all received data, disre-

garding the coding type. With this approach, more pipeline stages are needed to buffer the
input data while decoding takes place. This approach obviously takes more hardware, .the
control logic, however, is indeed simplified. Therefore, the final decision on which
approach will be used is made by the hardware designer, after considering the trade-off

between area and the implementation complexity.

5.6. Conclusions
This chapter presents an architecture for a VFEC decoder. The VFEC is achieved by
employing the family of 63-bit BCH codes which consists of 11 non-trivial error correction

codes. These codes all have the same block length and are generated by the same finite

field, GF(26). The difference between them is the wide range of coding rate. The decision
for adopting this approach for VFEC is made by exploiting the redundancies shared by
decoders. With the syndrome module, Berlekamp’s algorithm, and Chien’s search in
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common for all codes, our VFEC decoder is only slightly more complicated than a single

decoder design.
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6 Summary and Future Work

6.1. Summary

This thesis is devoted to issues directly related to network resource management for
multimedia wireless networks. The goal of the resource allocation is to maximize the over-
all user satisfaction, which we call “utility”. The major advantage of this proposed frame-
work is that it is platform independent; in other words, it does not assume any prior
knowledge on specifics such as multiple access scheme, traffic sources, user demands, or
user distribution. These implementation details are introduced into this framework as a set

of constraints, expressed in bandwidth, transmit power, and interference models.

Chapter 2 focused on maximizing system utility for a downlink DS CDMA system.
Two key results are derived: first of all, we presented a framework which integrates power
control, variable forward error correction, and scheduling; second, the algorithm is proved
to be fully distributed with complexity independent of the number of cells in the system;
in other words, this algorithm is scalable. The algorithm complexity depends on the
number of interfering cells and the number of users reside in a cell. The first result is impor-
tant as it explores the design space of the available network resources. The second result is
important as it links the theoretical optimum with the implementation practicality, since
any large wireless network has to be scalable to be practical. In the second half of Chapter
2, we presented a different approach to this maximization problem: using congestion pric-
ing, which is a concept borrowed from economics. The basic idea behind the congestion
pricing is setting the price for each user as an approximation of the total marginal cost for
the rest of the system users; this marginal cost measures the congestion level of the system,
so the price is zero if a user introduces no congestion to the system. In wireless communi-

cations, we measure congestion by signal to noise ratio. If increasing one user’s power
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level introduces very little interference to rest of the users, then there is a strong incentive
to improve this user’s received signal quality by increasing the power level. On the other
hand, if other users experience a lot of interference as a result of increasing someone’s
power, then this user should not increasing her transmit power from an overall system’s

perspective.

The flexibility of the utility approach also makes the evaluation of this framework dif-
ficult. Therefore, in Chapter 3, we assumed a particular form of the utility function for sim-
ulation purpose. The system performance is studied in detail as a function of the parameters
such as: user population, user distribution, hand-off techniques, power control fairness,
and FEC coding types. In addition, we also compared the effectiveness of the power con-
trol algorithm with variable forward error correction, with result indicating variable for-
ward error correction is completely superior than power control. This is because variable
error correction has the ability to quickly adapt to the highly varying multimedia traffic,
thus better utilizing the network resources. In the study of hand-off, we concluded the
system performance can be improved significantly when the “hot spot” is alleviated by let-

ting a user communicate with his closest neighbor basestation.

The last two chapters of the thesis is focused on the implementation aspect of the pro-
posed system. Since power control and scheduling are often not very performance critical,
they are normally implemented in software. The variable error correction, on the other
hand, operates at the bit rate thus requires high performance custom IC or special hard-
wares. The goal of Chapter 4 is to provide readers with sufficient background on coding
theory, with emphasis on block codes. Chapter 5 presented a custom architecture for vari-
able forward error correction decoder based on the 63-bit family BCH codes. The core of
this design is an iterative algorithm called Berlekamp’s algorithm. After sufficient pipelin-

ing, the decoding of a data block can be completed in one block period.

6.2. Future Work

6.2.1. Introducing delay as a part of the utility function
Delay is often a very important measure of the application quality, but it has not been

considered in our formulation of the application utility. If delay becomes the third param-
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eter of the application utility function (besides bandwidth and BER), it is most likely that
it will either be a step function (Figure 6-1(a)) — indicating the data is valueless if its delay
is beyond a certain threshold (d7), or delay as a function shown in Figure 6-1(b) — indicat-
ing a gradual decrease in user satisfaction as delay increases. In any case, utility with
respect to delay is a monotone non-increasing function. The addition of delay parameter to
the framework will nevertheless influence the scheduling decision, the FEC code selection,

and the power control output.

A +

utility

utility

dr delay delay
@ (b)

Figure 6-1. Application utility as a function of delay.

6.2.2. Introducing ARQ as an additional control variable

Our resource allocation framework mostly operates at the physical layer and link layer.
The system reliability may be further improved by considering a higher layer protocol such
as automatic repeat-request (ARQ). The basic idea behind ARQ is that at the receiver, if
erroneous coded data are detected, the received word is discarded and the receiver requests
a retransmission though some retransmission protocols. There are three basic types of
ARQ protocols: Stop-and-Wait, Go-Back-N, and Selective-Repeat [53][28][44]. The main
drawbacks for an ARQ scheme are the retransmission delay, bandwidth redundancy, and
the additional control logic. However, wireless channels sometimes have long fade in
which case the entire packet is corrupted. Since FEC has a limited error correcting capa-

bility, ARQ may be necessary for some high quality data as it achieves a greater time diver-
sity.
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6.2.3. Joint source and channel coding

As we have briefly mentioned in Chapter 2, a system should be designed to gracefully
degrade its quality of service (instead of dropping packets) when there is excessive inter-
ference. This can be achieved through adopting a layered coding algorithm. In this case,
data are compressed and separated into multiple hierarchies; during a transmission, the
layer with the highest priority is always first transmitted. Similar ideas have been adopted
for Mbone multicast video [31]. In this example, a receiver-oriented layered transmission
system is combined with a layered compression algorithm for heterogeneous transmission
of video data. As a result, the scheme adapts to variable bandwidth constraints imposed by
different networks. In addition to layered coding, a system may also benefit from tightly
coupled source and channel coding algorithm. This algorithm trades off data compression
rate with channel coding rate, and is worth further research for understanding the true

capacity gain.
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