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ABSTRACT
The rapid growth of IP-based packet switched network and the overall bandwidth efficiency of an in
grated IP network make it an attractive candidate to transport real time voice connections. Howeve
quality voice over IP (VoIP) remains a challenge because interactive voice imposes many performa
requirements (such as loss rate and latency) on the transport network. This cannot be easily achieve
current Internet’s “best-effort” transport. In this paper, we investigate the aggregate behavior of mul
plexed voice flows and try to leverage the statistical multiplexing property to design a better network.
proper network provisioning, it is possible to carry VoIP traffic with excellent voice quality without seri
under-utilization of resources in a well-managed IP network. We review VoIP architecture over Diffe
ated-Service model, and analyze the performance using both analysis and simulation. We show that

edge about the meanmand varianceσ2 of the individual voice source is sufficient to estimate the
bandwidth usage,Cv, of the aggregate voice traffic under specific performance requirements. We est

the bandwidth usage in the form of (whereN = number of users) and investigate

howk captures the multiplexing gain as well as the specific loss rate required. The results are usefu
making such decisions as choosing appropriate output link bandwidth or proper bandwidth allocatio
VoIP traffic in VPNs. Our experiments show that if we leverage the statistical multiplexing property, 
can admit more than twice the number of voice sources compared with allocating the peak rate to e
flow. We propose a sender-assisted call admission control policy for Voice VPNs to handle voice se
requests based on our results.

1. This study was supported in part by DARPA under Grant No. N66001-96-C-8508, Lucent Technologies
Ericsson.
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1   INTRODUCTION

The proliferation of portable computers, hand-held digital personal communicators and smart
media end devices have resulted in an explosive growth of Internet traffic. As a result, the packet-sw
wide-area network infrastructure is growing rapidly to accommodate the demand of IP-based end d
to access the backbone, which also makes it an attractive candidate for a backbone supporting vo
data applications. In fact, multiplexing data and voice results in a better bandwidth utilization than th
ditional circuit-switched voice-or-nothing backbone in the PSTN (Public Switched Telephone Netw
consisting of over-engineered voice trunks. This justifies looking at voice as service on future In
packet networks such as ISPN (Next Generation Internet Integrated Services Packet Network). In fa
advent of audio/video conferencing tool such as Netmeeting, NeVot, vic & vat, Rat, CuSeeMe, and s
make real-time video/audio streams as well as delay sensitive packet audio an increasing fraction o
Internet traffic.

However, the Internet is designed for “best effort” datagram service with no assurance for a
packet delivery. Since there is no dedicated end-to-end connection/links between the sender and r
packet loss, out-of-order delivery, delay jitter and latency are bound to occur when the shared netw
congested. This has significant adverse impact on the perceived quality of real-time applications.
paper, we consider voice service on the Internet, also known asVoice over IP (VoIP)or IP Telephony, as the
primary target application because its subjective properties in the presence of delay/packet loss
traffic characteristics are relatively well-known. Before the widespread business deployment of In
Telephony is possible, advances is needed in protocol standards, router/switch capacity, elaborate
classifications and Quality of Service (QoS) management techniques to provide toll quality inter
voice communication.

1.1  INTERNET QOS

There are currently two approaches to enhance QoS for real-time flows such as VoIP. The first re
application-level QoS mechanisms to improve QoS without making changes to the network infrastru
For instance, RTP/RTCP transport protocol[1] is designed to transport services for real-time applica
Voice data is transmitted using UDP packets (RTP) to the receiver, while the RTCP packets provide
back on delay, jitter and losses to the sender. The application then changes codec parameters
sample sizes or output rate to adapt to the network condition based on the statistics in the RTCP p
Other application-level QoS mechanisms include layered encoding, low-bit-rate coder[2], forward
correction (FEC)[3], and other source-adaptive mechanism.

The second approach relies on the network-level QoS mechanism to provide variable grade of s
with performance guarantees to the heterogeneous mix of internet flows. IETF proposed two mo
provide Internet QoS: Integrated Services (Int Serv)[4] and Differentiated Services (Diff-Serv)[5][6].

philosophy behind Int Serv is that routers must be able to reserve resources for individual flows1 to provide
QoS guarantees to end users. Unfortunately, the amount of per flow state information that needs to
at routers increases proportionally with the number of flows. This incurs huge storage and processin
head at routers, and therefore does not scale well in the Internet core backbone. Diff-Serv, on th
hand aggregate multiple flows with similar traffic and performance characteristics into a few cla
Therefore, the backbone routers only need to provide per-hop differential treatments to a few clas
service. This approach requires either end-user applications, first hop routers or Ingress routers (in
where packets enter the core backbone) to mark the individual packets to indicate different service

1.A flow is a sequence of packets from the sender to the receiver but does not necessarily follow the same
2
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Currently, this is supported by the 3-bit Type of Service (TOS) field in IPV4 header, which can be us
indicate the need for low delay, high throughput, or low-loss-rate service. Although flow aggreg
improves scalability, it becomes unclear what level of statistical guarantees can Diff-Serv provide to
vidual flows, and if there exists such “guarantees” at all.

A detailed comparison between Int-Serv and Diff-Serv is out of scope of this paper. We believe
combination of these two models with carefully provisioned networks constitutes a promising solutio
other words, resource reservations for individual flows can be made in fringe networks or virtual p
networks where customers or service providers have a prior knowledge of the network topology, an
tively good control over the intermediate routers. On the other hand, a Diff-Serv model will be more a
priate at the Ingress/Egress routers that connect the various types of access networks to the
backbone.

1.2  MOTIVATION & GOALS OF THIS PAPER

In this paper, we assume that the Internet backbone network will continue to scale by adding
speed links or switches from time to time to cope with the increasing traffic load. On the other han
growth in capacity in the various access networks is slow compared to the growth in needs of the da
points. Although new high speed access technologies like Hybrid Fiber Coax(HFC), Fiber To The
(FTTC), Fiber To The Home (FTTH), and various types of Digital Subscriber Loops (xDSLs) are b
deployed, we assume that for foreseeable future, bandwidth will remain a scarce resource in the acc
works. The scarcity of link bandwidth can sometimes be due to physical layer limitations, e.g., capa
wireless channels which are subject to interference, fadings and noise are bounded by Shannon
Therefore network provisioning and QoS mechanisms are crucial to ensure that the performance r
ment of the end users are satisfied, while making the most efficient utilization of the network resour

Our studies focus on how to do resource provisioning and admission control in the access ne
boundary routers, in particular at the congested nodes where packets are put in a queue, so that the
end performance of delay-sensitive applications such as VoIP can be guaranteed. We assume a Di
ated Service architecture which relies on “marking” of individual packets to provide differential treatm
of flows on aper-packetandper-hopbasis. We consider VoIP as our target application and rely on eit
sender or the first hop router to mark the packets differently (e.g., by setting the TOS field of IP head
indicate whether it is voice, data or other. We will show thatit is possiblesupporthigh quality voiceon a
managedIP network (voice VPNs or multi-service VPNs[7]) if appropriate protocols and network pro
sioning are implemented. We are interested inmanaged IP backbonewhere statistical guarantees are po
sible rather than voice over intractable public Internet.

First, we investigate how a prior knowledge about the first and second order statistics about the
sources can help in network provisioning. For instance, virtual private network service providers can
appropriate pre-allocation of bandwidth to different classes of traffic, e.g., delay sensitive vs. best
based on off-line measurements of traffic characteristics to make sure that the Service Level Agre
(SLAs) of the customers are satisfied. Next, we study how real-time estimates of traffic statistics co
used to do dynamic resource allocations for VoIP at intermediate routers. In particular, we investiga
performance of estimation based resource allocation with Weighted Fair Queueing(WFQ)[8]. Th
lowing are the fundamental network design questions we try to address:

• Given thatn potential voice sources will arrive at a nodei, how much bandwidth & buffer space
should be allocated to the voice traffic class to guarantee performance in terms of packet l
delay?
3
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• Given a fixed link capacity,C, what is the maximum number of flows,nmax, can we admit into the
queue before we run into over-booking problem?

• What kind of statistical guarantees can we provide to each individual flow?
• How do we design the admission control policy and dynamic bandwidth allocation for a core-r

that has two queues: one for voice, and one for data (in a Diff Serv environment)?

We approach these issues using both analytical and simulation techniques. Although our study is
on VoIP, the results can be easily extendable to other delay sensitive applications.

This paper is organized as follows: Section 2 gives an overview of the architecture and queueing
plines that we consider for VoIP solutions. In Section 3, we describes how the voice traffic is modele
how we choose the performance requirements based on the effect of packet loss and latency on pe
quality. Section 4 we analyze the network provisioning problem using mathematical model. Simu
results are presented in Section 5 with detailed discussions. We propose a sender assisted admiss
trol policy in Section 6. This is followed by conclusions in Section 7.

2   OVERVIEW

The integration of high quality voice and traditional data services is not easy because the
Internet consists of a large number of loosely coupled subnetworks, and therefore the delivery of p
are hardly predictable. For our study, we assume Diff-Serv Model for the IP core network to provide d
ential QoS to different end-to-end applications.

2.1  VOICE OVER DIFFERENTIATED SERVICES

The basic idea behind Diff-Serv model is to mark the packets to indicate whether or not the p
should receive preferential treatment. One example is the Type of Service (TOS) byte in the IPv4 he
indicate the need for low-delay, high-throughput or low-loss-rate service. A set of packet forwarding
ments (per hop behaviors, or PHB) is described in [9]. Since there are only a limited number of s
classes indicated by the TOS field, the number of state information is proportional to the number of c
rather than number of flows, and therefore Diff-Serv approach is more scalable.

An end-to-end service architecture has been proposed in [10] and analyzed in [11]. It providesassured
serviceandpremium servicein addition to best-effort service.Assured serviceis intended for customers
that need reliable services from service providers. A Service Level Agreement (SLA) is some sort of
tract between the two parties that specifies the amount of bandwidth allocated for the customers. T
tomers themselves are responsible for deciding how their applications share that amount of band
Assured servicecan be implemented by sending all packets to anAssured Queuemanaged by random early
detection (RED)[12][13] with In and Out - RIO[14].Premium Serviceon the other hand provides low-
delay and low-jitter service. The SLA specifies a fixed peak bit rate, which the customer is responsib
not exceeding. All excess traffic are dropped.Premium serviceis suitable for Internet telephony, video
conferencing and for creating virtual lease lines for Virtual Private Networks (VPNs). For better link
zation, dynamic SLAs should be supported so customers can request bandwidth on demand. H
admission control policy is needed so that the shared link is not over subscribed.

In this paper, we assume that voice packets are marked asP (Premium service) while data packets ar
markedBE, and forwarded in best-effort manner. We rely on either the sender of first hop router to
these packets appropriately. All packets with the P-bit set enter apremium queue(PQ) while data packets
4
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enter abest-effort queue(BEQ). Packets in PQ are always forwarded before packets of other classes
hence in the extreme case, they can potentially use 100% of the output link bandwidth. To prevent
tion of BEQ traffic (such as TCP with congestion control), we fix a minimum data throughput,WD, that
must be sustained. This ensure that a minimum bandwidth is allocated to transport packets in BEQ
times of network congestion. However, this comes with a trade-off in terms of the maximum number
flows that can be admitted. Another approach is to use Weighted Fair Queueing (WFQ) to serve P
BEQ at a different rate depending on the weights assigned to the different queues.

2.1.1 NETWORK COMPONENTS

In a Diff-Serv network architecture, certain functionality is required from the boundary routers w
reside at the ingress and egress points to and from the diff serv IP core network. Classification, polic
necessary, shaping can be done at the ingress router according to the rules derived from the SL
assume all VoIP sources are relatively well-behaved and never exceed the peak rate specified in th
Therefore policing and shaping are not addressed in this paper. We consider a very simple architec
shown in that Figure 1 includes two important functional blocks: IP Telephony Gateways (IPTG) and
Serv Boundary Routers (DSBR).

IPTGs performs the necessary conversion between the transmission format of the input voice
and RTP/UDP/IP format that are carried over Diff-Serv networks at the ingress and egress point
origin of voice traffic can be PSTN phones, cellular phones in digital wireless access networks (
CDMA etc.) or even multimedia applications such as Vat, NetMeeting from Local Area Networks(LA
Each of them can use different voice codecs and transmission formats. Therefore, we assume tha
perform some or all of the following functions when necessary to convert input voice traffic to
packets:

• coding (PCM, ADPCM, DVI, GSM format etc.)
• silence suppression
• packetization (collect enough voice frames to form a packet), and
• convert into RTP/RTCP packets with the TOS bytes properly marked in IP header.

We assume that voice traffic that arrives at the boundary routers are in the format of properly m
RTP packets at a constant rate when the voice source is active and zero packet transmission during
periods.

To provide differential treatment to packets from different classes of service, in our case voice vs
DSBR need to implement the following components (refer to Figure 3 & discussion in Section 4),

• A classifier: Classification is a necessary function for a router/switch that treats certain traffic d
ently from the other. It can be implemented in various degrees of granularity (for each source-
nation pair, source-destination address and port number, or for a specific service class). F
studies, the classifier can differentiate voice and data traffic based on TOS field and separat
into two different queues (PQ & BEQ).

• A scheduler: Scheduling policy is part of queue management which decides which packet to tra
next. It can choose from a single queue (e.g., FIFO) or from multiple queues (e.g., SFQ, WFQ,
CBQ with weighted round robin).

• Buffer manager: The buffer management scheme is responsible for putting packets in queue
arrive and decide which packets to drop when buffer memory is exceeded. Examples include
tail, RED, RIO.
5
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For our studies, we assume that WFQ is deployed at the outgoing link of DSBR to serve PQ and BEQ
are a simple Drop-Tail buffer and are served on a first in first out (FIFO) basis.

2.2  TRANSPORT PROTOCOL

We assume that the voice samples are packetized and carried over RTP/UDP/IP protocol stack.
is a general-purpose real-time data streaming protocol that provides intra- and inter-media payloa
chronization, payload identification and sequencing. RTCP is the transport control protocol that e
application to send/receive traffic statistics, jitter and loss estimates. Since we are only interes
designing network-level QoS mechanism, we assume that the IP telephony applications do not perfo
kind of congestion control in terms of rate adaptation. If the packet loss and delay jitter estimate
obtained from RTCP sender/receiver reports, the applications can choose to tolerate the degrad
QoS or terminate the communication. This is equivalent to “dropping” a call in PSTN terminology.

3   VOICE OVER IP

Voice over IP (VoIP), refers to real-time delivery of packet voice across networks using the Int
protocols. Most recent research on VoIP addresses issues involved with PC to PC and PC to PSTN
lular phone voice communications.

IP Telephony
Gateway
(IPTG)

Diff-Serv
Boundary
Router

Managed IP Backbone
(Diff-Serv Architecture)

Diff-Serv
Boundary
Router

Diff-Serv
Boundary
Router

RTP/UDP/IP
Packets from
voice source

Receiver

Wireless Access Networks

Packet Voice traffic from PC
(Vat, Rat, Net Meeting etc.)

Figure 1. An end-to-end service architecture for Voice over IP using Differentiated
Services.

PSTN

Voice VPNs

Sender
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3.1  TRAFFIC MODEL

The IPTG shown in Figure 1 provides conversion between different transmission formats
RTP/UDP/IP protocol stack. With silence suppression, voice traffic that enter the boundary routers
modeled as an on-off (or birth-death) Markov processes. For each individual VoIP packet flow, the
nating periods of activity and silence are exponentially distributed with average durations of

, respectively. The fraction of time that the voice source is “on” is . We assume that whe

source is in the “on” state, fixed-size packets are generated at a constant interval. On the other h
packets are transmitted when the source is “off”. The size of the packet and the rate at which the pa
sent depend on the voice codecs.

Traditionally voice is Pulse Code Modulated (PCM, G.711) at 64kbps in the PSTN. PCM prov
high quality reproduction of speech and comparable quality can be maintained with ADPCM. R
advances in compression technology have allowed highly compressed speech (16kbps and lower) th
excellent voice quality in absence of packet losses.

3.2 PERFORMANCE REQUIREMENTS

High quality interactive voice imposes many performance requirements on the underlying tran
network. For example, one way end-to-end delay should be under 150 ms to preserve the quality of i
tive communication. In a circuit switched network, propagation delay is the only significant compone
the one way end-to-end delay. In addition, this delay is constant component during the entire call du
and therefore can be easily controlled. VoIP architecture, on the other hand, introduces new delay c
nents such as: coding/decoding delay, packetization delay, queuing delays at intermediate routers/s
and jitter compensation delay introduced by playout buffers. The multiplexing of VoIP and data traffi
shared links also introduces packet losses caused by buffer overflow at congested nodes. Late
packet losses have adverse impact on the perceived voice quality, and therefore need to be bound

Our goal is to show how high quality voice can be supported with maximum utilization of resourc
the network resource is provisioned properly and distributed admission control is implemented. To a
this, we need to quantify the performance of VoIP. Proper network provisioning and resource alloc
bound the maximum queueing delay and packet loss rate so that statistical guarantees can be given
vidual voice source. Therefore we need to map both delay and packet loss to perceived voice quali

3.2.1 MAXIMUM TOLERABLE DELAY

In this paper, we ignore the delay introduced by the playout buffer. We also assume that one pro
tion delay is relatively constant and can be easily estimated. We assume the sender uses the sam
throughout the call duration, and chooses a fixed sampling rate and packet size at the beginning of t
Since we are interested in investigating the effect of bandwidth allocation on voice quality, we try to s
gate the effects of application-level QoS mechanisms. We assume that no application-level congesti
trol or rate adaptation are deployed at the voice sources. The only highly variable delay component
model is queueing delay that occurs due to the multiplexing of voice packets, as well as the integra
voice and data over a shared link.

ITU-T Recommendation G. 114[15] specifies that one-way transmission time for connections
adequately controlled echo should be in 0-150 ms range to be acceptable for most user applicatio

1 µ⁄

1 λ⁄ λ
λ µ+
-------------
7
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mentioned earlier, the end-to-end delay for VoIP depends on various components of the packet ne
The total delay from these components must be smaller than 150 ms. Since queueing delay is the on
able part in our model, we try to budget the per hop queuing delay when we design the resource allo
schemes and address network provisioning issues in the next section.

In our experiments, we assume PCM transcoding introduces almost negligible delay if implemen
hardware(0.75 ms). From [15], Public Land Mobile Systems contribute around 80 - 110 ms to one
propagation time. Satellite systems introduce 12 ms at 1400 km altitude, and 110 ms at 14,000 km a
Optical fibre cable system contributes around 50-60 ms from coast to coast in United States. Let us
that it takes 100 ms propagation delay for voice packets to be transported across United States. He
total queueing delay should be kept within 50 ms (150ms - propagation delay). From traceroute, we
out that there were typically around 8-12 hops between a machine on the west coast and the eas
Assuming that queueing delay is almost the same for each hop, we must keep the per hop queuein
to beat most 5 ms.

3.2.2 PACKET LOSS RATE

Packet losses can cause further distortion beyond the unavoidable loss of information introduc
speech encoding/decoding and therefore should be minimized. We consider packet losses that are
by buffer overflows in routers as well as discarding of delayed packets in the receiver playout buffer (
packets arrive at the receiver after too long a delay and miss the playout time, these packets are di
and therefore considered lost). The impact of losses on voice quality depends on the loss ratio, bu
of losses, frame sizes per packet and the voice codec. The impact of packet loss on voice quality is

dent on the voice codec used. We usevat1 to run a simple subjective test tomapthepacket lossrateto per-
ceived voice quality for the following case: Using PCM codec with silence suppression, 8 kHz samp
rate, 8 bits per sample (contributing to 64kbps when the source is active), and 20 ms of voice samp
packet.

The sound files of three sentences (about 6 seconds each) from the movie, “A Few Good Me

downloaded2 and converted to PCM format with 8 kHz sampling rate. The voice samples are packe
into RTP packets with 12-byte RTP Header and sent through a simple network emulation that intro
uniformly distributed packet losses according to different loss rates. The perceived voice quality is s
on a numeric 0 to 5 scales with the following definitions: 5 = crystal clear, 4 = sentence is comprehensibl
but less clear; 3 = speech become choppy; 2 = sentence gets harder to comprehend due to noise
comprehend less than 50% of the sentence; 0 = gibberish noise. The result is plotted in Figure 2.
show that the tolerable loss rates are within1-3% and the quality becomes intolerable when more than 3
the voice packets are lost. Note that packet voice using forward Forward Error Correction (FEC) is
resilient to losses and therefore we expect the curve to shift to the right in this case. On the other ha
quality of voice connection using compressed speech is more sensitive to lost voice samples (left s
the curve in Figure 2). Also, bursty losses can impair the voice quality much worse than uniform los

1. Vat is an Audio Conferencing tool developed by Network Research Group of Lawrence Berkeley Nation
Laboratory (http://www-nrg.ee.lbl.gov/vat/)
2.Since these sound files are in WAV format, we use sndrfmt program from ICSI to resample the voice at 8
and convert the format to PCM and saved asµ-law bytes.
8
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4   NETWORK PROVISIONING FOR VOIP

The Diff-Serv Boundary Routers (DSBR) shown in Figure 1 are placed at the ingress and egress
where the packets enter or leave the Diff-Serv IP backbone. They can be the edge routers for a p
owned and managed networks (Virtual Private Networks), or interface between LANs or non-conven
access networks (Wireless LANs, PSTNs) to access the IP backbone. In our analysis, we focus
DSBRs that connect managed access networks such as Voice VPNs or multi-service VPNs to the
bone, and we only consider two types of traffic: voice and data. We assume a DSBR containing a cla
a WFQ scheduler and FIFO Drop Tail queue manager as shown in Figure 3. The classifier will differe
the voice packets from data packets and separate them into two different queues: PQ and BEQ,
tively. These two queues are served in rotation by a WFQ by allowing some maximum number of
from one service class to be served each time based on the weights,wv & wd, that are assigned to PQ
(voice) and BEQ (data). The challenge is to decide how much capacity,C, should the output link be, and
how to provision the resources for VoIP (wv & wd) to make sure that the performance requirements
achieve high perceived voice quality are satisfied.
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Figure 2. Perceived voice quality when different packets are dropped randomly
according to different loss rates.
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We are particularly interested in addressing the following two scenarios:

• Consider voice VPNs where the only type of traffic is packet voice. It is reasonable to assume th
number of possible voice sources,N, is known or can be easily estimated in a managed VPN. F
instance,N can be equal to the number of phones plus the number of PCs with multimedia app
tions. Then there is only one queue (PQ) in the DSBR for this type of network (

and the question becomes how much physical bandwidth,C, is needed at the output link to preserv
the interactive feeling and perceived quality of all the voice calls transported over this link.

• Consider a multi-service VPNs where two types of traffic, voice and data, share the output link
question becomes how do we pickwv & wd so that sufficient bandwidth is allocated to VoIP whil
allowing a minimum throughput of data to be transmitted and maintaining high utilization of the
through bandwidth sharing.

4.1  ANALYTICAL MODEL

In this section, we present an analytical model to demonstrate that proper resource provisioning
ficient to meet QoS constraints for VoIP. We consider a fluid model of PQ (queue for voice packets)

with N potential incoming voice traffic and served atCv kbps, where . We assume

silence suppression is deployed at the application level. Each voice source is modeled as an on-off M
process as in Section 3.1. Let  be the instantaneous rate of voice connectioni, then,

(1)

where R is the voice bit rate determined by the codec and compression scheme deployed at the sou
rate of transition from state ‘0’ to state ‘R kbps isλ while the reverse transition happens at the rate ofµ. For
our analysis we assume that the random processes are i. i. d. (independent & identically distrib

The total rate of the aggregate traffic isY(t):

(2)

Classifier S

wv

wd

C kbps
Voice & Data
Traffic

Figure 3. Functional blocks of a boundary router connecting VPNs or local access
networks to the managed IP backbone.

PQ

BEQ
WFQ Scheduler

FIFO Drop-Tail Queue

wv 1 wd, 0= =

Cv

wv

wv wd+
------------------- C⋅=

Xi t( )

Xi t( )
R when the voice source is active

0 when the voice source is silent,



=

Xi t( )

Y t( ) Xi t( )
i 1=

NA

∑=
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whereNA is the number of actual voice calls in progress. The maximum possible value ofNA is N, which is
the maximum number of possible voice sources in the network. For example,N in a VPN can be the total
number of telephone handsets or other end devices that are capable of generating voice traffic.

At any particular time instant, say , are just discrete time random variables. We as

that the random process is ergodic, i.e., time averages see the ensemble averages, and statio

have the same statistics at any time instant T. SinceY(t) is the sum of i. i. d. stationary processe

Y(t) is also stationary. At any time instant, ,Y(T) is just the same of i. i. d. random variables. Fo
simplicity, we omit the time dependence and use the notationsXi, Y instead. We assume the stationary di
tribution ofXi is:

(3)

We are interested in estimating the minimum capacityCv that need to be allocated to voice traffic (PQ
so that the loss rate per flow is less thanδ. Assume scheduler/server is work conserving and non-pree
tive. If we assume that the queues are bufferless, then losses occur when the sum of arrival rates is
than the rate at which the queue is served: . We make the following approximations:

• We consider the worst case where all the potential voice users have calls in progress, i.e.,NA = N.

• As soon as the aggregate rateY exceeds the server rate, information (in bits) from some connecti
are lost. Let say this happens with probability . The losses can be shared by

connections, or in the worst case, the losses may happen to only one connection. We assume
any cases when losses happen, the worst loss rate that is suffered by an individual voice flow
more than the total loss rate,δ.

• To achieve satisfactory voice quality, loss rate per source has to be bounded: .

Therefore, we have the following worst case constraint:

(4a)

(4b)

When N gets large,Y tends to have a normal (Gaussian) distribution under theCentral Limit The-
orem[16]. In short, the Central Limit Theorem states that the sum of a large number of independent o
vations from any distribution tends to have a normal distribution, and this is true for observations fro

distributions. Given thatXi’s are i. i. d. with meanm and varianceσ2 (this easily can be determined from
Eq. (3)), andY is the sum ofXi’s, the mean and variance ofY is simply the sum of the mean and the sum

t T= Xi T( )

Xi t( )

Xi T( )

t T=

P Xi x=( )

λ
λ µ+
------------- whenx R=

µ
λ µ+
------------- whenx 0=

0 otherwise.







=

Y Cv>

P Y Cv>( ) δ=

δ δmax≤

P Y Cv>( ) δmax≤

P⇒ Xi
i 1=

N

∑ Cv>
 
 
 

δmax≤
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the variance ofXi’s, respectively. ThereforeY is normal distributed with meanNm, and varianceNσ2,.

Y~N(Nm, Nσ2). To solve Eq. (4a), we can use the well-known Q-function:

(5)

whereZ is a normalized zero mean unit variance normal random variable, and

(6)

Using the inverse Q-table, we can determine the value ofCv for any givenδmax:

(7a)

4.2  APPLICATION OF RESULTS

In practice, the voice traffic arrives in IP-packet format, and there are buffers in the system. The
fluid model in Section 4.1 does not hold, but we can still use the results in Eq. (7a) as a first order ap
mation of the actual bandwidth required. From Figure 2 in Section 3.2, the packet loss rate shou
exceed 3% to preserve satisfactory voice quality. Therefore, we chooseδmax = 0.03. With

, we need to allocate bandwidth of at least:

(7b)

to VoIP. As a numerical example, letλ = 0.4,µ = 0.6, R = 80 kbps. From Eq. (3), the meanm = 0.4*80 =

32 kbps, whileσ = kbps. For every value ofN, we can then estimate the capacit
neededCv by substituting the numerical values into Eq. (7b).

Since there is buffer in the queue, the packet loss will be less in practice. In addition, there is a
tical multiplexing gain as more and more flows are aggregated together, which results in a lower “
tive” bandwidth per flow. In other words, the aggregate mean rate and variance ofY can be less than the
sum of individual mean and variance due to the nice multiplexing property that is not captured in our
ysis above. As a result, the actual bandwidth that is needed to meet the performance requirement
can be less than the predicted value ofCv from Eq. (7b), which can be viewed as a upper bound. For co

parison purposes, we denote the required bandwidth computed from analytical model asCv
o, and compare

it with the actual bandwidth determined from simulation, denoted asCv
ns, in the next section.

P Y Cv>( ) δmax P
Y Nm–

N σ⋅
------------------

Cv Nm–

N σ⋅
---------------------> 

  δmax

P Z
Cv Nm–

N σ⋅
---------------------> 

  δmax

P Z
Cv Nm–

N σ⋅
---------------------≥ 

  δmax≤⇒

≤⇒

≤⇒≤

since Z is continuous( )

Q
Cv Nm–

N σ⋅
--------------------- 

  δmax
˙ ,≤⇒

Q x( ) 1

2π
---------- e

t
2

–
2

------- 
 

td
x

∞
∫=

Cv Nm Q+ 1– δmax( ) N σ⋅ ⋅≥

Q
1– 0.03( ) 1.88=

Cv N m⋅ 1.88 N⋅+ σ⋅=

E X m– 2[ ] 39.2≈
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5   NUMERICAL RESULTS & DISCUSSIONS

In this section, we use simulation to determine the minimum bandwidth,Cv
ns, that is needed to suppor

a specific number of voice users,N, and investigate how well does Eq. (7b) predict the bandwidth requ
ment. We also study the effect of statistical multiplexing on bandwidth requirement of aggregate
traffic.

We use ns simulator1 to model a simple one-hop topology as shown in.ns is a discrete event simulator

derived from REAL simulator[17]. The ns development effort is now part of the ongoing VINT2 project.
Ns provides substantial support for simulation of TCP, real time transport protocols, routing and mu
protocols.

The voice sources are simulated according to Section 3.1 with voice activity cycle of 40% (i.e.,λ=0.4).
Assume that 8KHz 8 bits/sample PCM codec is used with 20 ms frame per packet. The voice data pa
160 Bytes. With 12 byte RTP header, 8 byte UDP header and 20 byte IP header, the size of each p
200 Bytes. With these header overheads, the effective rate of a single voice connection when it is a
(200*8)/20 =80 kbps (25% overhead). Buffer sizeB (number of packets) is chosen such as the maxim
possible delay (for packet at the tail of the queue) is at most 5 ms:

ms. (8)

We considerN from 0 to 200. For eachN, we vary the link bandwidthCv and observe the packet los
rate. Buffer sizeB is determined using Eq. (8). AsCv is increased, packet loss rates decreases (see Figu
that shows the results for two cases:N=20 andN=30).Cv is increased until the worst per flow loss rate

3%, and the corresponding valueCv
ns(N) is recorded. We repeat this procedure for eachN and the result is

plotted in Figure 6 together withCv
o that is predicted using Eq. (7b).

1. ns source code and documentation can be downloaded from http://www-mash.cs.berkeley.edu/ns/.
2. Virtual InterNetwork Testbed (VINT) is a collaboration among USC/ISI, Xerox PARC, LBNL, and UCB
(http://netweb.usc.edu/vint/.

Figure 4.  Simple 1-hop topology in ns.

Cv
ns kbps

Voice
Traffic

FIFO Drop-Tail Queue

X1

X2

XN

Collect per flow
statistics at Receiver
(packet loss rate & delay)

Collect information when
packets are enqueued and dequeued.

Buffer Size =B

B 200 8⋅×( ) Cv
ns⁄ 5≤
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We observe that the required bandwidthCv
ns increases linearly withN at a slope of approximately 33

kbps for each additional voice connection (per unit ofN). The slopeis much lessthan the peakrateof

Figure 5. The worst case per flow packet loss rate is plotted against the available
bandwidth, Cv

ns for different number of users N. Two cases:N=20 and N=30 are
shown here. The loss rate decreases asCv

ns is increased. We can determine the
required Cv

ns to achieve 3% loss rate for eachN from a family of curves like these, as
shown by the dotted lines.
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Figure 6. This figure demonstrates that proper bandwidth provisioning is sufficient
to support performance requirements of VoIP. Cv

o is the required bandwidth
predicted from analytical model while Cv

ns is the results obtained from ns
simulations.

Worst case packet loss rate = 3%
Maximum delay = 5 ms
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80kbps.In fact, it is very closeto themeanrateof 32 kbps,which is roughly40%of thepeakrate. This
shows that even for smallN, the aggregate traffic of voice flows behaves very nicely and becomes a lo
bursty than the individual source. In fact, the maximum rate of the aggregate traffic rarely goes ab
mean rate plus a standard deviation. This is a pleasant discovery since it implies that what we need t
is the mean and variance of each individual source in order to estimate the bandwidth required fo
traffic in order to maintain high perceived voice quality. With proper bandwidth provisioning (choo
Cv), voice VPNs and multi-service VPNs can give statistical guarantees (e.g., loss rate) to each ind
voice connection.

The same result shown in Figure 6 can be interpreted in a different way. We defineNmax as the max-
imum number of users that can be supported so that loss rate is below 3% and delay is less tha
Using the same experimental settings, we read off the value ofNmaxfor each corresponding value of avail
able bandwidth,Cv, from Figure 6 for two cases: (a) observations from ns simulation and (b) predic
value from analytical model. To illustrate the statistical multiplexing gain,Nmax is plotted againstCv, for
these two cases in Figure 7 (solid and dashed lines). For comparison, we consider a third case wh
ignore the statistical multiplexing property of the aggregate voice traffic, and simply allocate the pea
of 80 kbps to each flow (assuming the worst case scenario in which all voice sources become activ

same time).Nmaxin this case is simply the largest integer such as kbpsNmax (dotted line

in Figure 7). This line lies much lower than the previous two cases. This implies that the peak rate a
tion is over-conservative and resources are under-utilized. For example, at 6.4 Mbps link bandwid
can only support 80 users with peak rate allocation. But simulation shows that we can support up
users, 2.4 times as many, while maintaining the 3% loss rate requirement. If we allocate bandwidth
on Eq. (7b), we can supportNmax= 170, which is still more than double theNmaxwith peak rate allocation.

Nmax 80 Cv≤⋅
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ax Simulation result

Analytical result

Peak Rate Allocation
(80Kbps per source)

using Eq. (7b)

from ns

Maximum delay = 5ms
Maximum loss rate = 3%

Figure 7. The first two lines (solid and dashed) are the identical to the result shown
in Figure 6. The third line (dotted) is obtained by allocating peak rate of 80 kbps to
each user.
15



te
. This
f flows,

ple

lation

of the
ate the
tted
5.1  ECONOMIES OF SCALES

Cv
o tracked the actual required bandwidth fairly well for moderateN. At N=100, the gap betweenCv

o

andCv
ns is 18 %. The observation suggests that although Central limit theorem works well for moderaN,

the theoretical limit consistently over-estimate the bandwidth required by the aggregate voice traffic
is because our analysis in Section 4.1 does not capture the economies of scales in the number o
which we investigate in this section. We try to relate actual bandwidth required,Cv, to N in a similar form
as Eq. (7b):

(9)

wherem= 32 kbps, andσ = kbps. If the aggregate traffic is truly Gaussian,k=1.88 as
determined in Section 4.1. However,k<1.88 in practice because of statistical multiplexing and a sim
consequence of the law of large numbers. In fact, we expectk to decrease with the increase ofN because of
the economies of scale in the number of multiplexed sources. Our conjecture is confirmed by simu

results by fitting the measuredCv
ns into Eq. (9) to determinek. Results show thatk decreases rapidly with

the increase ofN and saturates around 0.2-0.4 as shown in Figure 8(a). This implies that the variance
aggregate traffic decreases as more and more voice flows are multiplexed together. To further illustr
economies of scales in the number if multiplexed voice flows, the “effective bandwidth” per flow is plo

in Figure 8(b). “Effective bandwidth” per flow is determined from simulation by dividingCv
ns by N.

Results show that theeffectivebandwidthdecreasesandslowly convergesto themeanrate(32kbps) as the
number of flows get large.

Cv N m⋅ k N⋅+ σ⋅=

E X m– 2[ ] 39.2≈
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Figure 8. (a) The first graph shows the relationship between the parameterk with
the number of usersN. (b) The decreasing effective bandwidth per source in the
second graph shows the economies of scales in the number of multiplexed flows.
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Effective bandwidth per voice flow (kbps)

Worst case packet loss rate = 3%
Maximum delay = 5 ms

Worst case packet loss rate = 3%
Maximum delay = 5 ms
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6   EXAMPLE: SENDER ASSISTED ADMISSION CONTROL POLICY

The results obtained in the previous section can be used as a guideline for dynamic resource
sioning for VoIP at intermediate routers. This section discusses how one can use the results in Figur
Figure 8 to design an admission control policy at routers to provide end-to-end QoS for VoIP.

In general, boundary routers may not know in advance the number of voice sources that can b
active at anytime. Admission control policy is essential to ensure that the existing voice connections
carried over the IP backbone with high quality without being disrupted by the addition of new connec
when there is no more idle bandwidth available to support the new flows. On the other hand, we mig
want to control the total number of voice flows so that we can maintain a minimum throughput for
classes of traffic, e.g., to avoid starvation problem of TCP connections.

For illustration purposes, we assume that every new voice connection sends out a call set up
that contains a traffic specification (TSPEC) describing the source traffic, e.g., in YESSIR or RSVP.
assume the TSPEC carries at least the mean and variance (m’, σ) of the source, then we can accept/reje
the call at the egress boundary routers (where access networks are connected to the IP-backbone)
the algorithm described in Figure 9. Let there ben existing voice calls when the new call set up reque

arrives. and are the measured mean rate & variance ofn voice flows at routeri. We com-

pute the new mean and variance using the (m’, σ’), obtained from the TSPEC, and estimate the bandwid

required, . We then compare this to the total available bandwidth for VoIP, , where

is the minimum bandwidth made available for the combined traffic supported using “best effort” data
vice.H andp are introduced as hysteresis parameters for admission control purpose. The larger the
esis level is, the more stringent the admission control policy, whereby fewer new calls are accept
better statistical guarantees are given to each of the existing voice calls.

mest n( ) σest
2 n( )

C̃v n 1+( ) C WD– WD
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7   CONCLUSIONS

High quality voice service over IP backbone remains a challenge because the Internet’s “best-ef
not sufficient to support the more sensitive performance requirements of VoIP. However, the overall
width efficiency of an IP network that integrates voice and data traffic together is very favorable.
proper understanding of how the aggregate voice traffic behaves, we can provision the network for V
satisfy all the performance requirements (e.g., keeping the loss rate below 3% and maximum delay b
ms) while maintaining high bandwidth efficiency. The key is to leverage the economies of scale i
number of multiplexed voice flows. The relationship between the effective bandwidth and the numb
multiplexed voice flows is useful in network planning for voice or multi-service VPNs. We discussed
the results can be used to design an algorithm for call admission control for voice VPNs based on
sured statistics of the aggregate traffic and traffic specification from senders.

Further studies are required to determine how the choice of different codecs will affect the band
usage and performance requirements of VoIP. For measurement based algorithms presented in S
careful analysis is needed to choose an optimum window to estimate the mean and variance of the
rate. Another natural extension of this work is to investigate the interaction between TCP connectio
VoIP traffic in the Diff-Serv architecture that we discuss, where the call admission control and WFQ
proposed are deployed at the boundary routers.

New Call set up request ati
Tspec contains (m’ , σ’ )

Estimate bandwidth required to carry the new call

m̃ n 1+( ) mest n( ) m'+=

C̃v n 1+( ) m̃ n 1+( ) k n 1+( )σ̃ n 1+( )+=

σ̃ n 1+( ) σest
2

n( ) σ'
2

+=

Is C̃v n 1+( ) C WD–≤

Accept Call

Reject Call

Is C̃v n 1+( ) C WD– H–≤ ?

No

Yes

Yes

x = Random (0,1) Is x p≤ ?

No Yes

No

Figure 9. An algorithm for call admission control for router i. A new call arrives
when there aren existing voice connections.

?
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