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Abstract

RF CMOS Class C Power Amplifiers for Wireless
Communications

by

Ramakrishna Sekhar Narayanaswaim

Doctor of Philosophy in Engineering-Electrical Engineering
and Computer Sciences

University of California, Berkeley

Professor Paul R. Gray, Chair

Recent efforts in the design of integrated circuits for RF communication

transceivers have focussed on achieving higher levels of integration by including more

and more analog functional blocks onto a single silicon CMOS chip. One of the final

blocks that has yet to be successfully integrated is the Power Amplifier (PA). The PA

is the final functional block in the transmit path; its function is to amplify the signal to

be transmitted to the required transmit power level. In general, PAs are difficult to

integrate in CMOS because of technology limitations that severely limit the efficiency

of the PA.

This thesis describes theoretical analysis and circuit techniques for the design

and implementation of RF Class C PAs in CMOS technologies. To date, very few

methods exist for designing Class C PAs; in the past, much of the design process has

been empirical. The theoretical work in this thesis attempts to describe a method for

designing a Class C PA in CMOS without resorting to blind use of a circuit simulator.

Using fourier series analysis, the drain current waveform of a CMOS Class C PA (which

is dependent both on the input and output voltage waveforms) is determined to first-
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order in order to generate an approximate solution to the design goal before a circuit
analysis tool is required. Circuit techniques used to combat the technology limitations
imposed by CMOS technologies include the use of differential circuits in the signal
path, cascoded stages and a modified tuning method which allowed for the use of
extremely large output devices but not requiring passive devices that were not feasible
in a CMOS technology.

A1.75-GHz, 1.7W CMOS PA was designed in an STMicroelectronics 0.35-|im,

five-metal doubly-poly CMOS process and implemented both as a stand-alone chip and

as part of afully-integrated transmitter chip. In simulation, the peak efficiency of the
PA was 40%. Due to an over-estimation of the quality factors of the on-chip spiral

inductors used in the design, the evaluation ofthe PA revealed a peak power of just over

1-W and apeak efficiency of 27%. The PA did meet the spectral mask requirements of

the DCS 1800 cellular communications system for which it was designed, and

comparison of the PA output of the integrated version indicated that the PA amplified

the desird signal without too much degradation of the signal.

Paul R. Gray, Chairma^of Committee
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1
Introduction

1.1 Background

In recent years, the level of interest in wireless communication links aud the

devices which can support those links has exploded[l]. New standards are being both

approved and designed in order to tap into the exploding market; many of these new

standards attempt to connect devices and/or appliances in the home using lower-

performance radio transceivers. In addition, the desire for Internet connectivity using

cellular phones or Personal Digital Assistants (PDAs), i.e. Palm or Windows-CE based

handheld devices, has dramatically increased the demand for universal wireless

connectivity. In order for these standards and the companies that support them to stay

competitive, low-cost, small form-factor portable wireless communications devices are

a critical component; in order to attract a large group of users, cost is a very important

concern. As such, the desire for a low-cost wireless device with reasonable

performance has exploded as well.

Current implementations of wireless communications devices, such as cellular

phones or cordless phones, employ several chips implemented in different

semiconductor technologies in order to implement the analog radio-frequency (RF)



components and lower frequency components as well as the digital components. As an

example, photos of the inner workings of two cellular phones are shown in Figure 1-1..
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Figure 1-1. CellularPhones
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The two photos show that each of these phones is comprised of several distinct chips as

well as a large number ofdiscrete components (often passive components). Often times

the chips included in the analog section of the transceiver will include separate chips

for the radio frequency (RF) functions (usually at least two distinct chips, if not more),

the intermediate frequency (IF) functions, and the baseband analog sections. The

blocks required to convert the analog signals to digital signals (and vice versa) may also

be separate from the sections listed above, so there may be as many as five chips or

more required to perform the functions ofthe analog functionality from RF to baseband.

Furthermore, these chips are normally designed in different fabrication and device

technologies, where each of the chips is designed in a technology which is best suited

for the particular function being implemented. This multi-chip solution to
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implementing these portable wireless devices limits the minimum cost and size of the

final devices. Further adding to the cost and size is the fact that passing signals

between chips is generally more complex than passing signals around on a single-chip,

especially at radio frequencies. Issues of matching and driving signals between chips

add to the number of discrete components required and also increase the power

consumption of the overall implementation, reducing the performance of the overall

device. The current implementations, while they are becoming smaller, are still

extremely complex and not conducive to significant reductions in cost and size without

a radical change in thinking with regards to the implementation of the transceiver.

To that end, the amount of investigation into the feasibility of using CMOS

processes in the implementation of the circuitry used in these devices has dramatically

increased as well. While CMOS processes are already used for many, if not all, of the

lower frequency and digital functions, their acceptance as a reliable and feasible

alternative on which to build the high-frequency high-performance analog blocks has

been limited. In general, CMOS is an extremely poor technology for high-frequency,

high-performance analog functions. For reasons that will be detailed in this work, and

have been detailed in others, CMOS is much better suited to low-frequency analog

implementations or digital functions; a CMOS transistor models an ideal switch very

well, which is extremely useful for digital functions or switched-capacitor analog

functions, but it in general has poor current drive and large associated parasitic

capacitances, reducing its usefulness in higher-frequency analog functions.

However, what CMOS does provide is an extremely low-cost technology in

which to implement circuit blocks, along with the added benefit of potential large-scale

integration. Because the baseband analog and digital chips are generally CMOS chips,

building the high-frequency, high-performance chips in CMOS would allow those

functions to be included in comprehensive, single-chip solutions. Currently, most

commercially-available wireless solutions are multi-chip implementations, in which
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several different technologies, including silicon CMOS (Si-CMOS), silicon bipolar.

Gallium Arsenide (GaAs), and/or Silicon Germanium (SiGe). In general, the higher-

frequency blocks are done in one of the listed technologies, with the exception of

CMOS. A CMOS implementation of the high-frequency analog section would facilitate

the integration of all of the radio functions (including high-frequency analog, baseband

analog, A/D conversion, and DSP) onto a single-chip.

1.2 IVansceiver Architecture

In order to accomplish this, there must be an understanding of what functions

must be implemented in the high-frequency analog portion of the RF transceiver, or

radio. Figure 1-2. shows the basic architecture of a radio transceiver, which contains

'k

9k

LO

I

D/A

Quadrature
Demodulator

(a) Common Receiver Architecture

Quadrature Modulator

(b) Common Transmitter Architecture

Figure 1-2. RadioTransceiver Architectures

A/D

two main functions: that of the receiver and that of the transmitter. The function of the

analog portion of the receive chain is to take a radio-frequency (RF) analog signal and

convert that into the digital bitstream which it represents. The basic blocks in the

receive path are a low-noise amplifier (so called because it is critical to amplify the

incoming signal without contributing any significant noise), a frequency translation

block (generally also known as a mixer), and a block which demodulates the signal and
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outputs the desired digital bits. Ablock that is required but which is not directly in the
signal path is the local oscillator (LO), which is used by the mixer to frequency

translate the signal to low-frequency.

On the transmit side, essentially the reverse path is followed. First, the digital

bitstream is modulated and converted to an analog signal. The resulting analog signal

is frequency translated by an up-conversion mixer, and the final signal is amplified to

the power level that the antenna needs to radiate, as required by the standard. This final

block is generally known as a PowerAmplifier (PA).

1.3 Power Amplifiers

In RF transceivers, the PA takes a small-amplitude signal at the output RF

frequency as its input and drives a high power representation of the input into a low-

impedance load (generally the antenna, which is nominally 50Q). Because the peak

power levels required will be significantly higher than the mixer can supply on its own,

a separate functional block is required. So the key purpose of the block is high-

frequency amplification; as mentioned earlier, CMOS is not ideally suited to this

function. While many of the other functional blocks have been implemented in CMOS

reliably, the PA is one of the final blocks to be implemented and integrated with the

other blocks onto a single CMOS chip.

One of the key reasons for the general industry-wide reluctance to move the

implementation of the PA to CMOS is the fact that while the PA is on, it can dominate

the power consumption of the entire transceiver. Since most of these portable wireless

devices will be powered by a battery with a finite energy reserve, the amount of power

is consumed by any given block can bea critical factor in determining the usability ofa

particular part. As a result, optimizing the power-performance of the PA has been a far

more important goal than that of integrating the PA into a transceiver. While the CMOS
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realization of the PA might reduce the cost of the PA itself, if it significantly reduces

the battery-life of the wireless device, there is really no gain (and there might be a

potential loss) in that implementation.

Although the implementation of the PA in CMOS has not reached reliable

production levels yet, there is a great deal of ongoing research into making the CMOS

PA a realizable goal. Why? Because the cost and form-factor benefits from a high-

performance CMOS PA are dramatic. If one can avoid having to use a GaAs or SiGe PA

in favor of a CMOS PA, there is an inherent cost reduction in that switch. Second, the

potential for including that PA in a single-chip CMOS transceiver, or in fact, in a

single-chip that would serve as the entire analog and digital processing unit for a

cellular phone would dramatically reduce the cost and form factor of the PA, allowing

for the placing of cellular phone transceivers/processors in almost anything, including

something as small as a watch.

1.4 Research Goals

The focus of this research, and this dissertation, is the realization of a high-

performance, integrated PA in CMOS. Through the use of PA architecture, or class, as

well as circuit design techniques, this work will try to show the feasibility of a CMOS

PA implementation, as well as its usefulness in an integrated transceiver. More

generally, a key goal of this research is the development of a design methodology for

the design of Class-C PAs in CMOS technologies. A few of the key results of this

research are listed here:

• A simplified design methodology has been developed for the design of Class-C PAs in
CMOS technologies. The design methodology uses a fourier series analysis of the
drain current along with an iterative procedure in order to predict the drain current of
Class-C PA in which the device operates in all three MOS regions of operation.
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• Several different circuit techniques were used in order to overcome the limitations
inherent to CMOS technologies, such as limited voltage swing and poor
transconductance. New techniques, including the use of cascode inductors and the use
ofa modified tuning method in order to peak the impedance and therefore the gain at
the input to the final drive stages, allowed the use of extremely large devices which
facilitated the high output power required for the prototype designed in this work.

• A 1.7-W, 1.75-GHz PA has been designed in this work in a 0.35-pm CMOS process,
using a Class-C architecture. Experimental results indicated that the PA actually
delivered 1-W of output power to the load, due to lower-than-expected Qs from the
on-chip spiral inductors.

• The PA was also integrated into a single-chip CMOS transmitter that implemented all
the transmitter blocks from the digital-to-analog converters through the PA as well as
two frequency synthesizers. The PA in that implementation also suffered from lower
than expected gain due to the lower-than-expected spiral inductor Qs; however, the PA
was shown to have a minimal impact on the transmitted signal when compared with
the output of the transmitter prior to the PA (after the mixers).

1.5 Thesis Organization

This dissertation is organized as follows. In the next chapter, background

information on both transmitters and PAs will be covered. The discussion on

transmitters will briefly discuss a new transmitter architecture that allows the use and

integration of a non-linear PA; the PA discussion includes PA uses, different classes,

key metrics, and an in-depth background on Class C PAs. Chapter 3 will cover a

theoretical approach to designing Class C PAs in CMOS, which has previously been

missing. Chapter 4 will present an analysis of the limitations of CMOS processes with

respect to the implementation of PAs. Chapter 5 will cover the techniques used in this

work to combat the limitations described in Chapter 4. Chapter 6 will describe the PA

that was included in the integrated transceiver, as well as the corresponding single-chip

experimental prototype, and present some simulation results. Chapter 7 will cover the

experimental results and performance of the single-chip PA prototype as well as some

results from the integrated transceiver. Furthermore, Chapter 7 will also include some

discussion on the deviation of the simulated and experimental results and the causes for
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that deviation. Finally, some conclusions drawn from this effort will be presented in

Chapter 8.



2.1 Introduction

Power Amplifier
Background

2

2.1 Introduction

In this chapter, a little background information will be provided, both on

transmitters and on power amplifiers themselves. First, in order to be able to integrate

a non-linear PA in a transmitter that attempts to satisfy a cellular standard, a transmitter

architecture that is amenable to PA integration must be used. While the architecture

advancements are not apart of the effort detailed in this dissertation but the work of

another student[3], the ability to integrate a non-linear PA is contingent on the use of an

architecture such as the one described in the next section. Because it is a necessary

condition to the use of this non-linear PA, a basic explanation of the concepts is

presented here.

The rest of the chapter will discuss PAs in further detail. A basic background

on PAs and their function will first be given, followed by a brief introduction to the

different classes of PA. Finally, the final section will fully investigate what is known
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about Class-C PAs, and provide an idea of what else needs to be done to implement a

Class-C PA today.

2.2 Transmitter Basics

In today's world, the end goal for many research efforts in implementing low-

cost wireless transceivers is the single-chip radio. Currently, most two-way radios,

especially those designed for high-performance wireless systems like cellular phone

systems, are implemented with multi-chip solutions. The RF, IF, and baseband sections

may be comprised of different chips in different technologies, and there may even be

further subdivisions within those groups. In order to implement the single-chip radio, a

single technology must be chosen, and architectures that enable the integration of all

the different blocks onto a single chip must be used.

On the receiver side, there has already been significant research into such

architectures, including well-known architectures such as direct-conversion[4]. Newer

architectures have also found significant interest, including Low-IF[5] and Wideband-

IF-with-Double-Conversion (WIFDC)[6]. On the transmitter side, the level of interest

has lagged behind that of the receiver side; however, more and more work is being

focused on the transmitter.

One of the key issues in transmitter integration is that significant amounts of

filtering are generally needed in the signal path in order to ensure that the output of the

PA is free of both spurs and spectral regrowth that would violate either the spectral

mask or the level of spurs which a given standard specifies. This is especially true if

the PA to be used in the transmit chain is a non-linear PA, in which the level of

distortion in the PA input will generally be amplified. If two simple transmitter

architectures are examined, it will be apparent that neither is particularly well-suited to

full-scale integration. The first of these architectures is the transmitter implementation
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of the direct-conversion architecture; a block diagram is shown in Figure 2-1. In the

DAC a

LO

lA

P-
LT Discrete

Figure 2-1. Direct Conversion Transmitter

direct-conversion transmitter,, the baseband digital bits representing the in-phase and

quadrature channels are converted to analog signals in a digital-to-analog converter

(DAC), filtered, then upconverted directly to the RF carrier frequency in one frequency-

translation step. In general, at this stage, the signal needs to be filtered before passing

through the PA. This is for two reasons: first, the noise outside the transmit band must

be reduced, which reduces the filtering required after the PA, and second, third-order

intermodulation between frequency components at the input of the PA could mix and sit

on top of the desired signal. This filter is difficult to integrate since it must have a

narrow pass-band and a large amount of rejection, which cannot be achieved with the

low quality-factor (Q) passive components available in a silicon CMOS technology.

Furthermore, the frequency synthesizer used to generate the LO frequency needs to be a

tunable frequency synthesizer which can tune between a large number of steps which

are several orders of magnitude below the center frequency. As a result, the frequency

synthesizer will need a high quality-factor LC tank in order to generate a clean LO

signal (i.e. one with very low phase-noise); like the filter, this high-Q tank will not be

able to be integrated.

A second popular architecture is the transmitter version of the super

heterodyne receiver, which can be thought of as a transmitter using two steps to convert

the frequency from baseband to the RF carrier frequency. The block diagram of this

architecture is shown in Figure 2-2. In this architecture, once the digital bits are
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DAC

Discrete

Figure 2-2. Two-Step Transmitter

converted to analog signals in the DACs, the signal is frequency-translated to a fixed

intermediate frequency (IF). There, the signal is filtered by a narrow-band filter, which

serves the purpose of removing the harmonics of the lower frequency local oscillator

(L02). The l62 frequency is usually relatively low, when compared with the RF

carrier frequency, and as a result, the harmonics of L02 will cause intermodulation

distortion in both the mixers and the PA which can give rise to significant errors in the

transmitted signal. Because the L02 frequency is generally low, the filter will have to

have a narrow pass-band as well as lots of suppression in the stop-band, necessitating a

high-Q filter. This IF filter is normally implemented as a discrete component. Once the

signal has been filtered at IF, it is then frequency translated to the RF carrier frequency.

Again, the high frequency local oscillator used in this second mixing (LOl) is the one

used to select the channel, and since it must be able to select between a number of

closely-spaced channels, the LC tank required for this synthesizer will again likely be

discrete. Finally, a pre-PA filter is, like the direct-conversion case, required in the

signal path in order to reject the noise and potential for intermodulation. Finally, the

signal is passed through the PA. As in the direct-conversion case, the LC tank used in

the frequency synthesizer and the pre-PA filter need to be discrete; furthermore, in this

super-heterodyne implementation, another discrete element, the IF filter, is added to the

signal path. If anything, this architecture is even less amenable to integrating the entire

signal path.
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• An architecture that attempts to solve these problems was presented

recently[2] and will be described in more detail shortly[3], and is shown in Figure 2-3..

DAC PA

L02 LOl
Discrete

Figure 2-3. Harmonic Rejection Transmitter

This architecture, known as the Harmonic Rejection Transmitter (HRT), includes a

special set of mixers known as Harmonic Rejection Mixers (HRM). The HRT

architecture allows for the elimination of all of the discrete components required in the

previously described architectures, except for the post-PA RF filter. As a result, the

entire signal path from the DACs to the output of the PA can be included on a single-

chip. The two key innovations in the transmitter include the use of the HRMs and the

roles of the frequency synthesizers used. The HRT performs the frequency translation

from baseband to the RF carrier frequency in two steps. However, unlike the super

heterodyne transmitter mentioned previously, the roles of the local oscillators are

swapped; the high-frequency LO (LOl) is nominally fixed in frequency, and the lower

frequency LO (L02) is the tunable, channel-select oscillator. The benefit of this

arrangement is that it allows the use of a wide-bandwidth PLL in LOl, which can be

designed to provide low phase noise even if a low-Q LC tank is used[7]. Furthermore,

because the channel-selection is performed at a lower frequency, the output of L02 will

inherently have lower phase noise, again allowing the use of low-Q on-chip

components. Thus the need for the high-Q discrete components required in the VCOs

have been eliminated. Furthermore, the use of the HRMs helps to eliminate the need for

the filters used in the signal path before the PA. In standard active mixers (such as the

Gilbert Cell-style mixers), the LO signal is applied to the mixers as a square wave. As
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is well-known, the square wave has large frequency components at the third and fifth

harmonics of the fundamental frequency. In the super-heterodyne transmitter, the

harmonics of the LO input mix with the baseband signal in the first mixing step. The IF

filter is required in the super-heterodyne transmitter in order to prevent those harmonic

components from producing distortion in the high-frequency mixers or the PA. In the

Harmonic-Rejection Mixers (HRM), however, the LO input is applied not as a square-

wave but as a staircase function. The staircase function can be thought of as a three-bit,

amplitude-quantized sine wave (similarly, the square-wave can be thought of as a one-

bit amplitude-quantized sine wave). This staircase function has no third or fifth

harmonic component, and thus there will be no mixing products at those frequencies

after the first mixing stage. If the L02 frequency is low (on the order of 10 MHz or

less), the seventh harmonic may still be problematic, as it would only be 70 MHz away,

and may still produce intermodulation distortion that mixes with the desired signal.

However, if the frequency plan is designed to use a higher L02 frequency, the harmonic

products existing after the first mixing stage would not exist at frequencies which may

distort the output signal, and thus the need for the IF filter is eliminated. Furthermore,

with the low phase-noise of LOl and the removal of the harmonic components from the

HRM, the pre-PA filter is also not required, and thus the entire signal-path from

beginning to end can be integrated if the Harmonic-Rejection Transmitter is used. For

more detail on this architecture, the references [2] and [3] should be consulted.

The HRT architecture facilitates the use of a non-linear power amplifier (PA)

in the integrated transmitter, and furthermore facilitates the integration of the entire

transmit path, from the DACs all the way through the PA, including the frequency

synthesizers used. In the next section, PAs will be discussed in significantly more

detail, in order to provide a basis from upon which the remainder of this work will be

built.
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2.3 Power Amplifier Basics

Power Amplifiers (PAs) are used in the transmit chain of communications

devices, in order to amplify the signal to the desired power level. That power level is

determined by the communications system; it must be high enough such that the amount

of power that the receiver is able to sense (taking into account the losses in the

communication medium) is adequate to recover the desired signal. For different

applications, the order of magnitude of the transmitted power can very greatly. For

base-stations used in cellular systems, this can be on the order of tens to hundreds of

watts. For satellitecommunications, this can be on the order of thousands of watts. For

portable wireless communications devices, the peak transmitted power is often

significantly less; it will vary from tens to hundreds ofmilliwatts incordless systems to

hundreds of milliwatts to a few watts in cellular systems. Finally, in many of the

emerging standards for wireless connectivity in the home (such as Bluetooth or

HomeRF), the power will vary between tens of milliwatts and hundreds of milliwatts.

When speaking of the power output of these blocks, one common unit used is dBm,

which is the output power in dB referenced to 1-mW. That is, the output power in dBm

is given by

^dBm - Eq.2-1

where P is deHned in watts. Thus 1-W is equivalent to 30dBm, 100-mW is equivalent

to 20 dBm, etc.

In the cases where the power output is on the orderof hundreds of milliwatts or

more, the power that the PA needs to deliver to its load in itself is a large percentage of

the total power consumed by the entire transmitter. The power that needs to be

delivered will be taken from the source that powers the PA; in the case of a portable

unit, this will be the battery. In essence, the PA converts the DC power from the battery

into RF power delivered to the load. Unless that power conversion is lossless, which is
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possible only as an ideal abstraction, the PA itself will consume power, over and above

what it delivers.

The measure of how much power a PA consumes in this conversion is one of

the key performance parameters used to gauge PAs, especially those PAs used for

portable applications. Because PAs in portable applications are driven from a source

with a finite amount of available energy, power consumed in the PA directly goes to

reducing the battery life. This metric is known as the PA's efficiency, given by

. Power Delivered to Load ^ ««
Tl = efficiency = -r =: r- Eq. 2-2

Power Drawnfrom Supply

Since the PA is really converting the DC power of the supply into the RF power

delivered to the load, the maximum efficiency is 1, or 100%. That is, if there is no

power consumed in the PA - all the power from the supply is sent to the load - both the

numerator and the denominator in Eq. 2-2 are the same. However, since this is only

ideally possible, the biggest issue in PAs today is maximizing this metric.

Furthermore, there are variations on this metric that give us more information

about the PA. The drain efficiency is defined as

j . Power Delivered to Load ^
Tijj = drain efficiency = — — ——tt.— • Eq. 2-3£/ ✓ Power Consumed in Final Stage

This tells us how efficient the final stage, often referred to as the power stage, is. The

most common efficiency metric used, though, is the Power-Added Efficiency (PAE).

The one thing missing in the previous two versions of efficiency is any idea of how

much power is needed to drive the input to the PA. In a real-world PA implementation,

the power needed to drive the PA is also drained from the power source, and while that

power loss can be accounted for in the previous stage, including it in the PA

performance metric allows for two different PAs to be compared. If one PA has a better

PAE for the same output power level and same overall efficiency than a second PA, it

would be preferable to use the first PA; overall, less power would be drawn from the

power source. PAE is defined as
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p^E = ^RFin Eq. 2-4
^DC

So the PA that delivers IW to the output, consumes 2W, and must be driven by a

lOOmW input (PAE=45%) is not as good as the PA that delivers IW, consumes 2W, but

needs only ImW of input drive (PAE=49.95%). Since most PAs on the market are

discrete components, the input drive is a critical concern for designers who plan to drop

these discrete components into their designs. At RF, most discrete components are

input-matched and output-matched to 50£2, potentially requiring a large amount of

power to drive the input of one of these components. Conversely, if a component is

being designed in a single-chip, integrated environment, the input to the component can

bemade nominally capacitive (especially in CMOS, where the gate input is capacitive),

and very little "real" power needs to be consumed to drive it.

Another key issue in thedesign of PAs is the issue of linearity. With efficiency

being so dominant a concern in the end, designers look to boost the efficiency by any

means necessary, even if it comes at the expense of another design parameter, like the

linearity. In many systems, however, that is not an unreasonable trade-off; the reason

being that many communications systems in use today utilize modulation schemes that

allow for reduced linearity performance in PAs. In general, modulation schemes canbe

separated into two basic categories: constant-envelope and non-constant-envelope. In

the former, there is no symbol information contained in the amplitude of the transmitted

signal, and thus there does not need to bea linear relationship between the input and the

output; the output signal will contain only one magnitude at a given time. In the non-

constant-envelope case, there is symbol information contained in the transmitted signal,

so the PA must accurately amplify the amplitude of the signal that it is driven with.

Non-linearity in the PA can cause the transmitted signal to contain the incorrect

information, corrupting the communications link.
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In the constant-envelope modulation scheme, the symbol information is

transmitted in the phase of the transmitted signal. Therefore, what is important is that

the signal path not distort the phase of the signal. Unlike the non-constant-envelope

case, the signal to be transmitted will have a constant amplitude, since no information is

contained therein, and the PA will convert that to a constant amplitude output signal.

Even if the PA does not linearly amplify differing input amplitudes, that is acceptable;

only one amplitude will be present at any given time. In general, PAs for cellular

systems must be able to control their output power level, meaning that they will have to

supply different levels of power at different times, but as long as the input-output

relationship is known, the input level (an be varied to reach the desired output level

(which will still be constant amplitude). The power level variations in the mobile unit

usually only vary in between frames (transmit times) for constant-envelope modulation

schemes; in a given frame, the power level is constant.

Phase distortion in cellular PAs is a concern among designers. In cellular PAs,

especially those in the mobile units, phase distortion manifests itself as spectral

regrowth [11], which is often characterized by the Adjacent Channel Power Rejection

(ACPR) of the PA. In the frequency domain, the power of the desired signal, which is

mostly contained in a specified band, will be spread outside that specified band if the

phase information is distorted. Unfortunately, most cellular standards have stringent

requirements on the amount of power that can be transmitted in adjacent channels, in

order to prevent interference between mobile units. It can be shown, however, that the

cause of phase modulation in PAs is AM-PM distortion, or Amplitude Modulation-

Phase Modulation distortion. Nonlinear PAs will convert possible amplitude

modulation in the signals at the input into phase modulation in the output, which will

cause phase distortion[11], but if the input is constant amplitude, the phase information

will be converted without distortion. For different amplitudes, the phase delay may be

different, but because the amplitude is constant in a given frame, the relative phase

between symbols will be unchanged, and the signal will be correctly transmitted. As a
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result; PAs with heavy nonlinearities can be investigated for use in systems using

constant-envelope modulation schemes.

2.4 PA Classes

In general, PAs can be placed into two different categories: one in which the

device nominally acts asa current source (i.e. in its amplifying mode), and one in which

the device acts as a switch. One common convention is to refer to the former group as

the "linear" class of PAs, even though the specific implementation may have a very

nonlinear relationship between input and output. The second category is then usually

referred to as the "nonlinear" or "switch-mode" class mode of PAs. Each of the

categories has several different sub-classes, which are used to identify the topology

used in a particular implementation. Other works go into great detail regarding the

different PA classes[8][9][10][13], so that work is not repeated here. A brief look at the

different categories and sub-classes will be presented here for the sake of background,

but the references should be used for a deeper understanding.

2.4.1 "Linear" or Amplification-mode PAs

The term "linear" is enclosed in quotes because the actual input-output

relationship of PAs in this category does not have to be linear; as stated earlier, this just

identifies the group of PAs in which the device is intended to operate in its amplifying

region. For PET devices, that would be the saturation region, whereas for bipolar

devices, that would be the forward-active region. Since the devices are meant to

operate in their amplifying region, it should be apparent that there will be some

relationship between the magnitude of the input and output, regardless of how linear

that is.

The big issue in the design of "linear" PAs is the trade-off between linearity
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(i.e. the linearity of the input-output relationship) and efficiency. The most linear PAs

are those in which the ampHHcation device is always conducting current; the

instantaneous current through the device is a function of the instantaneous input, to first

order. However, in order for this to be true, the DC bias of the input signal must be

quite high, to allow for the device to still conduct current when the input swing is at its

lowest point. As a result, the average power that is consumed, even when no signal is

applied, can be quite high, and the efficiency will suffer. The above description

describes the group of PAs known as Class A PAs, in which the amplifying device

conducts current for the entire input sinusoid cycle. Figure 2-4. shows the basic

Li Rqut

"O Vqut

Input bias Voltage

(a). A Basic Class A
Implementation

\
(Threshold Voltage)

(b). Input Signal for
a Class A PA

Figure 2-4. Class A PA Operation

Output bias Voltage

(c). Output Signal
for a Class A PA

implementation and operating conditions of a Class A PA. The amplifying device

(shown here as an FET device) is biased in such a way that it always remains in its

ampliEcation region, even under maximum input signal conditions. The input bias

voltage is set such that the maximum input swing keeps the input signal above the

threshold voltage required to keep the device on (Figure 2-4.b). The output voltage

swings around its bias point; in general this is the voltage supply, Vdd. In an ideal

view, the maximum amplitude of the output swing is just VDD, which can help us

determine the peak efficiency of the Class A configuration. If we consider that

= average current Eq. 2-5
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then the peak efficiency is given by

I0 DD o 1
Ti = = ^ i = 50% Eq. 2-6

Vdd'o ^
So the peak efficiency of the Class A PA is 50%. However, this is in general not

approachable in a realistic implementation. First, most components (both passive and

active) will have some amount of real resistive loss in them, and thus there will be some

measure of resistive loss due to the current flowing through these parasitic resistances.

Moreover, in practice, getting a peak voltage swing of Vdd is usually not possible, as

the amplification device will leave its amplification region and enter its resistive region

(linear for FETs, saturation for bipolar devices). As a result, the peak voltage swing is

reduced; these and other real issues limit the attainable efficiencies of fully Class A PA

implementations to about 30%.

The next possibility would be to consider a PA with a device that was not

conducting current all the time. This is the idea behind the Class B PA, sometinfes also

referred to as a "push-pull" output stage. In standard implementations, two

amplification devices are used, each of which amplifies the signal for half the

sinusoidal period. The easiest way to accomplish this is to bias the devices such that

they are on the edge of conduction in the quiescent state, and then to have the voltage

excursions in each direction turn the appropriate device on. That is, as the voltage

starts to go above its steady-state value, one of the devices will turn on; as the voltage

falls below its steady-state value, that first device turns off and the second device turns

on. Figure 2-5. depicts a common implementation and the standard waveforms of the

Class B PA. Because each of the devices is only conducting for one half of the input

cycle (and not consuming power for the other half of the cycle), the efficiency of this

implementation is greater than that of the Class A implementation. The theoretical

peak efficiency of the Class B PA can be calculated to be

Ti = 5 = 0.7S = 78% [12]. Eq. 2-7
4
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Figure 2-5. Class B PA Implementation

In practice, efficiencies of the Class B implementation can reach 50% or slightly more.

However, the linearity of the PA is degraded in this implementation. Not only are there

issues of matching between the two devices (if the gain through the devices is not

exactly the same, the output will not be a smooth sinusoid), but if the two devices are

not biased exactly at their threshold voltages, the issue of crossover distortion arises.

Crossover distortion occurs when both devices are in their off-states when the input

signal crosses zero. So while the efHciency of the stage has increased, the linearity has

decreased.

One method of achieving somewhat better linearity is to compromise between

the Class A and Class B implementations. This is known as the Class AB

implementation. The PA is now biased such that it is on for more than half the cycle

(but not the entire cycle). In this case, the issue of a "dead" period when the crossover

point is reached is avoided, because there is a portion when both devices in a push-pull

implementation are on. In narrowband RF implementations, Class B and AB PAs can

also be implemented using a single device, as an RF filter at the output can be used to

extract the fundamental frequency component of the output waveform. Normally, a
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single device implementation would pose a problem, in that the device would be off for

part of the input cycle, giving a chopped, and thus extremely distorted, waveform.

However, through the use of narrowband RF filters, the component of the output

waveform at the fundamental frequency can be extracted, and the amount of distortion

can be reduced.

It is precisely because of this narrowband nature that it is possible to use a PA

in which the bias voltage is further reduced, below the turn-on voltage of the device.

This is the Class C PA, the focus of this work. The Class C PA will be discussed in

great detail in Section 2.5, but briefly, the PA is biased below its turn-on voltage, and

the input drives the device on for a small portion (less than half) of the input cycle.

This creates a pulsed current in the device; this pulsed current is then filtered, so as to

extract the fundamental frequency component, which is then passed to the resistive

load, creating an output waveform that is at the fundamental frequency. Again, this will

be discussed in more detail in Section 2.5.

2.4.2 "Nonlinear" or Switch-mode PAs

The group of Nonlinear PAs is also known by a more descriptive name: switch-

mode PAs. These are the PAs in which the device is meant to act as a switch. For RF

PAs, the two classes of switched mode PAs which have received the most attention are

Class D PAs and Class E PAs. If the process of signal amplification is thought of as a

power conversion process, then switched mode techniques used in power conversion

systems, such as DC-DC converters or regulators, can be used in these PA applications.

That is the heart of the Class D and Class E architectures.

The Class D PA is the first of these switched-mode classes of PAs, and has

recently been implemented in a CMOS implementation[15]. In the Class D PA, current

from the supply is steered between the device, when the switch is closed, and the load,

when the switch is open. The Class D architecture is similar to what is used in a bridge
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DC-DC converter[13]. In that style of DC-DC converter, devices acting as switches

change the polarity of the input voltage onto the load, and the resulting output is

averaged to create a output voltage that is some fraction of the input voltage, depending

on the duty cycle of the switching. This push-pull action can also be used in the design

of an RF PA, where the load is connected to switches which switch the voltage across

the load. If the switching is done at the output carrier frequency, the narrowband nature

of the transmitted signal allows the use of the RF filters to pass only the fundamental

frequency component. Again, because of the ability to filter out unwanted components

of the output signal, this type of amplification can be done with only one device, in

which case the power from the supply is either sunk in the device or the load. Because

of the use of a series L-C circuit tuned to the output frequency, the current in the device

will be a sinusoid for the period that it conducts current. If two devices are used, each

will carry a half-sinusoidal current waveform (each will be on for half of each cycle).

If the implementation of the switch is assumed to be ideal, i.e. no on-resistance and the

output voltage is exactly zero when the switch is closed, the ideal maximum efficiency

of the power stage can be 100%, as no power will be consumed in the transistor.

However, due to non-zero on-resistance, the maximum attainable efficiencies can be

dramatically reduced, especially in CMOS implementations; one published result of a

Class D PA in CMOS shows a drain efficiency of 62%[15].

The Class E PA, while like the Class D PA, uses the idea of soft switching in

order to further reduce any power consumed by the device in the switched-mode PA.

This class of PA has also been recently implemented in a CMOS implementation[16].

Essentially, the Class E PA tries to force the voltage on the output node to zero at the

instant that the switch is closed, so that there is ideally no time at that transition when

both the output voltage and current are non-zero[14]. Not only that, but there is also no

CV^ energy loss from the output capacitance discharging as the switch is turned on.

Similarly, the Class E PA is designed to force the current flowing in the switch to be

zero at the instant that the switch opens. Again, this is to ensure that there is no period
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of time around that transition when both the current and voltage are non-zero. Also, in

order to account for timing errors in the switching instants, the slope of the output

voltage waveform should also be zero at the instant of that the switch closes. Thus if,

there is any timing error in when the switch closes, the power consumed because ofany

overlap in the output current and voltage waveforms will be minimal; since the slope of

the output voltage at the correct instant is zero, the value of the output voltage at

instants close to the output voltage will be very small. The basic operation and voltage
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Figure 2-6. Class EPA Implementation and Waveforms

waveforms of the Class E PA can be seen in Figure 2-6[16]. In the figure, the switch is

used to represent the transistor. Like the Class DPA, the theoretical peak efficiency of

the Class E PA is 100%; again, practical considerations, especially in CMOS

limitations, have limited the efficiency to about 50%[16], although GaAs

implementations have reached close to 60% efficiency[17].

2.5 Class C Power Amplifiers

The focus of this work is the design and implementation of Class C Power

Amplifiers; in this section, the operation ofClass CPAs will be discussed in detail. As

state earlier, the Class C PA takes the progression from Class A to Class B PAs and
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carries it even- further. The simple explanation is to say that the device is biased below

its threshold or turn-on voltage; the input drive turns the device on for a small portion

of the input sinusoidal cycle. However, in order to completely understand what

happens in the Class C PA, a deeper investigation must be undertaken; this investigation

must not only include the Class C mode of operation as well as what happens when a

specific type of device is operated under those conditions.

2.5.1 Idealized Analysis

The basic implementation and operation of the Class C PA is shown in Figure
Threshold Voltage
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Figure2-7.Class C PA Implementation andWaveforms

2-7. The PA is biased below its threshold voltage, and the input signal drive turns the

device for a fraction of the input signal cycle. This in turn generates a current that is

pulsed in the device; the current is then filtered, with the fundamental frequency

component going through the desired load. Unlike a switched-mode PA, the theoretical

maximum efficiency is not 100%, which can be seen from the fact that the current and

output voltage waveforms are both non-zero at the same time; the device does consume

power. However, it can be seen that this overlap region is considerably smaller than

that in the Class A or B cases, and the voltage is close to zero while the current is non-
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zero, if the output voltage is indeed swinging almost down to ground. As a result, the

efficiency can be considerably higher than in the other "linear cases.

To further understand the operation of the Class C PA, a simple analysis can be

done, using an idealized model. First assume that the device to be used has some

function that relates the output current and the input voltage, as in Eq. 2-8:

W/CE = «/Cw)-

Assuming further that the input is sinusoidal, the current over one period can be defined

by the following piecewise equation:

0 for V,w< turn-on voltage
/ = Eq.2-9DEVICE Ijr for Vjff >turn-on voltage

In the narrowband RF case, the assumption is made that a narrowband RF filter can be

used to extract the fundamental frequency component of the current while suppressing

the higher order harmonics. Thus, using a Fourier Series expansion, the Current

delivered to the load is given by

'load =UDEVICE^ = ' Eq. 2-10
where X2 and Xj are the endpoints of the period during the cycle when the voltage is

above the turn-on voltage and thus current flows through the device.

Ideally, the load is a resistive one, so the output voltage is known to be

^OUT - ^LOAD^LOAD^^ '̂̂ '

Knowing this, the output power and efficiency can be calculated. The output power is

simply

^ 2

^OUT ~ 2 ^LOAD
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Finally, in order to calculate the efficiency, the total power drawn from the supply must

be calculated. The active device is the only element of the circuit that draws current

from the supply, so the total power consumed from the supply is

^DC - ^DD^AVG ~ 2ni Eq. 2-13

As stated earlier, the efficiency is just the ratio of Pqut 'o Pdc- However, as will be

seen in the next section, this is purely an ideal and theoretical analysis. Device non-

idealities make the full analysis much more difficult.

Class C PA Non-Idealities

Stated simply, there are many nonidealities in the Class C PA that are present

when a real device is used in the implementation. Among the factors that must be

accounted for are the finite gain in the device, region of operation of the device, and the

nonlinear output capacitance of the device. Each of these factors will be discussed in

detail in this section.

First, the finite gain of any real device which is used in this class of PAs

becomes a problem because the amount of current that is generated in the device is

small. An examination of the output current waveform makes this easy to understand.
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Figure 2-8. Class C PA Current Waveforms

Sample waveforms are shown in Figure 2-8. Bg is defined as the conduction angle,

which defines the portion of the cycle that the device is on, or conducting; it is

equivalent to the difference between T2 and Xj used in the previous section. As the
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conduction angle is reduced, the amount of current through the device is reduced as

well. More importantly, the magnitude ofthe fundamental frequency component, which

determines the power delivered to the load, is reduced as well. However, the efficiency

is increased at the same time. Taken to its logical extension, this says that as Sg

approaches zero, the efficiency tends to 100%, but the power delivered to the load tends

tozero as well! Since this extreme case is more ofa quirk than anything else, a realistic

Class C PA will never get 100% efficiency and any semblance of output power;

essentially, infinite gain would be needed to get non-zero output power in that case.

The second issue that must be considered is the region of operation of the

device, which becomes especially critical in the case of a MOS implementation. To a

first approximation, the region of operation of a MOS device is determined by its

terminal voltages. Assuming that the source and bulk are at the same potential, the

device conducts current when its gate-source voltage, Vgs» is greater than its threshold

voltage Vj. It is in the saturation region (in which it is best used as an amplifier) when

its Vqs is greater than Vj and its drain source voltage, V^s, is greater than the

difference between the and Vj. When Vpg is less than the difference between the

Vgs ^T» device is in the triode or linear region. Ideally, an MOS PA which is
supposed to be a "linear" PA should have its device in the saturation region while it is

on. However, under conditions where the output swing is at its maximum, the terminal
^DS

'in

Vcs-Vj

Figure 2-9. Class C Terminal Voltage Waveforms

voltages may violate that rule, as shown in Figure 2-9. Under conditions of maximum

swing, the output voltage, and thus the V^s of the device, will be less than the
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difference of the Vqs and the Vj of the device, forcing the device into the triode region

for a portion of the input cycle. As a result, the operation of the entire circuit is

affected during this peak condition, and cannot be so easily described. This mode of

Class-C operation is known as mixed-mode Class C operation[10], as opposed to "true"

ClassC operation, or the case described in the idealized section (the device is always in

its amplification mode when on).

2£3 Benefits of Class C PAs

In the previous sections, it has been established that Class C PAs can not, even

theoretically, reach 100% efficiency with any real power output, and that at maximum

power output conditions, the Class C PA so deviates from ideal operation that it is very

difficult to accurately describe the operation. The question that arises next is why such

a PA should be investigated then; switched-mode PAs may offer equal or better

efficiencies, without the design complexities and uncertainties that come with the Class

C PA. The answer to this lies in the relationship between input amplitude and output

amplitude of the respective PAs. In the Class C case, while the input-output

relationship is nonlinear, the output amplitude still varies with a varied input level.

However, in the case of switched-mode PAs, the output amplitude is fixed relative to

the input amplitude. Since the device used in the PA is meant to act like a switch, the

input signal, once large enough to close the switch, does not further affect the output

amplitude, to first order. Because switched-mode PAs work by "switching" the voltage

across the load between the supply and ground, the only way to control the level of the

output is by controlling the supply voltage; therefore, in switched-mode PAs, an agile

voltage regulator is needed in order to control the output power level. That is one more

block that needs to be designed, and one more block that directly reduces the efficiency

of the PA. While constant-envelope modulation schemes have constant power while

transmitting in a given frame, most cellular communications schemes require that the

mobile PA be able to transmit different power levels at different times, depending on
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the conditions around the mobile user. The Class C PA can do this simply by varying its

input signal level. This advantage, added to the efficiency improvement that can be

gained over standard Class A or B PAs, makes this investigation important.

Even more importantly, the future of communications systems is moving

towards non-constant envelope modulation schemes. As the demand for higher data-

rates in wireless systems becomes overwhelming, the next generation systems are

moving towards including data in both the amplitude as well as phase of the transmitted

signals, requiring very linear PAs. There are two ways to improve PA linearity. The

first is to use an extremely linear, but highly inefficient PA, like a Class A PA. This

solves the linearity problem, but dramatically reduces the battery life of a portable unit.

The second solution is to continue to use a higher efficiency PA architecture (like Class

C or higher), but then to try to improve the linearity of the PA or the entire transmitter.

There are several schemes for transmitter linearization, including Cartesian Feedback

[18], Digital Predistortion[19][20], and Feed Forward[21], among others. One benefit

of the Class C PA over the switched-mode PAs in this case is that because of the input-

output amplitude relationship. Class C PAs can be used with methods like Cartesian

Feedback, which vary the amplitude of the input.

Therefore, an investigation into the design of a Class C PA is needed; the Class

C PA does have benefits over the more linear types of PAs (i.e. better efficiency), as

well as over the switched-mode classes of PAs, as stated above.

2.5.4 What Is Needed

In order to design and implement a Class C PA, a lot of work is needed. First

and foremost, the issue of the mixed-mode PA must be addressed. To this point, no

clear method exists to design a mixed-mode Class C PA. It would be beneficial if some

type of design methodology or design guidelines existed, whereby a designer could

avoid the blind utilization of circuit analysis software as the sole means of reaching the
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desired desigB goal. Currently, the method used to design extremely non-linear

amplification-mode PAs is extremely empirical. A simple flow chart indicating the

standard procedure is shown in Figure 2-10. An optimum load resistance is determined
Sufficient

Perfonnance

Available

Voltage
Swing

Optimum
Load
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Determine

Required
Current

Select

Discrete
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Done

Extensively
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Figure2-10. Standard Non-linear PADesign Procedure

from the voltage swing available of the output of the device. In general, these PAs are

designed using discrete transistor devices; as a result, each of these devices is

extremely well-categorized and its performance is well-known. A device is selected,

and a corresponding output matching network is selected as well. The PA is simulated;

if the performance meets the desired requirements, the design is done. If not, a

different device is chosen (or different design parameters, such as bias, etc.) and the

process is started again.

In the case of an integrated CMOS implementation, however, this is not really

a viable solution to the problem of PA design. The type of characterization available

for the discrete devices mentioned above is not available for integrated devices.

Furthermore, while in the case of discrete devices the set of devices to choose from is

finite, in the case of a CMOS PA, a whole continuum of possible devices is available, as

the device size (both width and length) is an entirely free variable in the design. As a

result, a less exact, scalable model is the only one that is available. Using the method

described above in this process would be extremely difflcult, as there is no a priori

method of limiting the device choices as there is in the discrete case. As a result,

another method more suited to the CMOS case must be investigated. While the large-

signal operation of the circuit may be too complex to come up with a single simple.
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closed-form equation that encapsulates the entire problem, a simple method that gives a

designer an understanding of the trade-offs between certain design parameters and

allows the designer to significantly narrow his focus before reaching the stage of using

the circuit analysis software would be very beneficial.

The goal of the next chapter, therefore, is to present just that; a simple design

methodology which gives the designer a quick way to reach a reasonable solution which

can be used as a starting point in a circuit simulator. Instead of having to use a circuit

simulator to understand all the design trade-offs inherent in varying certain design

parameters, the design methodology will help the designer do that, and leave the

resource-intensive circuit simulator for "tweaking" the design around a design point

reached through the methodology.
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3
Class C Theoretical

Analysis

3.1 Introduction

In Chapter 2, various classes of PAs were introduced, with a focus on the Class

C PA, which is the focus of this work. As stated in Chapter 2, a design methodology for

designing Class C PAs, especially those in which the device might leave its

amplification region and enter its "switch-like" region of operation, isn't currently

available. In this chapter, a simplified design methodology will be described. In order

to remove some of the complexity inherent in the methodology, this work will focus on

using MOSFETs as the active devices in the PA. The method for designing the PA will

be built on a straight-forward model of the MOS device, as explained in the next

section. Reasons why that particular model may be used in this work will also be

explained. Once the MOSFET model has been introduced, the steps involved in

developing a valid PA design that meets all the required specifications will then be

introduced. First, the general method will be examined, after which the method will be

applied to a sample design. Furthermore, the work in this section will initially focus on



the design of the "output" stage of the PA; that is, the stage which actually drives the

output (in most cases, the RF filter and the antenna). In general, the design of the

earlier stages of the PA is less complicated than that of the output stage. Methods for

designing those stages will be addressed at the end of this chapter.

3.2 CMOS Device Model

3.2.1 CMOS Device Basics

The MOS device is 2l field-effect transistor, i.e., the electric fields in the device

are responsible for the current flow. A cross-section of a standard device is shown in

Figure 3-l(a). The device has four distinct electrical terminals: the drain (D), the gate

oxide

Figure 3-1.MOS device cross-section

(G), the source (S), and the bulk (B); the electrical symbol for the transistor is shown in

Figure 3-1(b). Current flows from the drain to the source, and is controlled primarily

by the signal applied to the gate, but also to a lesser extent by the signal on the bulk.

The simplest model for this flow ofcurrent is the first-order square-law model defining

the relationship between the signals at the 4 terminals. This model in its simplest form

states that the current flow between the drain and the source, I^s, is related to the gate-

to-source voltage Vqs and drain-to-source voltage V^s in the following manner:
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Vf is the threshold voltage for the MOS device, which is determined by the material

properties andgeometries of thedevice. |i„ is the electron mobility, which is a constant

describing the ability of electrons (or holes, if holes were the free carrier in the device

of interest) to travel in the bulk material (in this work, silicon; electrons have a

significantly higher mobility in Gallium Arsenide). Cqx is the capacitance inherent in

the gate oxide, which is just the dielectric constant of the oxide (e^^) divided by the

thickness of that oxide {tox) Ihe particular device of interest. Wand L are the width

and length of the particular device. From the equation, it can be seen that when the

gate-source voltage is below a certain threshold, no current flows in the device. When

the gate-source voltage exceeds that threshold, but the drain-source voltage is less than

the amount by which the gate source voltage is "on," the current is a linear function of

the gate-source voltage (and also dependent on the drain-source voltage). Finally, in

the final region of operation, the current is dependent on the gate-source voltage

squared, and also approximately independent of the drain-source voltage, especially if

the (l+XVps) term is ignored. While this can be an important component in an exact

analysis, as an approximation, it is useful to ignore that term in this work, as will be

shown later in this chapter. These three regions are known as cutoff, linear or triode,

and saturation, respectively. The saturation region is the one in which the gate voltage

is most amplified in the form of the output current. Ideally, for any application in

which an incoming signal is to be amplified, the MOS transistor should always remain

in the saturation region, thereby affecting the largest gain.

However, as the amount of current that the transistor drives increases, so does

the magnitude of the signal on the drain of the transistor, potentially causing the drain
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voltage to be pulled below the gate-source voltage. At this instant, the device moves

into the linear region, and now the current is also dependent on the drain voltage (and

not primarily controlled by the gate-source voltage). As an example,^ consider the

ViN

O Vqut

Figure 3-2,Single Transistor Circuit andWaveforms

simple single transistor circuit shown in Figure 3-2(a). As the magnitude of the input

sinusoid increases, the magnitude of the current flowing from drain to source does as

well, and at some point, the output voltage will become so large that the transistor will

be forced into the linear region. What exacerbates this problem is that the MOS device

is an inverting device; that is, the output signal has the opposite polarity of the input

device. The problem itself is illustrated in Figure 3-2(b): as the input sinusoid reaches

its maximum, the output sinusoid reaches its minimum. This forces the device into the

linear region much earlier than if, say, the device was a non-inverting device and the

input and output voltage waveforms were in phase.

All of this is importantbecause it does not allow the circuit to be analyzed in a

simple linear method in which the input and output are decoupled. In many circuit

designs, the design process begins with a linearized model of the transistor to be used,

incorporating well-known small signal parameters such as and r^,. These linear

elements can then be analyzed to come up with closed-form relationships for different

circuit topologies, allowing for the design process to go forward and for a designer to

approach the circuit solution for a set of specifications. However, in the case of a
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power amplifier (PA), the design is significantly different. First, the small-signal

linearized model of the transistor cannot be used in the design process; the signals in

the output stage of the PA are too large. Second, the transistor used in the PA can

potentially operate in all 3 of its distinct regions of operation. If it could be guaranteed

that the transistor would remain in the saturation region while on (the "true" class C

operation described in Section 2.5), a closed form solution might be approximated, as

the relevant equations for the drain current do not depend on the drain voltage.

However, the transistor will be forced into the triode region as well, preventing a

closed-form solution from being reached. Another way to understand the difficulty is

to realize that in the triode region, the MOS transistor is thought of as a variable

resistor. In other words, the transistor transforms from an open circuit (turn-off region)

to an amplifier (saturation region) to a resistor (triode region). Any design

methodology described in this section must account for these changes.

3.2.2 Validity of Model

Certainly, the model described in Section 3.2.1 is an extremely simplified one;

the current models that are used in circuit analysis programs like HSPICE, such as

BSIM3, are significantly more complex, and are usually based on data taken from

actual devices during a device characterization phase. A transistor model like BSIM3

can have as many as 25 parameters[31], making it somewhat unwieldy for use in a

simple design process. Because the goal here is to come up with a procedure that

allows the designer to generate a workable design without first resorting to circuit

analysis tools like SPICE, the more advanced models should be removed from

consideration. In this chapter, two additional simplifications will be made to the square

law model presented in Eq. 3-1: first, the (1+A.Vds) term in the saturation-region

equation for the drain current will be dropped, in order that the input voltage and output

voltage will be decoupled while the device is in saturation, and second, an average

value will be used for the variable drain-bulk capacitance, which is a common



3.2 CMOS Device Model ^ 39

approximation made in these designs in any case. The first approximation is not as

problematic as it might seem, as in this particular case, the device is primarily

conducting current while the output voltage is low, so the term will generally be

small and decreasing during the time that the device is on, reducing the error due to this

approximation.

It is also important to investigate where the simple square-law model deviates

from reality, and to understand if and how this deviation affects the design process or

methodology that will be investigated in this chapter. In a short-channel MOS device,

the operation of the device can deviate greatly from the predictions of the square-law

model, especially under certain circumstances where the device is under great strains

due to the signals applied at the device terminals. A few of the potential deviations

from the basic square-law model will be examined in the upcoming sections.

3.2.2.1 Short Channel Effects on Threshold Voltage

One of the critical parameters of the device model that is affected by the

continuing reduction in device geometries is the threshold voltage, V7'[22]. As the

device channel-length decreases, the depletion regions surrounding the drain-bulk and

source-bulk regions take up more and more of the channel. As a result, the amount of

charge needed to cause the inset of inversion is reduced, and thus the gate voltage

required to create a channel is also reduced. This can be modeled as a reduction in the

threshold voltage required to turn the device on. Furthermore, as the drain voltage is

increased (increasing the reverse-bias of the drain-bulk junction), the size of the

depletion region in the channel increases, further reducing the gate voltage necessary to

invert the channel and cause current flow. This effect is known as Drain-Induced

Barrier Lowering (DIBL)[32].

However, in the case of the particular architecture in this work, a critical point

to be noted is that while the device is conducting current, the drain voltage will
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generally be quite small. Since the MOS device is an inverting device, while the gate

voltage is at its maximum, the drain voltage is at its minimum. Therefore, the effect of

DIBL is ameliorated. As long as the peak voltage at the drain (which occurs when the

device is off) can be supported without damaging the device, this effect should not

impact the standard square-law model described earlier.

3.2.2.2 Short Channel Effects on Drain Current

The short channel nature of sub-micron CMOS can also affect the current

flowing in the channel, through its effect on two critical parameters. First is the effect

on themobility of the free carriers in thechannel (p), and thesecond is theeffecton the

velocity of the carriers in the channel. Since this work is primarily concerned with N-

type devices, in which electrons are the free carriers, the terms free electrons and free

carriers will be used to mean the same thing.

As the electric fields in the channel increase, both the mobility and velocity of

the free electrons is adversely affected. In the case of the mobility, the transverse

electric field (caused by the gate voltage) is the source of the degradation. At low

transverse electric fields, the mobility is the factor which relates the strength of the

electric field and the free carrier drift velocity. However, as the transverse electric field

increases, the free electrons undergo an increased number of collisions with the surface

of the silicon (the interface between the silicon and the oxide). This degrades the

mobility of the carriersat the surface relative to theirmobility in the bulk of the silicon.

It is important to remember that it is the gate voltage overdrive that causes this

degradation in the mobility; one way to limit the effect of this mobility degradation is

to ensure that the gate overdrive is not overly excessive. That is, if a restriction that the

gate overdrive should not reach a certain level is adhered to, the simple square-law

model may still be valid for the first order analysis to be undertaken. Interestingly

enough, this is a limit that is actually encouraged by the technology! As described in
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Chapter 4, CMOS is inherently a poor amplification technology, and as such, obtaining

an extremely large overdrive signal can be difficult and will require a large power

consumption in the pre-amplification stages. In order to maintain a high efficiency, a

more moderate drive level is beneficial, and thus the transverse fields in the channel

should not become excessive. This will mitigate the effect of gate-induced mobility

degradation, making the simple square-law model more applicable.

The second route through which the drain current is affected is through the

mechanism of velocity saturation. As the lateral electric field, due to the drain voltage,

is increased, the velocity of the carriers saturates (at about 10^ cm/s), reducing the drain

current below what might be expected from the classic square-law model presented

earlier. However, as stated earlier, because the drain voltage will be low when the

device is conducting current, to first order, the issue ofvelocity saturation should not be

too detrimental, and as such, the square-law approximation should not be too

inaccurate. Since the purpose of this analysis is not to provide a 100% accurate

construction of the operation of the PA but rather a first order estimate of the PA

behavior and key performance metrics, using a simplified model which is accurate to

first-order but somewhat less accurate under heavier scrutiny is still valid.

3.3 Class C Circuit Basics

Section 2.5 analyzed the operation of a "true" Class C Power Amplifier (PA),

and further went on to describe the operation of a mixed-mode Class C PA and the

difficulties in designing such a PA. In the previous section, a simple device model for

the MOS transistor was described and the validity of said model for use in an a priori

design process was confirmed. So now the question of how to actually begin designing

a PA (and thus a method for that design) must be addressed. What first must be

investigated is the circuit topology and the limitations that impact the design, which are

needed to start the design process.
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33.1 The Circuit

The first step in the process is to determine the circuit to be analyzed. As

described in Section 2.5, the simplest Class C PA is of the architecture shown in Figure
Vdd ^dd

X

O Vqut —O Vqut

H

Hgure 3-3. Class C PA

3-3(a). Shown in the figure is only what is generally the final stage of a PA, which

consists of a single transistor and a tuned output circuit. The inductor and capacitor at

the output are tuned to resonate at the RF carrier frequency, which forces all the current

at that frequency into the resistive load.

However, the transistor in Figure 3-3(a) has parasitic components that must be

accounted for when analyzing the circuit. First and foremost, the CMOS transistor has

a significant non-linear capacitance between the drain and bulk. Because the bulk

connection is generally connected electrically to the source, that capacitance appears

between the drain and ground. This capacitor, especially in the case of CMOS, can be

so large as to encompass the entire capacitance of the LC tank. As a result, the actual

circuit implementation may end up looking like the circuit in Figure 3-3(b). In this

case, the inductor actually has a second function; not only does it serve to resonate the

drain capacitance, but it also serves to bias the circuit. It provides the DC bias point to

the drain, and allows the resonance of the output to occur around the supply, thus

offering a greater amount of headroom than if the output were resistively biased.

Furthermore, an idea of the size of the device to be used in this design must be

reached. The size of the device will determine part of the output network, as mentioned
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in the following sections. Without any other restrictions, the device size would be a

variable that couldbe changed arbitrarily to determine the optimum solution. However,

this is not the case with a sub-micron CMOS process. As detailed in Chapter 4, the

output voltage magnitude is limited by the oxide breakdown voltage of the MOS device,

and thus the minimum amount of current needed to generate the required output power

is set. The limited voltage swing sets the optimum load resistance to be approximately

J^MAX) Eq.3-2
"opt 2Pgp '

where is the desired peak output power and V^ax the available peak voltage

swing. This in turn sets the magnitude of the current waveform that must pass through

the resistor to be

Eq.3-3

This will narrow the range of potential values for the size of the device to be used, as

the device must be able to generate this much current at the carrier frequency. The

device size will be necessary when determining the output network, which will be

detailed in Section 3.3.3. The parasitic drain capacitance of the device will determine

the magnitude ofthe parallel inductor used to tune it out. Since the drain capacitance is

a direct function of the size of the device, the inductor value required canbe determined

from the size of the device.

33.2 The Input

Now that the actual circuit has been realized, the next step is to understand the

exact nature of the input waveforms. As stated in Section 2.5.1, the Class C PA has an

input waveform which is above the transistor threshold for less than half the input

period, resulting in a pulsed output current. These waveforms are reproduced here in

Figure 3-4. However, it should be noted that the waveforms in Figure 3-4 are only
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Figure 3-4. Class C PA Waveforms

approximate; the current waveform shown assumes a "true" Class C PA. While the

mixed-mode Class C PA will also conduct current during the same times as the "true"

Class C PA, the fact that the MOS transistor may enter the triode region for a portion of

its on-time will cause the actual current waveform to differ from that shown. The goal

of this chapter is to create a method that may predict the current waveform, in order to

simplify the design process.

It should be apparent that because of its nonlinear nature, the Class C PA will

generate considerable energy at not only the RF carrier frequency (also referred to as

the fundamental frequency), but also at harmonics of the carrier. Ideally, the higher-

order harmonics would be shunted into the tank circuit and no harmonic components

would flow in the resistive. However, because the components that make up the LC

tank are decidedly non-ideal, the tank will not completely cancel the other harmonic

components at the output. The PA output will be the sum of all of the frequency

components at the output as they pass through the non-ideal tank circuit.

One method of analyzing all that is happening in the circuit is to investigate

the problem in a purely frequency-domain manner. As is well known, any periodic

signal can be broken down and represented as sum of sinusoids of different frequencies.

In this manner, the input and output waveforms might be broken down to assist in the

realization of the desired design methodology. The Fourier series coefficients for a

given signal can be obtained by applying the following equations:
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T

On ~ Eq. 3-5

~j;J^(oJ)<'os(iia))rf(D Eq. 3-6
T

where F((Si) is the function to be broken up into its Fourier components. The function

then can be written as
oo

F((0) = 1*0+ ^ (fl„siii(n©)+ft„cos(#f©)) Eq. 3-7
n = l

Because the coefficients generally get smaller in magnitude as the value of n increases,

it is often enough to calculate the first few coefficients and use those few harmonics to

approximate the desired signal.

In the specific case of the Class C PA, the input waveform can first be

investigated. While the device is off {Vgs<^t)^ ^^e current flowing in the output is

zero, independent of the actual value of the input. When the device is on, the actual

amount of overdrive (the device ycs-VT) is considerably less than the amplitude of the

sinusoidal input, since the device is biased below V-p In other words, the device Vgst^t

can be written as

Vas-Vr = Vj +v^swe-Vr. Eq.3-8

where Vq is the bias voltage (less than Vj) and is the amplitude of the sinusoidal

input. Because Vq is less than Vp the above equation is positive (i.e. the device

conducts current) for certain values of 6 bounded by

Va

\

Va
asin <6 <71-asin Eq. 3-9

In other words, the device is turned on for a portion of the cycle centered around n/2.

Only the overdrive portion of the voltage causes any current to flow, so when doing the

Fourier series expansion, that should be the signal that is considered. Therefore, as an
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example, the fundamental frequency coefficients of the Fourier Series can be

determined by setting n=l in Eq. 3-5 and Eq. 3-6, as in

r®'fl. = J (V» + sm0 - Vj)sinQdQ. Eq. 3-10

In the equation, O^ and O2 represent the endpoints of the turn-on region of the MOS

device, given in Eq. 3-9.

In this manner, the actual overdrive signal can be broken down into its Fourier

components. However, analyzing this particular signal is not all that valuable, because

the signal then passes through the nonlinear MOS device and produces an output

current. If the square-law transfer function were applied to the version of the input

overdrive signal which was a sum of sinusoids at different frequencies, the output

would consist of a large number of cross-products due to the different frequency

sinusoids being multiplied together. A simpler solution might be to apply the square-

law transfer function to the input signal and then investigate the Fourier components of

the output current waveform, since that is the signal of interest. Furthermore, it is the

fundamental component of the output current waveform that ideally passes to the load;

the LC tank at the output will theoretically shunt all other harmonics to AC ground.

333 The Output

The output of the PA has several components, including the output of the

device, as well as the components that make up the output network, which are primarily

passive components. Each of those components must be understood before the circuit

can be analyzed; if the structure of the output is unknown, it is virtually impossible for

the operation of the output to be understood.

3.3.3.1 The Output Network

The output network is generally some combination of passive components

which are to be used between the transistor output and the antenna. Generally speaking.
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the antenna can be modeled (to first-order) as a 50S2 resistor. Furthermore, due to the

limited voltage swing available at the output, detailed in Section 4.2, that 50S2 load is

not the optimum resistance that the device needs to see in order to deliver the required

amount of power. As a result, an impedance transformation network which transforms

the 50Q otherwise seen by the device into the optimum resistance needs to be placed

between the device and the antenna. A simple output network is shown inFigure 3-5. A

Req
l^Trans

"1 ^
RLOAD(Ante°*Ja)

s "Trans

C
Cdb~[~ ^ransj

Figure 3-5. Output NetworkStructure

step-down network is used to convert the 50i2 load into a lower resistance at the output

of the device. A parallel LC tank is used at the output to force the fundamental

frequency component of the output current into the "load", which now consists of the

antenna and the impedance transformation network. As stated earlier in this chapter,

the capacitor in the LC tank is simply the drain-bulk junction capacitor of the device;

the inductor simply resonates in parallel with that capacitor at the frequency of interest.

The impedance transformation capacitor and inductor, labeled Cjrans ^rans

Figure 3-5, perform the transformation. If the impedance of the load and the desired

load impedance are known, the values of Lprans ^Trans determined

analytically by knowing that the impedance seen by the device needs to be Rqpt ^ 7*^'

i.e., the imaginary part of the impedance seen should be zero. This gives a two-

equation, two-unknown system, providing an analytical solution for Lprans and Cjrans.

At this stage, assuming that the output capacitance of the device can be

estimated, the inductance to be used in the LC tank at the output can then be easily

determined. An initial estimate of the device size can be approximated using the
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current information obtained in Section 3.3.1, giving a first-order estimate of the

passive components to be used in the output network.

3.3.3.2 The Drain Current

It was previously mentioned that the input gate overdrive (the Vgs-Vt) could

be decomposed into its fourier components using Eq. 3-4 through Eq. 3-6. A problem

arises, however, in how to apply the square-law transfer function to the decomposed

signal when generating the drain current Ip; one of the important issues that has been

repeated in this work is that the device does not act only as a square-law device, even if

the focus is restricted to the region where the device is on. It will enter the linear

region at some point as well, and accounting for that is one of the goals of this work.

The square law relation can not be applied blindly. The difficulty arises in that the

drain current is dependent on the drain voltage waveform while the device is in triode;

however, it is precisely that drain current which determines the drain voltage waveform.

Therefore, the key goal of the design methodology should be to construct the drain

current waveform, from which the output voltage waveform as well as the key PA

metrics (such as efficiency and harmonic distortion levels) can be obtained.

3.4 Class C Design Methodology

In Chapter 2, the current method for designing non-linear PAs was described,

and the fact that the empirical nature of such a method was not conducive to PA design

in integrated CMOS was discussed as well. As such, a less empirical method would be

preferable, as the well-characterized models available when using discrete devices are

generally not available for integrated CMOS devices. While the finalization of the

design will require compute-intensive simulations, without a less-intensive method,

finding a reasonable starting point with which to begin the design is not so easy.
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In the previous section, the circuit topology was discussed and a method for

determining a starting range for the particular components was described. Now that a

starting point for the circuit itself is known, the determination of the drain current can

proceed. However, this is a complex endeavor; as stated earlier, the drain current is

dependent on both the input voltage (Vqs) and the output voltage (Vds)- But it is

precisely the drain current that determines the output voltage! This interdependence

makes a direct, closed-form solution an unreal goal.

The question then arises as to how to determine the output current. An analogy

can be made between the case being analyzed in this work and the case where a

particular value needs to be found for a particular variable in a similar system. For

example, assume that the equation

x = Ke '̂'~'̂ Eq.3-11

needs to be solved for the variable x, where K is some known constant. A common

method of solving this equation for the correctvalue ofx is iteration, in which a starting

estimate of x is used in the right side of the equation, and the resulting value is then

assigned to x and then used in the right side of the equation again. Eventually, the

result of the right side will level off and approach the desired value. The number of

iterations required to approach the final value will depend on the initial estimate.

A similar method can be used in the case of determining the output current

waveform. Certainly, the desired final goal is not a single value but a waveform;

however, the ideas are comparable. In order to approach the final value of the drain

current, an initial estimate must first be assigned. That initial estimate yields a

particular drain current, which can then be used to refine the initial estimate of the drain

current. Note that a key issue in determining the drain current is that the region can be

in either the saturation or triode region while on. As the drain current waveform is

refined with each iterative pass, so too is the drain voltage waveform, further correcting
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the transition region between the saturation and triode regions.

Furthermore, this method should be able to provide a solution for both the

"true" Class-C PA and the mixed-mode Class-C PA, which were described in Chapter 2.

The difference between the two cases is that in the case of the "true" Class-C PA, the

device remains in the saturation region when on, whereas the mixed-mode PA enters the

triode region. This is an extremely simple check to make, and allows for both "true"

Class C and mixed-mode Class C PAs to be designed. As a result, the method for

determining the drain current of the device used in the PA follows the steps illustrated

in Figure 3-6.

Dev. Use Sat.

Initial Estimate /Sat Equations

Assume Dev.

Always Sat.

Calculate

Triode

Treat Dev.

As Short-Ckt.

Figure 3-6. Steps for designing Integrated ClassC PA

From the steps shown in Figure 3-6, the first task in this approach is to

determine a viable and reasonable initial "value" of the drain current waveform, one

that is simple to start with yet will reach the final value without too many iterations.

The initial estimate should be a simply attained one, because otherwise, the iteration

technique would be less useful. It should also allow an approximate final value to be

reached without too many iterations; again, if the number of iterations needed is too

large, the technique is less useful. The best method of determining the initial estimate

is to examine what is known before starting the iteration, and using that data to make

the estimate. In this case, the input signal is fixed (for a given bias point and signal

amplitude), and the equations determining the operation of the device are known. One

possible method of determining the initial value to be used in the iteration is to start by

assuming that the device is in the saturation region while on, i.e. that it doesn't pass
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into triode. In this manner, the output waveform can be determined (even though it is

known to be incorrect).

Once the initial estimate is available, the iterative procedure can begin. In

each step, the drain current waveform needs to be determined, and a resulting output

voltage waveform must also be determined. Once the output voltage waveform is

known, that knowledge can be used in the next iteration to determine where the device

transitions from the saturation region to the triode region, and a more accurate drain

current waveform can be obtained. That process is then repeated until an approximate

solution is reached.

3.4.1 The Initial Estimate

Onepossibility for the initial estimate for the drain current waveform, as stated

above, is to assume the device is in saturation for the entire region, and then to

determine the drain current waveform that results from that assumption. The drain

current waveform, then, is given by Eq. 3-1 to be

Id = "2^^~
ignoring the 1+A.Vds term as discussed previously, and 0 for all other times in the

period of the input waveform. The radian values that mark the boundaries for which the

input waveform is greater than the threshold voltage can be obtained from Eq. 3-9.

It is apparent that the output current predicted by this equation will be much

larger than the actual output current, as the current through a device in the saturation

region is significantly larger than the current through the device in the triode region.

While the output current will be significantly large, the equation above provides a

simple closed-form starting point to the analysis. Using Eq. 3-12, the shape of the

output current is a pulsed current as shown in Figure 3-4 (the corresponding input

voltage is shown in Figure 3-4 as well). The current can be broken down into its
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Fourier components as described previously. Doing so gives the DC, first, second, and

third harmonic components to be

. ^W1
% ' 2 Lnj-(Vb -Vj.fsiny-2V^(Vg-Vr)(siB| + )- Eq. 3-15

\

The variables Vg, Vy^, and y are all defined as represented in Figure 3-4.

3.4.2 Iterating to reach final value

The equations above can then be used to estimate the resulting output voltage

waveform. Since the output network is known, the approximate output voltage is just

determined by the current flowing into that network. Approximating the output current

using the first three harmonic components, the output voltage is

Vq = Vj^jy-'[aiSin{<iit)zQ{(s^)-^biCos{2(Sit)zQ{2(ii)4-a^sin{3(iit)zoi3f^)^ Eq. 3-17

The output voltage given by using the first estimate of the current will more than likely

be quite unrealistic, hence the need for the iteration. With the saturation-region

assumption, the current will be severely over-estimated, leading to the resulting output

Eq. 3-16
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voltage swing being significantly larger than it is in reality.

However, the over-estimated current has provided an initial output voltage

waveform, which can then be used to refine the prediction of the output current. Once

the output voltage is known, the approximate regions where the device transitions from

saturation to triode can be predicted, and the full first-order MOS model can be used to

obtain the next iteration of the output current.

While in the triode region, the MOS device acts like a variable resistor, and as

such, the current through the device is really determined by the other elements of the

circuit. Those other elements of the circuit are primarily the inductors and capacitors

that make up the output network. If it is assumed that the device in the triode region

has an extremely small on-resistance, the voltage across the inductor to the supply will

have an approximately constant voltage across it. A simple approximation in this case

is that the device is acting approximately like a virtual short-circuit; it is holding the

voltage across itself virtually constant (due to the extremely small on-resistance).

While this is a decided approximation, it simplifies the analysis and allows the

methodology to move forward. Making this assumption, the current through the

inductor connected to the supply will ramp up linearly during the period when the

device is in triode (as it has an approximately constant voltage across it). The voltage

across the parasitic drain-bulk capacitor at that time would similarly be approximately

constant, and therefore no current flows through that capacitor. Finally, if the

assumption is made that the current through the load is ideally the fundamental

component of the drain current, it is straightforward to determine the current through

the device. The sum of the currents leaving the output node must sum to zero; in other

words,

'D +'Lynn ^ ^^UT =0^ tjy +IqUT^ '
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With the above information, the drain current during the period when the device is in

the triode region can be ascertained. In a given iteration, Iqut would simply be the

fundamental component of the current of the drain current from the previous iteration,

and is linearly ramping during the period that the device is in triode.

Putting the piecewise approximation together gives a description of the drain

current which can be broken down into its fourier components again to start the

second iteration. Due to the complexity of the drain current representation, the use of a

mathematical tool able to perform simple integration is beneficial. Obtaining a closed-

form equation for the drain current that can then be used to obtain Fourier coefficients

would be prohibitively complex. A simple tool such as MathCad(TM) can perform

these definite-integrals in a straightforward manner, and the results can be used in the

next stage of the iteration.

Once the iteration converges, it is quite straightforward to calculate some of

the key metrics, including the efficiency of the PA. The efficiency is simply the amount

of power delivered to the load divided by the DC power consumed. The DC power is

simply the supply voltage multiplied by the DC component of the current. The power

delivered to the load is determined by the amount of current that flows through the load.

This simple procedure can be repeated with the free design variables swept across

certain ranges in order to generate an first-pass solution, which can then be used in a

circuit simulator in order to optimize the design. In order to demonstrate this design

methodology, a design method is given in the next section.

3.43 A Design Example

The basic design methodology has been described above. The easiest way to

see the use and benefit of this method is to go through a design example. In a simple

design example, assume that a 125-mW, 1.89-GHz PA must be designed. The design

methodology presented above can now be used to determine an approximate circuit



3.4 Class CDesign Methodology • ^^

implementation. In this design example, any CMOS limitations presented in the

following chapter will be ignored for the time being. While these limitations are

critical, methods of limiting their impact will be presented in Chapter 5, and as a result,

the approximate solution can be determined independent of those limitations.

At this stage, the general circuit topology and output requirements are known.

The unknown which most impacts the final circuit is the size of the transistor to be used

in the PA. The device size impacts the output capacitance as well as the amount of

current available for a given input voltage swing. It may also indirectly affect the

optimum output resistance, for the peak current produced varies with the device size.

In a design of this type, a range of device sizes will be able to generate the

output power required by the system. Each device size will have a corresponding bias

and input signal amplitude, as well as output network. In the end, the one that appears

to be most optimum will generally depend on outside factors. For example, if reducing

the magnitude of the input signal to this final stage is required, a larger device which

requires less input signal to provide the same current may be the more optimum

solution. However, if the output device must be limited because of other factors

(generating the output matching network, for example), a different output

implementation may be the optimum one.

As stated earlier, the degrees of freedom available to the designer include the

size of the device (a theoretically infinite range of possibilities), the biasing of the input

and the magnitude of the signal applied there (which are generally related). In applying

the iterative design procedure to the problem of designing a class-C PA, one of the first

key steps is to identify a range of potential device sizes and input signal magnitudes

which may satisfy the design requirements. A simple lower bound on the potential

range of values can be set by examining the magnitude of the fundamental frequency

component of the drain current if the device is always saturated (the assumption that

provides the initial estimate in the design method). The amount of current provided by
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the mixed-mode PA will be significantly less than that provided by the true-mode PA,

since the device will enter the triode region where the amount of amplification is

reduced drastically. Furthermore, if it is assumed that the device will be in the triode

region for an extended period, the fundamental frequency component of the current

while in saturation should be somewhat larger than the amount required to provide the

peak power mandated by the speciHcations.

Conversely, a reasonable upper bound will likely be set by concerns related to

the efficiency and the ability to adequately drive the device. The current consumed in

the prior stages required to drive the final output stage is completely wasted, in the

sense that none of that power is consumed in the load. Only the final output stage will

transfer power to the load. The upper bound is dependent on the particulars of the

design, including the technology used, and the desired efficiency. For technologies

with the ability to provide large amounts of gain, the upper bound on the device size

might be quite large, as the ability to drive a large load may be available, and vice

versa.

In this design example, the potential range of device sizes used was 1000pm to

4000pm, while the peak signal input magnitude used was 2.1V, Using the initial

estimate that the device is in saturation, the fundamental frequency component of the

output current varies as shown in Figure 3-7(a) and Figure 3-7(b). The output power

increases quadratically, as would be expected from the use of the simple square-law

model described in Section 3.2. However, the efficiency rises without bound as well,

which is clearly not realistic. Furthermore, the magnitude of the output voltage (for a

given, fixed output resistance) also increases without bound, which will clearly send the

device into the triode region for some portion of the cycle.

As a result, the iterative procedure is required in order to accurately predict the

operation of the PA. In this procedure, it is quite simple to vary the design variables

and note the affect on the output power. After a few iterations, the output power and
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Figure 3-7. Initial estimate plots versus varying width and input amplitude
efficiency can be plotted against the width and the input signal amplitude, as shown in

Figure 3-8. For example, one solution with a reasonable input magnitude is highlighted

on the figures. For the input amplitude being approximately 1.7V, a device size of

approximately 3,000pm/0.35pm will provide the required output power; similarly, a

device of size 3,400|Lim/0.35p,m with an input amplitude of 1.6V will also provide the

required output power. If more input amplitude can be provided, a smaller device may

potentially be used. Conversely, if that amplitude cannot be provided by the previous

stages, a larger device might be required in order to provide the same level of current.

Furthermore, the effect of changing the input bias can be seen on both the

output power and the harmonic components of the output. In Figure 3-9, the plots

shown show that the level of the 3rd harmonic in the output current varies as the bias
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point is reduced, which is straightforward to understand. As the window of time in

which the current flows is shortened, the peak current mustbe larger in order to produce

the required magnitude of current at the fundamental frequency. However, the amount

of time for which the device is in saturation will vary as well. As a result, the higher-

order harmonic components will be changing, and that change is reflected in the graph

in Figure 3-9.

Finally, in order to investigate the validity ofthis method, the potential circuit

was simulated in HSPICE, and in Figure 3-10 the results are plotted against the results

obtained from the design method described in this chapter. As can be seen, the results
Predlctod and Simulated Reaulta va. Device Width
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Figure 3-10. HSPICE results versus MATHCAD results

match very well, and allow the designer to get an in-depth understanding of the

operation of the circuit.

3.5 Earlier Stages

A similar design procedure can be used for the earlier stages in the signal path.

Each stage can be modeled independently using one device and an output matching

network, although in the case of the previous stages, those matching networks will

generally by purely reactive instead of resistive. Furthermore, because the previous
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stages will not require the level of overdrive that the final, power stage requires, the

previous stages will generally consist of devices that remain in saturation throughout

the portion of the cycle that they are conducting (depending on the class of the previous

stages). By designing the final output stage first, the amount of swing required at the

output of each prior stage will be known prior to designing the stage, providing a design

goal for each stage.

3.6 Conclusion

In this chapter, a simple design methodology which approximates a simple

hand-analysis for the design of Class-C PAs was presented, which is useful in designing

PAs when a fully-characterized empirical model (such as those available for the discrete

transistors commonly used in PAs) is not available. This design method uses the most

simple MOS circuit model, the square-law model. This method was used in a simple

design example to provide a glimpse into the procedure by which the design method can

be used to design the PA. The result of the design method can then be used in SPICE

with a more complicated model and with more of the "real-world" encumbrances to

refine and finalize the design.



4.1 Introduction 61

4
CMOS Technology Limits

4.1 Introduction

In order to implement the PA in a CMOS technology, one must first understand

the limitations of CMOS with respect to the requirements of the PA. The PA must

deliver a large amount of power to the antenna while consuming a minimum amount of

power. In general, in order to maximize the Power Added Efficiency (PAE), which was

explained in Section 2.3, the magnitude of the input signal should also be quite small.

The smaller the size of the input, the less power consumed by the previous stage in

providing the required signal drive. So the gist of this is that the PA must provide

considerable gain without dissipating a great deal of power.

There is another consideration that must be accounted for in the design

process, dealing with what is often thought of as a second-order effect: namely,

parasitic resistance. Because of the large amounts of power that must be delivered to

the load, it follows that a large amount of current is required. While parasitic

resistances throughout the circuit are generally an afterthought in many designs, the

power dissipated in the parasitic resistance can be significant when calculating the
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efficiency. Wherever possible, the current must be minimized, but especially in the

output stage of the PA, where the most current will be flowing.

However, CMOS technologies are, in general, not conducive to satisfying the

above requirements. The next few sections will describe some of the limitations of

CMOS technologies, especially some of the advanced, sub-micron technologies, with

regards to the implementation of a relatively high-output power PA for mobile cellular

applications.

4.2 Breakdown Voltage In Sub-Micron CMOS

The advent of sub-micron CMOS processes has really fueled the investigation

into implementing high-performance RF circuits in CMOS processes. The/^ of a MOS

device, which is the maximum frequency at which current gain is possible, is given by

GS L

So as the technology, measured by the minimum MOS device length (L), gets better, the

fj of the device improves. As thefj improves, the gain at theRF frequencies of interest

in cellular applications increases, and CMOS starts to become a viable technology for

some of these functions. However, in the case of the PA, while the increased gain is a

benefit, there is a significant drawback that is associated with the decreasing feature

size: the issue of oxide breakdown.

The gate oxide material used in the MOS device supports an electric field,

which is generated by the voltage across the oxide. In general, oxides that are not

significantly defective are thought to break down in two different ways [22]. In the

first mode, the oxide is thought to be defect-free, and can support electric fields on the

order of 8-12 MV/cm. The second mode of breakdown occurs at fields of moderate
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strength, on the order of 2-6 MV/cm. In this mode, the application of these moderate

fields can reduce the lifetime of the device, as the long-term stress across the oxide

causes it to breakdown either instantaneously or earlier than expected (known as time-

dependent dielectric breakdown - TDDB). It is thought that the existence ofdefects in

the oxide leads to the reduction in the lifetime of the device.

The exact causes for the breakdown and their mechanisms are not known for

certain; however, there are several theories which are highly plausible. One of the most

widely accepted theories is the hole generation and trapping model[23][24], in which

electrons under a sufficiently large field are injected into the conduction band of the

oxide by Fowler-Nordheim tunneling, as shown in Figure 4-1 [22]. Once in the oxide

Z
7 Oxide Traps
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Figure 4-1.Fowler Nordheim Tunneling

conduction band, these electrons are accelerated by the large field toward the MOS

substrate (which serves as the capacitoranode in the case of an NMOS device). A small

percentage of these electrons generates electron-hole pairs in the oxide. A fraction of

the generated holes may then be trapped in oxide traps (localized areas which are more

likely to trap positive charges than normal). These locally trapped positive charges

increase the field locally, increasing the tunneling current density. This positive

feedback effect causes the localized positive charge to increase. Once the density of

that localized charge reaches a critical level, the tunneling current through that region is

increased, and breakdown occurs.
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Another model of the breakdown mechanism agrees that electrons are injected

into the oxide through Fowler-Nordheim tunneling, but then postulates that these

electrons then undergo acceleration in the oxide[25]. The energy the electrons acquire

in the acceleration is dissipated when the electrons reach the anode by creating atomic

defects (for example, breaking bonds between silicon and oxygen) at the oxide

interface. These defects are positively charged, and thus attract any newly injected

electrons. As more electrons are injected, the defects directs the growth of the defects

into the dielectric; over time, a conductive path of these defects can be created between

the gate and the drain, eventually causing the breakdown of the oxide.

While the exact cause for oxide breakdown is not known, and the existing

theories do not necessarily agree, empirically, the progress of oxide breakdown can be

predicted. A general equation which can predict the lifetime of a device is
fGiDl

" • Eq.4.2

where TqCT) and G(T) are temperature dependent factors. At 300K (room temperature),

the equation simplifies to
350t,rJoV(ox'\

,-ii L Vox J

where tox is in centimeters, Vqx is in volts, and tgo is given in seconds.

Furthermore, the strain on the oxide differs if the voltage is constant (i.e. a DC

signal) or time-varying (an AC signal). An analysis of the impact of time-varying

signals gives[26]

BD

exp

^ 0

'in. dt, Eq. 4-4

where t and G are constants and Xgff is the effective oxide thickness. The effective

oxide thickness accounts for the severity of defects in the oxide; for example, in a

defect-free oxide, Xgff would just be the physical oxide thickness tox- ^q. 4-4 shows

that it is the accumulation of strain over time that causes the degradation in the long-
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term reliability of the device under strain. In the case of sinusoidal signals, the stress

on the device would be considerably less than it would be in the case of constant DC

voltage. However, it is generally much easier to work with Eq. 4-3 than Eq. 4-4, and

thus it is preferable to assume a constant stress on the device. Furthermore, because

long-term reliability is such a critical issue, it is often more wise to err on the side of

safety than to try to push the boundaries of the device; a device which breaks down

quite easily under stresses that are designed to be standard is of no use to anyone.

In general, the basic idea presented in Eq. 4-3 is that the oxide can support

electric fields up until a certain magnitude, labelled in this work as Once the

electric field in the oxide is greater than that critical field, the oxide will eventually

break down and will no longer function as a insulating gate; in fact, gate current will

flow across the nodes which caused the field to exceed the Ef^^. The electric field in the

oxide is related to the voltage across the oxide by the thickness of the oxide, i.e.

Eq.4.5

So, in order to keep the electric field in the oxide below a maximum, critical value, the

voltage difference across the oxide must be kept below the corresponding maximum

voltage. The cross-section of an MOS device is shown in Figure 4-2. The voltages

Figure 4-2. MOS Device Cross-Section

and Vqu must be less than the voltage Vcrit (or tox*Eox), or the oxide will break down,

rendering the transistor useless.



66 4.2 Breakdown Voltage InSub-Micron CMOS

As the minimum length in a CMOS process decreases, so too does the

thickness of the gate oxide; in order to ensure that the gate voltage retains control of

the channel, the oxide thickness must be reduced. Otherwise, the transistor is subject to

severe short-channel effects, such as Drain-Induced Barrier Lowering (DIBL)[22]. In

essence, if the oxide thickness is not decreased, the portions of the channel proximate to

the drain will be controlled more by the drain than the gate, resulting in the barrier to

conduction, i.e. the threshold voltage V7, becoming dependent on the drain voltage. In

order to prevent this from occurring, the oxide thickness is reduced as the channel

length is reduced.

The question arises, why is this breakdown voltage issue so important in the

design of the PA? The answer lies in the issue of how to generate a certain amount of

power when the available voltage swing is limited. The trade-off is to generate more

current, and this current is a significant issue in the overall efficiency of the PA. The

current is an issue not only because of the amount of current drawn from the supply, but

because of current flowing through parasitic resistances and increasing the overall

power dissipation of the circuit itself. If it is assumed that the output load can be

modeled by a given resistance (often 50S2 in the case of RF system implementations),

then a single-frequency, constant magnitude signal across the resistance will deliver a

power given by

_ . -2-2
VlOADIlOAD VlOAD ^LOAdRioaD ^ ^

PlOAD 2 =2R^^^ = 2

The output stage of a simple PA implementation would consist of a single transistor and

a tuned load, such as the one shown in Figure 2-7. The terminal voltages at the gate and

drain of the transistor are presented again, along with the difference of those terminal

voltages, in Figure 4-3. This difference voltage is the oxide voltage, which must be

kept below the critical oxide voltage in order for the PA to remain functioning properly.

The fact that the MOS device is an inverting device means that the maximum strain on

the oxide occurs when the input voltage is at its minimum value (and thus the output
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Figure4-3. PA Waveforms and OxideVoltage

voltage is at its maximum value). In the case of a Class C implementation, because the

input is biased below the threshold voltage of the device, it is possible for the input

voltage to go negative. So the maximum absolute voltage on the drain can be severely

limited. That being the case, there is only one way to still deliver a given amount of

power into the load: the reduced voltage must be traded for an increased current, and

the effective load impedance that the device sees must be reduced as well, so that the

maximum voltage swing across the load does not overstress the gate oxide. Eq. 4-6

shows that in order to achieve a given amount of power with a limit on the available

voltage, it is necessary to increase the current to the appropriate level.

Earlier, however, it was made clear that drawing a great deal of current will

detract considerably from the efficiency. It is in this area that processes like Silicon

bipolar and Gallium Arsenide (GaAs) have an enormous edge over Silicon CMOS.

Other technologies often have better frequency performance than CMOS; basically,

they have a higherff for a similar feature-size device. Therefore, such state-of-the-art

processes as are needed in the case of CMOS are not required for operation at a given

frequency. As a result, the breakdown voltages are considerably higher, requiring less

current drawn from the supply and increasing the overall efficiency. As will be seen in

later sections, those processes also have other advantages which beneHt PA

implementations. Not only is this breakdown issue directly a cause for concern, since

the current requirement can go up, quite dramatically in cases, but it also impacts other

issues indirectly, as will be discussed in greater detail.
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4.3 CMOS Transconductance

In the previous section, it was established that considerable current is required

in a CMOS PA in order to deliver a given power to the load. Knowing that, how is the

current generated? That is, what is the mechanism by which that current will be

delivered to the load? Simply stated, the MOS transistors available in the CMOS

process are used as transconductance devices; the transistor, in response to an input

voltage signal, supplies a current signal. A simple first-order approximation of the

MOS device, as used in Chapter 3, says that the large signal output current is related to

the input voltage by

'OVT = +^Vds) • Eq. 4-7

The MOS device is a square-law device with respect to its input signal drive, Vqs.

Moreover, that equation is only good in the region where both the Vqs is larger then the

threshold voltage and the Vqs is larger than the ^£>5. In this area, the silicon MOS

device falls short when compared to silicon bipolar or GaAs devices. In the bipolar

device, the relationship between the output current and the input voltage is an

exponential one, not a square-law. The result is that for a given overdrive voltage,

bipolar devices can provide significantly more current than a CMOS device. Moreover,

bipolar devices remain in their high-amplification region for a longer period than MOS

devices, since the transition out of that region occurs (to first-order) at a fixed voltage

(namely, when the base-collector region starts to be heavily forward-biased [12]). In

GaAs, the devices used are often FETs, similar to what is used in silicon; however,

GaAs has a significantly higher mobility (jXn in Eq. 4-7) than silicon, so the amount of

current generated for a given input overdrive is also higher.

The fact that silicon MOS is a poor current-drive technology leads to two

potential solutions, both of which have their pitfalls: first, the signal drive amplitude
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can be increased in order to accommodate the smaller transconductance, or, second, the

device size can be increased in order to generate more current. Increasing the

amplitude of the input signal requires the previous stage, i.e. the one providing the,

input signal, to consume more power in creating the input signal. As stated in Chapter

2, power consumed by previous stages in driving the Hnal output stage is entirely

"wasted": that is, it directly adds to the power consumption, but does not directly add to

the power delivered to the load. Unfortunately, keeping the input amplitude constant

while increasing the device size has virtually the same effect. Increasing the device

size causes the capacitive load to the previous stage to increase. While driving an ideal

capacitive load requires no real power to be consumed, in reality, increasing the

capacitive load causes more power consumption. The parasitic resistances in every

circuit path alone lead to more power dissipation if the current drive is increased. Both

of these potential solutions reduces the efficiency ofthe CMOS PA implementation. In

reality, more than likely a combination of the two solutions, increasing both the device

size and input signal amplitude, would be used.

4.4 Current Consumption

There is another significant reason why current consumption is so critical in

the design ofa PA for a mobile wireless device, and that is the fact that the battery in a

mobile wireless device is a reservoir of charge. The battery has a limited amount of

charge, and that charge, when it flows into the chip, is the current used by the device.

Therefore, the more current that the circuit requires, the shorter the battery life will be.

The PA, which for a cellular communications system will more than likely consume the

largest amount of current of any of the analog functional blocks, will drain that battery

significantly. If the voltage swing is limited, and the current consumption must be

increased in order to deliver a given amount of power, the battery life is reduced. If,
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furthermore, more current must be consumed in the pre-amplification stages in order to

deliver that same amount of power, the battery life is reduced still.

The issue of battery life is a significant one, as it impacts the long-term cost of

the wireless device. Since one of the goals of this work is to explore the impact of

integration as it pertains to both the cost and size of the device, this battery life

reduction is a critical component of the overall performance and attractiveness of the

end result. A small reduction of the efficiency or other performance metrics of the PA

when implemented in CMOS may be allowable if there were little reduction in the

overall performance of the system; that is, if the PA is slightly less efficient, but the

system as a whole consumed a comparable amount of power (or current), it would still

be an attractive solution. However, if the PA consumes so much current that the overall

system performance suffers, then the integrated CMOS implementation is not a very

viable one.

It should be noted that while this is not a limitation directly inherent to the

implementation of the PA in CMOS, it does result directly from the two issues

described in the previous two sections, which are limitations inherent to CMOS

processes. As such, this limitation does derive from implementing the PA in CMOS,

and must be addressed.

4.5 Output Stage Device Sizes

The size of the output stage devices is a critical issue in the design of any PA,

as that size will be a determining factor in how much power is consumed in the previous

stages. Generally, in order to deliver a large amount of power to a load, a PA will be

designed as a multi-stage amplifier. The stage preceding the PA, in the case of a RF

transmitter, is usually a mixer or modulator, which will only be able to provide a small

signal drive. The first stages of the PA will simply be used to supply enough signal
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drive to the output stage, also known as the power stage. As stated earlier, the power

consumed in these first stages is entirely "wasted,", i.e. none of it is being delivered to

the load.

The CMOS limitations raised in the previous two sections greatly impact the

sizing of the output stage of the PA. Section 4.2 explained that because of oxide

breakdown considerations, the amount of current that the PA needs to deliver must be

increased to compensate for the limited voltage swing that is available. That alone

causes the output stage devices to be sized up. Furthermore, Section 4.3 shows that the

MOS devices in silicon CMOS have poor transconductance; in order to generate a given

current, larger signal drives or larger devices, or both, are required. Both factors

directly add to the need for larger devices.

The fact that larger devices are needed is not such a detriment if only the

output stage is examined. However, when the need to adequately drive the input is

considered, the size of the output devices becomes a significant issue indeed.

Assuming that the gate impedance of the MOS transistor can be modeled as a simple

capacitance the amount of current needed to generate a voltage swing of a given

magnitude can be determined by

/ =^ =Wc5. Eq.4.8
^in

As the magnitude of the gate capacitance increases, so does the current required. While

ideal capacitances do not dissipate power, the power drawn from the supply in the case

of the gate capacitance is actually dumped to ground, and not returned to the supply, so

that current symbolizes energy drained from the battery source.

Unfortunately, this is not the only problem caused by the increasing device

size. In these CMOS RF circuit implementations, the frequencies of interest are often

quite close to the device fj\ i.e. the frequency at which the current gain of the device

falls to one. The current gain at the frequencies of interest is significantly less than the



72 4.5 Output Stage Device Sizes

MOS current gain at low frequencies. In narrowband RF circuits, however, a method

commonly used to counter the reduced gain at RF is to use inductors to tune out the

capacitances in the circuit and create a peaked impedance. The use of a parallel

resonant circuit dramatically reduces the gain at low frequencies, but since the

operation of the circuit at those low frequencies is unimportant, inductive tuning

increases the gain at frequencies approaching the fj of the device. The basic effect of

X
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Parallel LC Circuit
Resonance at (Oq

Basic Gain Stage
Frequency Response

Frequency Response
with Inductive Tuning

Figure 4-4. Parallel L-C Circuits

the parallel L-C Circuit Can be seen in Figure 4-4.

The inductor values that can be practically realized in single-chip integrated

circuit systems are not without limits, however. In order to be useful, the inductor to be

used must have a reasonable quality factor (Q), and it should be repeatable and

somewhat immune to parasitics and process variation. The Q of an inductor is a

measure of its ability to store energy; one simple metric for evaluating the Q is the ratio

of the portion of the inductor's impedance which is imaginary to that portion which is

real. An ideal inductor has an impedance which is entirely imaginary; it therefore has

an infinite Q. However, real inductors are all subject to parasitic resistances, and so if

a real inductor can be represented by an ideal inductor of value L and a resistance in

series with that inductor of value R, then the Q of the real inductor can be calculated to

be

^ _ imaginary part ofimpedance _ ^
~ realpart ofimpedance R

Eq. 4-9
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In integrated circuit implementations, several factors work to limit the quality factor of

the available inductors. Planar spiral inductors are the most common on-chip inductors

used in integrated circuits. In general, these inductors are created by laying out a strip

Figure 4-5. Spiral Structure of Integrated Circuit On-Chip Inductors

of metal in a square spiral structure, as shown in Figure 4-5. The inductor is laid out

over the substrate of the integrated circuit technology. Each of the strips of wire has its

own self inductance, and a magnetic field is created by the circulating current in order

to increase that inductance[27]. However, the practical, usable values of inductance

realized by using one of these structures is limited by several factors. First and

foremost, the metal used in standard CMOS processes has a finite non-zero sheet

resistance, and as the physical size of the inductor increases, this increase in the series

resistance reduces the Q of the inductor. Newer processes with special metal layers

(including both very thick Aluminum and low-resistivity Copper) are being

investigated[28][29], but those specialized layers are not often available in standard

CMOS processes. Secondly, as the inductor increases in physical size, the capacitance

from the metal layer to the substrate increases. This capacitance sits in parallel with the

inductor, creating a parallel tank circuit, without even accounting for the capacitor in

the external circuit that the inductor is trying to tune out. The parallel tank circuit of

the inductor structure has its own self-resonant frequency (SRF); above that frequency,

the planar structure looks capacitive, and will be of no help in tuning out other

capacitors. Ideally, the SRF should be significantly higher than the frequency at which

the inductor will resonate with the external capacitance. Furthermore, the capacitance
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to the substrate also sees the resistance of the substrate; at frequencies well below the

SRF of the planar inductor, that resistance can be neglected, but close to the SRF, those

resistances will diminish the Q of the inductor still. All these factors combine to limit

the maximum usable inductor values to on the order of lOnH.

Furthermore, a critical factor limiting the Q of on-chip spiral inductors is the

presence of eddy or mirror currents in the substrate. In general, today's standard CMOS

processes have a low-resistivity substrate (around 0.01 ii-cm) which sits on top of a

moderate-resistivity epi layer (around 10 Q-cm). These mirror currents are generated

by the current flowing through the inductor; the vertical magnetic field flowing through

the inductor creates an opposite current flowing in the substrate. When that current

exists in the low-resistivity substrate layer, the dissipated power reduces the Q of the

spiral inductor structure. While some of the other non-idealities mentioned earlier

(series resistance, self-resonant frequency) can be mitigated through thick metals or by

increasing the distance between the top metal layer and the substrate, the only way to

significantly reduce the impact of the mirror currents on the inductor Q is to use a wafer

in which the low-resistivity substrate layer is not included. That is, the substrate below

the inductor should either be extremely low resistivity (much lower than the O.OlQ-cm

common in today's CMOS processes), in which case there is no dissipated power due to

any mirror currents, or very high resistivity, in which case the vertical magnetic fields

wouldnot be strong enough to generate any significant mirror currents. However, those

wafers are not currently used in "standard" CMOS processes; they are primarily used in

BiCMOS or bipolar processes. It is possible that special RF CMOS processes will use

wafers without these epi layers; however, they are not used in digital CMOS processes

currently.

On the other hand, the minimum inductor values are generally limited by

parasitics. The previously mentioned concerns all place upper bounds on the on-chip

inductor values; it would appear that the intrinsic Q of very small-value planar
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inductors would be reasonable. However, while that is true, the effect of parasitic

resistances and inductances would then start to dominate. For example, assume a planar

inductor structure was designed with an inductance of 0.05 nH and a Q of 5 at 2 GHz.

The effective series resistance of that inductor would be 0.06Q. Parasitic resistances

throughout the circuit could well dominate that number so that the effective Q was

significantly lower. Moreover, straight metal traces do have their own self-inductance;

for inductors of that size, parasitic inductances might well alter the effective inductance

that is seen in the circuit. As a result, reasonable on-chip inductors are limited to

minimum of a few tenths of a nanoHenry.

This bound on the inductor values means that if the output stage devices are

too large, it is possible that the inductors required to tune out the gate capacitances of

the devices may not be realizable in CMOS. The previous sections detail limitations in

CMOS that significantly drive the size of the output stages up. But if the required

inductive tuning can not be realized, the ability to implement the PA is compromised.

4.6 CMOS Substrate Issues

One final aspect of CMOS technology must be considered, relating to full-

scale integration. The "Holy Grail" of implementing CMOS PAs is not that in and of

itself, but the ability to integrate CMOS PAs with entire transmit and receive chains,

and to generate a single-chip radio. In order to accomplish that, the PA must co-exist

on the same substrate as all the other transmit and receive functional blocks. Especially

in the case of PAs which generate large amounts of output power and large signals,

large signals will be sent into the substrate on which the PA sits. Many state-of-the-art

CMOS processes use wafers which have a substrate layer with extremely low

resistivity. This substrate will easily conduct signals across great chip distances,

potentially corrupting other blocks on the chip. In the case of the integrated

transceiver, the goal will be to integrate extremely sensitive analog circuits such as the
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frequency synthesizers with the PA and even potentially digital circuitry. The PA

signals can corrupt the frequency synthesizers, as they are already susceptible to a

phenomenon known as LO pulling, in which frequency synthesizers react to signals

injected at slightly different frequencies or with slightly different phases and lock to

those injected signals rather than the crystal frequency. This distortion can severely

impair the operation of the overall transmitter. In addition, if the PA were to be used in

a full-duplex transceiver (i.e. one in which the transmitter and receiver must operate at

the same times), extreme care must be taken such that the PA signals do not degrade the

ability of the receiver to sense the extremely small signals that they must sense. In

other words, the PA should not degrade the sensitivity of the receiver. In the end,

precautions must be taken that the large substrate currents and voltages that the PA can

generate do not corrupt other portions of the circuit.

Moreover, the substrate layer has a detrimental effect on spiral inductors built

above it. Because the substrate is of a low resistivity, it allows for the creation of eddy

currents due to the magnetic field generated by the planar inductor structure. These

eddy currents reduce the effective magnetic field, which in turn dramatically reduce the

quality factor (Q) of the spiral inductors[30]. This reduction in the Q of the spiral

inductors is an extremely critical issue, as the spiral inductors are key to generating

gain at the RF frequencies of interest in the design of wireless transceivers. As stated

in Section 4.5, the use of inductors is critical in RF applications, as the impact of the

capacitances present in the circuit must be mitigated in order to generate the required

gain. Generally speaking, the Qs of inductors available in processes that use higher-

resistivity substrates (such as silicon bipolar and GaAs) are significantly higher than

the Qs available in CMOS processes. In fact those Qs can be on the order of 10 or

more[30], while the Qs of inductors in CMOS processes are limited to 5 or less. This is

yet another reason why these other technologies often have betterperformance for these

RF circuit blocks and applications than CMOS does.
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4J Solving the Technology Issue

The limitations associated with implementing PAs in CMOS listed in this

chapter may seem overwhelming. However, there are methods that can be used to

counter some of the limitations that exist. The challenge of the circuit designer is

always to find ways around the problems that either technology or physics presents him;

this case is no different. Chapter 5 will detail some solutions to the problems listed

here, and Chapter 6 will describe the design and implementation ofa prototype that will

put all the work done here to the test.
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Circuit Design Techniques

5.1 Introduction

In the previous chapters, both the issues of the design methodology and the

limitations on PA implementations inherent in CMOS were discussed. Once these

issues have been understood, methods of overcoming some of the limitations introduced

by the use of a CMOS process must be found. In practice, the PA should have a

reasonable efficiency, and if one were to design a PA without trying to minimize the

impact of the limitations discussed earlier, the efficiency would in all likelihood be

extremely poor. Generally speaking, the more current tat needs to be driven to the

output (required to counter the oxide breakdown problems discussed in Section 4.2), the

lower the efficiency will be. As stated earlier, the increased current requirements cause

more power to be dissipated in the parasitic resistances inherent in the circuit and

require larger signal drives. Both of these issues cause the overall efficiency to drop,

and the reduction in efficiency can be quite severe in a standard CMOS process.

Therefore, circuit design techniques which mitigate the impact of these limitations must
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be identified. In this chapter, several of these techniques will be discussed in greater

detail.

5.2 Circuit Solutions

In Chapter 4, several problems inherent to CMOS processes were introduced,

including oxide breakdown, poor transconductance, large device sizes, and substrate

coupling. Methods of skirting these issues will be presented in this section. While

there may not be a one-to-one correspondence between a particular method and the

potential problem it addresses, all of the methods listed will in some way attempt to

solve some of these problems and improve the overall performance of a CMOS PA.

5.2.1 Differential Structure

The first method of addressing the problems presented in Chapter 4 is one that

is common to circuit designers. Differential topologies are extremely useful in that

they are ideally immune to common-mode signals and prevent any noise that might

exist on the power-supply from impacting the circuit performance. However, the

standard well-known differential structure as used in operational amplifiers (opamps)

needs to be adapted to be used in a high-efficiency PA.

The differential pair, the simplest of differential circuits, is shown in Figure

5.1. The structure consists of two transistors whose sources are connected and feed a

tail current source. The drain of each transistor is loaded with an equal load impedance.

The transistors are driven with a signal which consists of a common-mode signal (V

and a differential-mode signal (vj^j). Through superposition, the gain to the output due

to the common-mode input and the differential-mode input can be separated and it can

be proven that the differential-mode gain is significantly larger than the common-mode

gain. One of the elements of the differential pair that contributes to the common-mode



80 5.2 Circuit Solutions

Figure 5.1. Differential pair

rejection is the fixed tail current source. That fixed current source forces another

constraint on the operation of the circuit. Due to the tail current source, the node

common to the sources of the two devices acts like a virtual ground for differential

signals and a virtual open-circuit for common-mode circuits. However, this benefit is

tempered by the fact that the tail current source also places a limit on the gain that can

be achieved in the differential pair. As the magnitude of the differential input swing

increases, more of the tail current will pass through one side of the differential pair and

then the other. This increases until all of the current passes through one side of the

differential pair and then back to the other side. But a further increase in the amplitude

will not force more current into either of the devices, as the tail current source prevents

any larger amounts of current from passing through the differential pair as a whole.

This then puts a limit on the gain achievable in the differential pair, which will be an

issue in PA design, as discussed later on in this section.

The differential structure is quite important in the design of integrated radios.

In such an implementation, all the individual functional blocks sit on the same silicon

substrate. As stated in Section 4.6, signals injected into the substrate by one block can

travel through a low-resistivity substrate and reach another block elsewhere on the chip.

These signals will show up as a common-mode signal on the substrate terminal of the

devices in the second block; in order to ensure that the impact of those signals is

reduced, the implementation of all blocks, and especially those that deal with small-

amplitude signals or those that are extremely sensitive, should be differential. The use
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of differential circuits for rejecting these substrate coupling effects is especially critical

when implementing a frequency synthesizer (or more than one) on the same substrate as

the PA; the frequency synthesizers are extremely sensitive and are subject to LO

pulling, as stated earlier in this work. Thus the entire signal path of the transmitter

should ideally be implemented using differential circuits.

In the case of the power amplifier, there is also a benefit to using a nominally

differential implementation, but the reasons are significantly different than for the other

blocks in the transmitter chain. Where the rejection of common-mode signals is the

primary reason for using a differential topology in blocks like the frequency

synthesizers, in the PA, the signals of interest are significantly large that injection of

noise from other blocks in the circuit is of less importance. The two primary reasons

for moving to a differential implementation in the PA are voltage swing and the

frequency of substrate injection. These two points will now be discussed in greater

detail.

The most significant benefit that the differential implementation provides in

the design of CMOS PAs is the doubling of the available voltage swing. In Section 4.2,

the issue of oxide voltage breakdown and the resulting limit on the available voltage

swing was discussed. By using a differential implementation, that voltage limitation

now applies to each side of the differential circuit, effectively providing twice the

available voltage. This can be seen visually in Figure 5.2. Figure 5.2(a) shows the case
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Figure 5.2. Doubled Voltage Swing in Differential Topology
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of a single-ended implementation and the available voltage swing, whereas Figure

5.2(b) shows the case of the differential implementation and the available voltage. In

the differential case, the output is placed across the di^erential output terminals. With

each side of the output being able to swing as much as the single-ended case, the output

voltage (i.e. the voltage across the load) is effectively doubled. However, it should be

realized that this is not equivalent to using a single-ended implementation in which the

available voltage is doubled. In that case, the amount of current required would be

reduced by a factor of two. In the case of the differential implementation, the current

consumption is unchanged from the original single-ended implementation; each side

consumes half the original current. In essence, each side is providing half the power of

the original single-ended implementation: the maximum voltage swing and half the

current. Summing the powers of each side delivers the full desired power to the load.

The standard differential pair, using the tail current source, is not an ideal

differential structure, however. The standard differential pair has a tail current source

which limits the maximum current and thus gain available. In order to get the desired

output swing and enjoy the full noise immunity benefits of the differential pair, the tail

current source must sink the full amount of current required in each leg. For example,

if the peak amount of current that must be delivered to the load is 500 mA, the tail

current source must sink 500 mA of current. In that case, the PA will be consuming a

constant 500 mA of current, dramatically reducing the PA's efficiency. Moreover,

draining that much current constantly fulfills the requirement of the Class A PA, not the

Class C architecture that is to be implemented in this work.

One method of reducing the current drain is to remove the tail current source

altogether, and tie the differential devices directly to ground, as shown in Figure 5.3. In

this topology, the DC current can be set independent of the required maximum current.

The DC current is set with the bias point of the input devices, and the maximum current

that the circuit can generate is set by the voltage swing at the input. Ideally, assuming
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Figure 5.3. Source-grounded Differential Topology

the device stays in saturation, the maximum current is unlimited, as the current will

keep increasing as the voltage swing increases.

As stated earlier, the primary benefit of this architecture is that the effective

voltage swing available is increased, reducing the amount of current required to

generate the same output power. This reduction in current allows the devices used in

the output stage of the PA to be more reasonably sized, as each device is now

approximately one-half the size of the device needed for the single-ended

implementation. This is due to the fact that while the total current drawn from the

supply will remain the same, the amount ofcurrent drawn by each side will be reduced

by a factor of two, as stated earlier. While this does not increase the efficiency, the

overall design of the PA becomes more reasonable, as the output stage devices become

more easy to drive with the required swing.

Furthermore, a secondary benefit is achieved through the use of the differential

topology, one that becomes extremely important when integrating the PA on the same

substrate as other sensitive transmitter circuits. The large devices used in the signal

path of the PA will have significant amounts of capacitance between the signal path

nodes and the substrate. The consistent voltage fluctuations across these capacitances

will inject significant amounts of current into the substrate, leading to the problem of

substrate coupling throughout the transmitter, especially with respect to the LO-pulling

problem. However, in the differential case, current will be injected into the substrate

twice every cycle (one time for each side of the differential circuit), not once every
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cycle as in the single-ended case. As a result the frequency of the signal injected into

the substrate will be twice the RF carrier frequency. Since this frequency is

significantly far from the frequency of operation of the LOs, the potential for LO-

pulling is reduced further.

The approach of using differential circuits provides two significant advantages

over the standard single-ended case. However, further circuit techniques are still

necessary in order to generate a Class-C PA design that is feasible to implement.

5.2.2 Cascode Structure

Another well-known analog circuit technique is the use of the cascode circuit

structure. The cascode is generally used in operational amplifiers and other low-

frequency analog designs for two reasons. First, the cascode provides an enhancement

of the small-signal output resistance over the single-transistor gain stage. Second, the

cascode also reduces the impact of the so-called Miller capacitor, by reducing the gain

across the feedback capacitor of the MOS device. The cascode structure, equivalent to

a common-source stage feeding a common-base stage, is shown in Figure 5.4. As

Vbias-|L n|-VBiAS

Figure 5.4. Cascode Structure

shown in the figure the gate of the upper transistor is biased to a constant DC voltage,

and the input signal is driven into the gateof the lower device.

Again, though, in the case of the RF power amplifier (PA), a commonly-used

analog circuit block has a different benefit. The cascode structure insulates the output



5.2 Circuit Solutions ^

node from the input node. In other words, there is no direct connection between the

output node and the input node. This is extremely beneficial in the design of a PA, as

the impact ofoxide breakdown isgreatly reduced. If the bias of the gate ofthe cascode

device is set appropriately, the maximum stress on the oxide of the cascode device is

^OX{MAX) = ^OUTiMAX)" ^BIAS'

where Vqias is the bias voltage on the gate of the cascode (upper) device. In the case of

the single device stage, the maximum oxide stress is

^OXiMAX) = ^OUTiMAX)-'̂ mMIN)^ Eq. 5.2

which places a severe limit on the available output voltage swing. In the case of the

cascoded structure, the oxide stress on the lower device is now limited to

^OX = ^CASC~^IN' Eq.5.3

which may or may not be a problem, depending on the voltage excursion of the cascode

node voltage. As stated earlier, the maximum stress on the oxide occurs when the input

voltage is at its minimum, and the drain voltage of the device is at its maximum. In the

single-device case, the choke inductor connected to the output charges up the drain-

bulk capacitance when the device is off, raising the output voltage above the supply

voltage, and increasing the stress across the oxide. In the case of the cascode

implementation, the cascode node voltage will remain relatively fixed when the input

signal is at its minimum, and that is because no current flows through the devices, and

once the upper device shuts off, there is no current with which to further charge the

drain capacitance of the lower device. Therefore, to first order, the maximum voltage

on the cascode node will be limited to

^CASCiMAX) - ^BIAS'̂ T- Eq. 5.4

The maximum voltage stress across the oxide of the lower device is thus set by

^OX{MAX) = ^BIAS ~
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which is a much more reasonable limit than in the single-ended case. The maximum

output voltage is now increased to

^OUT{MAX) = ^BIAS-*'̂ OX{MAX)* Eq. 5.6

where Vox(MAX) the maximum voltage the oxide can sustain without damaging the

oxide, as explained in Section 4.2. It is apparent that the maximizing the bias voltage

of the gate node of the cascode device will allow for the largest possible output swing,

reducing the amount of current that needs to be drawn from the supply in order to

deliver required output power.

However, the cascode does come with a few disadvantages. First, when the

cascode structure is conducting current, especially in the case of a PA, the upper device

will act as a switch (so that the output swing will be maximized). The on-resistance of

the cascode device will dissipate power, due to the current flowing through it,

incrementally reducing the efficiency. If the cascode device is large enough, however,

the on-resistance can be quite small, and the resulting efficiency reduction is minor

compared with the potential increase in efficiency due to the use of the cascode

structure. A second issue with the cascode structure is that the current Ips is reduced if

a cascode device is used. In other words, if all other terminal voltages are kept the

same, the output current of the cascode structure is reduced over the single device

implementation. In order to compensate, the input drive should nominally be increased;

again, however, the penalty associated with using the cascode is relatively minor when

compared to the overall benefits.

In summary, the use of the cascode structure increases the amount of voltage

swing available at the output by shielding the output from the input. The MOS gate

oxide no longer sees the full difference between the input and output voltages across it,

and thus the output voltage can swing higher than in the case of the single-device

implementation. Therefore, less current needs to be drawn from the supply in order to
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generate the required output power, which is extremely beneficial. Furthermore, the

sizes of the output devices required will be smaller, reducing the amount of drive that

the pre-amplification stages must provide in order to deliver the required output power.,

5.23 Inductive Tuning using Bond Wires

It has been stated throughout this work that the use of inductors in the design

of CMOS RF circuits is extremely important. The use of inductors ameliorates the

deleterious effects of the large capacitances seen in RF circuit blocks, especially when

dealing with PAs. Because the impedance of a capacitor decreases with increasing

frequency, it becomes more and more difficult to generate large voltage swings at RF in

a CMOS process. In this case, "more difficult" is a simpliHed way of saying that more

current is required to generate the same voltage swings. The use of inductors is

particularly important in this work because higher current levels are already required

due to many of the CMOS limitations discussed in Chapter 4. Further requiring more

current would be a severe detriment to the performance of a CMOS PA. Therefore, the

use of inductors is critical in this work.

However, the standard spiral inductors that are available on-chip are quite

poor. The quality factor (Q) of the on-chip inductors available in standard CMOS

processes is quite low. This causes problems for two reasons. First, the lower Q of the

inductors presents a lower overall impedance for the tank Q. This is best explained if

the situation is viewed analytically. Assume a simple LC tank has an ideal capacitor

(infinite Q) in parallel with an inductor with a finite Q. Assuming the simplest

definition of Q, in which the Q is determined by the ratio of the imaginary part of the

impedance to the real part of the impedance, i.e.

e =^, Eq.5.7
the parallel tank can be represented as shown in Figure 5.5(a). The previous

assumption means that (OL/Q can be used as the resistor value (rearranging Eq. 5.7).
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Figure5.5.Parallel LC TankwithfiniteQ Inductor

The actual impedance of that parallel tank can then be determined through some simple

circuit analysis, and can be determined in terms of the Q of the inductor. If the finite-Q

inductor is examined, a the series Rs-Ls circuit can be replaced by an equivalent

parallel circuit consisting of Rp-Lp, as shown in Figure 5.5(b). The values of the

equivalent parallel inductor and resistor Rg and Ls are

Lp - Lg aLj.

Eq. 5.8

Eq. 5.9

With these equations, the tank shown in Figure 5.5(a) can be replaced by an equivalent

tank as shown in Figure 5.5(c). The equivalent impedance of the tank, therefore is

approximately Q^R, which increases linearly as the Q increases for a given inductance

value. The parallel inductor and capacitor, which are both ideal now that the finite

resistance of the inductor has been separated out, will resonate. The remaining resistor

provides the finite impedance of the overall circuit. A key factor in the ability of the

PA to provide gain, therefore, is the available Q of the inductors used in the circuit.

Another problem that is related to the Q of the inductors used in the circuit is

the issue of power dissipation. As the series resistance of an inductor increases (and

thus its Q decreases), the amount of power dissipated in that resistance itself increases

as well. This power dissipation reduces the power delivered to the load and thus the

efficiency. This is especially important at the output, where the optimum output

resistance will be quite small (due to the issues of limited voltage swing explained

earlier). If the Q is low, that series resistance can create a significant voltage division
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when placed in the circuit with the load resistance. This may be more clearly seen in a

graphical example. Using the step-down network first shown in Figure 3-5, the output

of the circuit with the finite Q inductors will look something like that shown in Figure

Rload

Figure 5.6. Output Network Including Finite Q Inductors

5.6. If it is assumed that the assumed that the L-C step down network converts the real

load impedance of 50Q to the desired optimum output resistance, then the series

resistance of the finite-Q inductors is directly in series with that optimum resistance,

and burning a good portion of that power that was intended to be delivered to the load.

Furthermore, if the choke inductor is supposed to resonate with the drain

capacitance and provide a bandpass filter that allows the RF carrier to be passed to the

output but rejects the higher order harmonics, the Qof those choke inductors is critical.

A reduction in the impedance presented by that LC tank will increase the amount of the

signal at the RF carrierfrequency that will be shunted into the "filter" as opposed to the

output. This further reduces the output power available delivered to the load for a

given amount of outputcurrent generated by the final stage of the circuit.

As stated in Section 4.6, the Q of an on-chip spiral inductor is generally

extremely poor, normally not much better than five in a standard CMOS process[30].

To better understand what the impact of a Q of five is, an example shall be introduced.

A InH inductor has an impedance of approximately HQ at 1.75GHz. With a Q of 5, the

series resistance inherent to that inductor is approximately 2.2Q. Further, if the

optimum impedance that the circuit wants to see is on the order of 5Q, it is easily
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apparent how much of an impact the Q has on the circuit. The existence of that 2.2£2

resistance reduces the power delivered to the output by 30%!

It is apparent that the use of on-chip inductors at the output of the final stage is

not particularly feasible in a standard CMOS process, unless either the substrate is

modified to reduce the impact of eddy currents (and thus increase the inductor Q) or

some other method of increasing the Q is realized. Another possible way to increase

the Q of certain inductors is to use inductors other than on-chip spiral inductors, which

have the aforementioned Q limitations. One option is to use off-chip inductors, which

can have much higher Qs and thus provide both the gain and reduced parasitic power

dissipation that the inductors should have in this environment. However, one problem

with this approach is that the inductor values required in the circuit can be quite small,

often on the order of or signiHcantly less than the parasitic inductance of the bond wires

connecting the chip to the package that it sits in.

This in itself results from two problems: first that the package parasitics can

force the bondwire parasitic inductances to be excessively large, and second that the

bondwire parasitic inductances would impact the output network. These problems can

be turned to the advantage of the circuit, however, if two simple steps are taken. First,

a packaging technique in which the parasitic value of the bondwire inductors is reduced

must be used. Second, a method of obtaining a higher Q inductor (be it off-chip or

some other method) must be discovered as well.

A simple packaging technology that reduces the parasitic inductance of the

bondwires used is chip-on-board (COB) technology. In this technology, the die is

directly bonded to the test or product Printed Circuit Board (PCB). Landing zones

around the die-attach area on the PCB are used to bond from the pads on the die to the

board itself. The separation on the board between the die-attach area and the landing

zone for each individual wire is limited only by the manufacturability of the board

design. It is not uncommon to have that minimum spacing be as small as 3 mils (where



1 mil = 1/1000 inch « 25.4M.m). Thus the minimum distance between the die and the

landing zone can be as small as 3mils or smaller. While the inductance of the bondwire

is not an extremely simple function of its length, a good rule of thumb is that the

inductance is approximately InH per millimeter in length. Therefore, as the minimum

distance decreases, the minimum bondwire length also decreases; this can reduce the

bondwire inductance to a value which can be accounted for much more easily in these

designs. An example of the COB packaging method is shown in Figure 5.7[6].
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Figure 5.7. AnExample of Chip-on-Board (COB) Packaging

An added benefit of using this packaging technique is that it helps to reduce

the inductance of the bondwires which are used to make the supply and ground

connections. In a standard package, the inductance of the bondwires can be on the

order of a few nanohenries; at 1.75 GHz, that can be an impedance of as much as 50Q or

more. For standard low-current analog blocks, where the AC current might be on the

order of a few hundred microamperes, at its peak, that 50Q impedance is negligible.

However, in the power amplifier, the desired amount of current flowing through the

bondwire is on the order of hundreds of milliamperes or even one ampere at its peak. In

this case, as the current ramps up, the voltage across the ground and supply bondwires

will increase as well, reducing the effective supply range and the VGS that each device

sees, reducing the overall current. With impedances in the tens of ohms, it seems



virtually impossible to drive the hundreds of milliamps necessary to generate the

required output power. Using even a InH impedance for the bondwire means that the

bondwires to ground need to support an AC signal larger than lOV! It is apparent that

the bondwires for the PA must be extremely short. The COB technology is another way

to reduce the impact of this problem as well, as the minimum length of a ground wire

can be extremely small. If the PCB layout is designed to look like the layout in Figure

Die Attach Area

GND Landing Zones

Landing Zones

Figure 5.8. Chip-on-Board Die Attach Layout

5.8, the distance of a ground bondwire from the pad on the die to the ground connection

on the board can be quite small. The die-attach area will normally be electrically

connected to ground. A slight extension of the die attach area in those regions where

the pads for the ground bondwires are allows the bondwires to be bonded directly to the

die attach area. This distance can be very short, significantly less than 1mm,

minimizing the inductance of the ground bond wires. The ground inductance can

further be reduced by using multiple ground bondwires, although the effect of the

parallel bondwires will be limited by the mutual inductance of the bondwires. In this

way, the ground inductance can be made much more reasonable.

However, now that this first step (the COB packaging) has been taken, a

second step must be taken in order to have high-Q, low-inductance elements available.

That second step is to use the bondwires themselves as the high-Q inductors.

Depending on the wire material used, bondwires can have Qs ranging between twenty



93
5.2 Circuit Solutions

and fifty, significantly more than the peak Qs of four or five available from an on-chip

spiral inductor. Standard aluminum wire, the most common bondwire material, has aQ

of about twenty to thirty, which should be quite adequate for the application in this

work. The primary disadvantage ofusing just a bondwire as an inductor in a circuit is

that the bondwire inductance is difficult to control. When actually placing a bond wire,

many parameters can affect the final inductance value ofthe bond wire. The horizontal

length, the height of the loop, and the angle of the wire are among a few of the

determinants of the inductance of the bondwire. Furthermore, the overall inductance

value of a bondwire is also impacted by the orientation and layout of bondwires

adjacent to it, as the mutual inductance between one bondwire and its many neighbors

will affect the inductance. Therefore, while an approximate idea of what the bondwire

should look like physically may be known, actually implementing that can be somewhat

difficult, and usually requires a process of iteration to implement a bondwire of the

correct value. While the initial efforts to implement a bondwire with a particular

inductance may prove difficult, once the geometry for a given inductance value is

known, it is not difficult to duplicate that geometry, especially when using an

automated bonding machine[33]. Thus if the geometry can be determined, the

implementation can easily be expanded to a production line requiring large-scale

repetitions of the bondwires. A secondary disadvantage of using bondwires as

inductors is that each bondwire will generally need its own pad, which may be difficult

as many analog designs encounter a dearth of space for pads. It may therefore be

difficult to use bondwire inductors for each and every inductor required in the circuit.

The use of bondwire inductors and the Chip-on-Board (COB) packaging

technique can provide for high-Q inductors, even in an integrated CMOS technology.

These techniques have some drawbacks, but the implementation of PAs in CMOS

without these techniques is extremely difficult.
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5.2.4 Input tuning of final stage

Even with all these methods of facilitating the design of a PA for cellular

standards in CMOS, the implementation can still be difficult. The size of the output

devices that may be required in the design can still be excessively large, as the current

needed to generate the required power, while less than it would be if the above

techniques were not employed, can still be excessive. As stated earlier, the problem

with the output devices being too large is that the pre-amplification stages will have

difficulty in actually driving the output stage. The pre-amplification stages will have to

sink larger amounts ofcurrent to generate the required signal drive, further reducing the

efficiency of the overall PA implementation. If a high-impedance node at the input of

the output devices existed, the task would be simplified, as less current would be

required to generate the same voltage swing at the input of the transistors. However,

with exceedingly large devices, the gate-capacitance will present a very heavy load to

the pre-amplification stages.

Certainly, inductors can be used at the output of the previous stage in order to

create that desired high-impedance node. However, two problems are apparent. In

order to understand these problems, a simplified AC model of the nodes between the

output ofthe preamplification stages and the input of the final stage is shown in Figure

Figure 5.9. Interstage Matching at Input ofOutput Stage

5.9. The coupling capacitor between the two stages is required so that the input to the

final stage may be DC biased separately from the output of the previous stage, as is
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required in a Class-C implementation. In an integrated environment, the

implementation of a interstage capacitor will also have a significant amount of bottom-

plate capacitance, which is the parasitic capacitance to the substrate from the bottom-

plate of the capacitor implementation. In the case of a double-poly process, this

bottom-place capacitance may only be 20% of the value of the desired capacitor.

However, in order to prevent too much signal loss, the coupling capacitor should be

large enough that the voltage division across the capacitive divider is reasonable. That

is, in order to limit the loss to about 20%, the size of the coupling capacitor can be

estimated to be

— = 0.8 = 25Cr.. Eq. 5.10Cc +0.2Cc +Cc ^ ®
The coupling capacitor has to be twenty-five times the gate capacitance of the final

stage in order to pass 80% of the signal! Even if the amount of signal that is passed

across the coupling capacitor is reduced to 70% of the original signal, the required

value of the coupling capacitor is still more than six times the value of the gate

capacitor. While, in general, area is somewhat readily available in a CMOS process,

Eq. 5.10 indicates that the value of the coupling capacitor must be on the order of

several hundred picofarads, which is difficult to integrate, even in a CMOS

environment. Furthermore, the amount of capacitance that the previous stage must

drive is 4.8*Cc, which can still be on the order of a hundred picofarads. In order to

tune out a hundred picofarad load, an inductor of 0.08nH must be implemented. This

inductor is not practical to implement, and therefore a different method of tuning must

be found.

The previous inductive tuning method attempts to create a high-impedance

node at the output of the previous stage, and then to allow for losses between that node

and the input to the final stage. If, instead, a high-impedance node were created not

only at that node but at the input of the final stage, a more practical implementation

might be achieved. However, simply placing an inductor in parallel with the gate
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capacitance of the tinal stage will not be feasible, as the DC bias will then be set by the

inductive path. Ideally, the inductor should tie to a DC source or sink rather than a

voltage generation circuit, as the amount of current passing through the inductor may be

significant. A simple method of creating this high-impedance node is to use a series

inductor-capacitor circuit in parallel with the gate capacitance of the output, as shown

in Figure 5.10. This series L-C serves two purposes: first, it eliminates any DC path

T

Figure 5.10. Modified Tuning Method

through the inductor that might set the bias of the gate of the output stage, allowing the

bias to be set independently, and second, the equivalent capacitance that the inductor

sees is reduced, allowing for a larger (more practical) inductor to be used. Working

through the math, the equivalent capacitance that the inductor sees can be represented

as

(Cc +ft2C^ Eq.5.11
(Cc+a2Cc)+Cs ^

The capacitor seen by the inductor is the series equivalent of the two capacitors in the

circuit, as shown in Figure 5.11. The term 0.2*CC represents the parasitic bottom piate

Cdbi

Cc
Hh

ns= GS

T' 'M

Figure 5.11. Equivalent Circuit for Input Node ofOutput Devices
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capacitance ofthe coupling capacitor, as discussed earlier. The parallel combination of

the series L-C and the gate capacitance Cq creates a high-impedance node at the input

of the output stage. That high impedance node reduces the value of the coupling

capacitor needed to minimize the loss and preserve a large signal.

As an example, assume the gate capacitance of the final stage was 30pF, and

the output capacitance of the previous stage was approximately 7p. The equivalent

circuit for this is shown in Figure 5.12(a). In order to ensure that 80% of the signal

O.lSnH InH
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Figure 5.12. Circuit Implementations ofStandard and L-C tuning schemes

(b)

B
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passed to the input of the output stage, the coupling capacitor required is on the order of

188pF. The equivalent capacitance seen at the output of the second stage (where the

tuning inductor will be placed) is then 57p, which requires a 0.15nH inductor in orderto

tune out that capacitance. Implementing a 0.15nH inductor in a CMOS process is very

impractical, independent of whether a bondwire or an on-chip spiral inductor is used.
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Using the series L-C technique described above, however, a much more reasonably-

sized coupling capacitance can be used with the circuit, as well as reasonably-sized

inductors as well. Shown in Figure 5.12(b) is the implementation of the same two

capacitors, this time using the series L-C network in order to create a impedance peak at

the input to the final stage. The coupling capacitor is now only 35pF, and yet the signal

loss across the coupling capacitor is quite small. Figure 5.12(c) shows the output of a

simple AC simulation from HSPICE, in which the transfer functions at both the output

of the pre-amplification stage and the input of the final stage are shown when the

network in Figure 5.12(b) is driven with an AC current source. Ideally, the loss across

the coupling capacitor is extremely small, thus maximizing the amount of signal which

is delivered to the final stage. In Figure 5.12(c), the amplitude of the signal at both

nodes A and B are approximately the same at 1.75GHz (the curves are right on top of

each other); ideally, little signal is lost across the coupling capacitor. In reality, the

performance is not as good, but it still allows for increased signal transmission across

the coupling capacitor using smaller components.

5.2.5 Cascode Inductors

Finally, one other technique was used in this design. It has been previously

stated that there are several large capacitors existing in the circuit, usually resulting

from the drain-to-bulk capacitances of the large devices used. Those capacitors in the

signal path must be charged and discharged as the voltage fluctuations from the signals

pass through the circuit. The capacitances at the output node of each stage and the

corresponding input nodes of the next stage are being tuned out with inductors.

Another way to think of the "tuning" process is to consider that the inductors are

storing current, which is circulating between the inductors and capacitors. That stored

current is charging and discharging the capacitors, reducing the amount of current that

must be drawn from the supply for that purpose. If less current is required from the

supply to force a certain voltage swing on a certain node, the appearance is that the
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impedance is larger, which is what happens when a capacitance is tuned out using an

inductor.

However, there are still large capacitances in the circuit that are not being

tuned out, and are draining current from the supply in order to charge and discharge as

required. These are the capacitances at the intermediate cascode nodes of the stages

using that structure. The voltage excursions on these nodes are notas large as those on

the outputs, as the voltage on the cascode is limited on the high side by the fact that the

upper device will turn off. However, these are significant capacitances, and any method

of reducing the current that goes to charge and discharge these nodes will boost the

overall efficiency of the PA.

To that end, a simple method for reducing that current was used. An inductor

was used at the cascode node in order to "tune out" those capacitances. In other words,

an inductor was used to store some of the current required to charge and discharge those

nodes. However, because the inductor is a short-circuit in a DC sense, that inductor

must be tied to a node with the proper DC bias. Furthermore, that node should ideally

be a node that is able to provide a large amount of current, as explained earlier in

Section 5.2.4. However, that would essentially require another supply voltage, at

approximately the bias of the cascode node, which is difficult. Moreover, the

introduction of this extra voltage supply runs counter to the reasons for the CMOS

implementations. The requirement that another supply is required only increases the

size and cost of the final implementation.

Another solution is available, which does not require any other discrete or

external components. Because this PA is implemented in a differential fashion, a

second cascode node^ with the exact same bias, exists on the complementary side of the

circuit. The cascode inductor can now be tied across the differential implementation.

Using an inductor of twice the size of the inductor in the single-ended case, a

differential implementation is quite easy to effect. The inductor would be placed in the
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circuit as shown in Figure 5.13. While the inductor is shown as two separate inductors

T
Figure 5.13. Cascode Inductor inDifferential Circuit

joined together, it can certainly be implemented as a single inductor with double the

value of the individual inductors f necessary. If this technique is used, there is a

considerable boost in the overall efficiency of the PA.

One slight precaution must be taken when adding this inductor to the circuit.

The voltage excursion on the cascode node was described in Section 5.2.2 in the context

of the potential for oxide breakdown. There it was determined that because the upper

limit on the cascode node voltage is VBiy^s-VT, where V3jy^s is the bias voltage on the

gate of the cascode device, and Vj is the device threshold voltage. However, once the

cascode inductor is added, that upper bound is no longer valid. The inductor will store

current, anddrive current into the capacitor even when the cascode devices have turned

off. Therefore, the voltage on the cascode nodes can rise above the previously set limit,

and the issue of oxide breakdown must be considered again. When proceeding with the

actual design, care must be taken that the rules described in Section 4.2 regarding oxide

breakdown are not violated.

5.3 Conclusion

This chapter detailed several methods through which the impact of the

limitations that sub-micron CMOS technologies impose on the design of PAs could be

reduced. The overall goal of this work is to show the feasibility of the design of high-
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performance PAs in CMOS; therefore, the problems that are caused by the choice of

technology must be eliminated orat least mitigated. In order to prove the feasibility of

these design techniques, the next chapter will discuss the implementation ofa prototype

which uses all the design methods listed in this section.
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6
Power Amplifier Prototype

Implementation

6.1 Introduction

The previous sections described in detail several methods by which the

limitations described in Chapter 4 could be ameliorated. These methods must then be

used in an actual design in order to test their feasibility. In this work, a PA which can

meet the specifications of the DCS-1800 cellular system (a variant of the well-known

GSM standard) was designed. The prototype PA was designed to be integrated with the

entire transmit and receive paths, implementing a single-chip CMOS transceiver. The

prototype was also implemented in a stand-alone test-chip configuration, for two

reasons. First, it allowed the testing of the PA and the rest of the transmitter to be done

in parallel, reducing the overall evaluation time. Second, the performance of the PA

could also be verified without requiring that the rest of the transmitter be functional as

well. This chapter will cover the actual design of the prototype, incorporating all the

methods and techniques described in the previous section. First will come a discussion

of the specifications of the system, followed by the prototype design and layout.
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6.2 Power Amplifier Specification

In order to show the viability of Class C PA» a prototype must be designed and

built. In this work, a Class C PA that satisfies the requirements for DCS 1800,a version

of the GSM mobile telephony standard, was implemented. As stated earlier, the PA was

to be designed in a CMOS process, in order to integrate this PA with the rest of a full

transceiver chain on a single chip. In DCS 1800, the peak output power is one watt at

the antenna, and must be controlled to lower levels. The GSM standard does use a

constant-envelope modulation scheme, so the use of a heavily non-linear PA, like a

Class-C implementation, can be investigated. That is the task undertaken in this work,

in order to show the feasibility of using Class C PAs for narrowband RF applications.

The transmit band in DCS-1800 is between 1.71 and 1.785GHz, with 200kHz channel

spacings.

One key to the narrow channel spacings and the relatively narrow band (75

MHz at a center frequency of approximately 1.75GHz) is that narrowband tuning can be

used. All of the tuning techniques discussed until now have stated that high-Q

inductors are desirous, which is only true if the band over which the PA must provide

gain is narrow. If the system's bandwidth is a wide band, high-Q components are

difHcult to use, as the resulting resonant peak will have a narrow band over which the

impedance peaks. Thus the narrow-band nature of the GSM and DCS-1800

specifications is very important to the design methods discussed previously.

Furthermore, an important point to understand about the output power

specification is that the 1-W peak output power refers to the power delivered to the

antenna. The reason that this is an important point is that there will be one or more

components between the PA and the antenna which may slightly attenuate the signal

before it reaches the antenna. In the case of a single-ended PA, there will be a RF filter

and/or a duplexer between the PA and the antenna. The filter is there to suppress any
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signal harmonics or noise far outside the channel bandwidth. In the case of a system

like GSM, in which the transmit and receive bands are diverse in frequency, a duplexer

will specifically attenuate the harmonics and noise that the transmitter and PA generate

in the receive band. In addition, in the case of a differential PA, the differential signal

will have to be converted to a single-ended signal, as almost all common antennas used

in cellular handsets today are single-ended. This conversion will usually be done with a

balun, which will also attenuate the signal. Therefore, at the boundary between the chip

and the PCB, the PA should provide more than the peak power specified by the

standard. In this work, the PA was designed to provide 1.7-W peak power, allowing for

more than 40% of the signal to be lost before reaching the antenna while still delivering

1-W of power to the antenna.

6.3 Circuit Design

In this section, the actual design of each of the stages will be discussed, as well

as the final circuit implementation.

63.1 Process

The Class-C PA described in this work was designed in an STMicroelectronics,

0.35mm, five-layer metal, doubly poly (5MDP) process. The nominal supply voltage

for the process is 3.3-V, and the/t-of the process is approximately 20 GHz for a device

with a gate-source voltage of 0.9V. According to process engineers with

STMicroelectronics, the peak voltage that the oxide can reasonably support is about

5.5-V. Higher stresses on the oxide voltage may cause breakdown of the oxide, of the

sort described in Section 4.2. The process also allowed for high-resistivity poly-silicon

resistors and high-resistivity diffusion resistors as well.



ins
6.3 Circuit Design

63J2 Output ImpedanceTransformationNetwork

Before the full output stage can be designed, the output impedance

transformation network must be determined. This network will present the optimum

resistance to the load by transforming the real load impedance of 50-S2 to the optimum

resistance. Since the optimum load resistance is limited by the available voltage swing,

that optimum value will be less than the 50-i2 presented by the antenna; therefore, a

step-down network must be used to transform the antenna's impedance to the optimum

resistance. The step-down network was first mentioned in Chapter 3, and consists of a

series inductor and a parallel capacitor, as shown in Figure 6-1(a). One beneficial

C^^^IVans
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^ Rload
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Figure 6-1. Step-Down Network

property of the step-down network is that the need for a series inductor translates well

to the implementation of the PA. The chip relies on bondwires to make connections to

the printed-circuit board (PCB) on which it sits. Since bondwires are to be used as

inductors in this design, those bondwires can be used as the inductors in the step-down

network, providing a high-Q inductor at the output of the signal path.

The actual optimum resistance can be determined from the known available

voltage swing. The output power is related to the voltage swing by

Eq.6.1
2R R '

Through the use of the cascode, the peak output voltage was raised, allowing for a

larger voltage swing across the load. The supply voltage is set to be 3.3V by the

process and by the goal of integrating the PA with all the other blocks. If the output
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swings fully to twice the supply voltage and then down to 0-V, the amplitude of the

swing on each side of the differential PA would be 3.3-V, and the optimum resistance is

Vig
R = -^ = 12.8a Eq. 6.2

2P

However, the output will not fully swing down to 0-V; as the device moves into the

triode region, the two transistors between the output and the input will keep the node

voltage from reaching 0-V. If it is assumed that the minimum voltage on each node is

limited to 0.1-V, the approximate optimum resistance drops to 12-Q. In the differential

configuration of the output match shown in Figure 6-1(b), the values of the inductor and

capacitor required are approximately 1.5-nH and 2.47-pF, respectively. Now that the

optimum resistance and a first-order output impedance transformation network are

known, the output stage itself must be designed.

633 Output Stage

As has been previously stated in this work, the most practical method for

designing a power amplifier is to start with the output stage, and then work backwards.

The critical performance specifications and the critical limitations primarily apply to

the output stage and its abilities, it should be the priority. The output stage must be

able to deliver 1-W of output power or more to the 50-Q load, while not violating the

process parameters listed in the previous section (especially the oxide breakdown

voltage).

The basic structure of the output stage is known from the previous chapter.

The output will be a pseudo-differential cascode implementation with a cascode

inductor across the output; that structure was shown in the previous chapter, and is

redrawn here in Figure 6-2. There are several degrees of freedom in the design of the

output stage, each of which will be determined through the specifications provided by

the standard and the capabilities and the limitations of the particular technology used in

the design. In the design of the Class-C PA, the free variables or entities in the
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Figure 6-2. Output Stage Topology
topology are the output device sizes, the cascode device sizes, the input bias, the

cascode bias, and the amplitude of the signal at the input.

The design specification calls for a 1-W peak output power at the antenna,

which in this design equates to a peak output power of 1.7-W at the edge of the chip

boundary. With a 12-Q optimum output resistance, the peak current that must be driven

through the load is

P=^=>/= /^ =0.53mA . Eq. 6.3
2 ^ R

The base devices used in the output stage must be able to drive the load with a

sinusoidal current with a peak of 530-mA. Furthermore, that large a signal must be

delivered from a device which is only conducting for a portion of the period, as is

required by the Class-C architecture.

Of the degrees of freedom listed earlier, some of them are inter-related; that is,

changing one will affect changes in one of the others. To first-order, those relations are

relatively easy to identify. It should be apparent that the output device size, the input

bias, and the input signal amplitude are related. As the device size increases, a lower

signal drive would be required to generate the same amount of current, and the bias

point may be lowered in order to reduce the portion of the period when the device is

conducting. It should further be noted that the size of the cascode device may be set

independently of the size of the base device. The primary purpose of the cascode

device is to protect the gate of the oxide from the voltage excursions of the output node;
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the base device will drive the current in and out of the output network. The cascode

device is really acting as a switch when the input voltage is at its peak, and one of the

limiting factors in the size of the cascode device is that the on-resistance of the device

does not have a large impact on the overall efficiency of the PA. The size of the

cascode device does have some impact on the amount of current that the overall cascode

is able to drive, but if there are other factors which require a modification of the

cascode device size, those other factors may take precedence.

Once the key performance requirements of the output stage are known, the

design methodology described in Chapter 3 can be used to determine the approximate

size of the output devices. The PA must be able to deliver more than 500 mA of current

to a 12-Q load, and swing up to 6-V or higher at the output. The output transformation

network is known from the previous section. The simplified output circuit used in the

design methodology is shown in Figure 6-3. The cascode structure is not used in the

I ^Transj
LOAD

Figure6-3. Simplified OutputCircuit Schematic

simple design methodology, as it dramatically increases the complexity of the circuit.

Once the approximate first-order design has been achieved, the cascode devices can be

entered and accounted for in the circuit-simulator while the design is being fine-tuned.

It should be noted that the method to design the simple Class-C PA shown in

Section 3.4.3 actually designs a PA that must deliver only one-half the required power;

that is, the 125-mW PA that was described in Section 3.4.3 could actually be used to

design a 250-mW PA (this was actually useful at one point; a DECT PA, which must
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deliver 250-mW ofpower, was originally to be included in this design). Since the GSM

PA will be implemented in a differential fashion, the design methodology in Chapter 3

will be used to identify a "half-circuit" which will deliver one-half the required power

to the load. It should be understood that the resulting implementation will perform

better than the real implementation, for a few critical reasons. First, the

implementation here will use a cascode, which generally produces less current for the

same device size and input drive as a single-device implementation. Second, the model

used in the design methodology also over-estimates the current in the device.

Therefore, the actual final implementation will need to be modified to generate more

current than is really provided by the implementation deriving from the design

methodology.

The design methodology was used to determine that a reasonable design to

deliver the required power had the following properties: a device size of 18000pm/

0.35pm, input bias of OV, and an input signal amplitude of 1.6V. From this starting

point, the methods by which more current can be delivered include changing the input

bias, the input amplitude, or the device size used in the PA. The device size determined

above is already extremely large; any further dramatic increases would be make the

device even more difficult to drive. As a result, the modifications made to the initial

design were primarily in the input bias and input signal magnitude. Furthermore, one

other degree of freedom is available to the designer now, and that is the size of the

cascode devices to be used. In this case, there is a trade-off that must be understood.

As the cascode device size is increased, the available current is increased as well;

however, the output capacitance (from the drain-bulk capacitance of the cascode

device) is increased also, which at some point can become difficult to tune out. As a

result, simply maximizing the cascode device size may not be the optimum solution.

For this particular design, the final design of the final stage is shown in Figure

6-4. The size of the base device is slightly increased, but the input bias is increased to
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Figure 6-4. Final Output Stage Implementation
0.35-V, and the size of the cascode device is approximately half of the size of the base

device. This was done in order to reduce the output capacitance, as stated earlier. The

two sets of inductors at the output are both to be implemented as bond-wire inductors,

in order to take advantage of the higher quality factor (Q). The cascode inductor used

was implemented as an on-chip spiral inductor (the design of the spiral inductors will

be discussed in greater detail later in this chapter). The use of the cascode inductor

does involve one slight variation in the implementation with respect to the layout of the

devices, namely that the cascode node must be accessible in order to contact with the

terminals of the inductor. Standard cascode layout trades the accessibility of the

cascode node with a reduction in the capacitance at that node. This will be explained in

more detail in Section 6.4. In simulation, the use of the cascode inductor increased the

efficiency of the output stage quite dramatically.

63.4 Second Stage

The second stage of the PA, which drives the output stage of the PA, is shown

in Figure 6-5. The second stage of the PA was also designed as a Class-C stage, in

order to reduce the power consumed in this stage. The input matching network of the

output stage is also shown, including the modified tuning network described in Section

5.2.4. In this implementation, both the AC-coupling capacitors and the series L-C

capacitors are implemented as on-chip poly-poly capacitors, and the series L-C

inductors are implemented as bond-wire inductors. The load inductors at the output of

the second stage are implemented as on-chip spiral inductors in order to reduce the pin
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Figure 6-5. SecondStage of PA

count of the PA block. The pin count reduction is especially important for the inclusion

of the PA in the single-chip transceiver, where the number of available pins is a

severely limiting factor.

One other factor that helped determine the size of the second stage is the fact

that a second amplification stage (referred to here as the "first stage in the next

section) is required in order to present a load that can be driven by the RF mixers

(previous stage of the transmitter chain). Furthermore, in order to perform power

control, a more linear (and therefore more inefficient) stage is preferable, as explained

in Section 6.3.6. In order to reduce the impact of the more linear stage on the overall

efficiency of the PA, another stage which both reduces the loading on the mixers and

consumes considerably less power is desired. The design of the first stage of the PA is

presented in the next section.

6.3.5 First Stage

The first stage of the PA in this design is the one in which the powercontrol is

performed. In order to achieve this goal, a more linear first stage was used. The first

stage is simply a differential pair with a tail current source. The variation in the tail

current source allows the gain throughout the PA to be controlled by the gain in the first

stage. The schematic of the first stage is shown in Figure 6-6. The power control

scheme is described in more detail in the next section.
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Figure 6-6. First Stage of PA

63.6 Power Control Scheme

The power control scheme used in this work is a relatively simple one. By

varying the tail current through the differential pair shown in Figure 6-6, the

differential gain through the PA is changed as well. The peak voltage swing at the

output of the differential pair is related to the current available to swing through the

load. In the case of the output stage and the second stage, no tail current source was

used; the tail current source forces a constant DC current to be sunk in the circuit,

increasing the power consumption and forcing more of a Class-A topology. That is

contrary to what is required in the later stages of the PA. However, in this earlier stage,

sinking a constant DC current is not as problematic as it is in later stages. The amount

of power consumed in the first stage, even with constant crowbar current flowing

through the differential pair, will generally be less than ten percent of the overall total.

Due to the fact that the amount of current flowing in the tail current source sets

the gain, the gain will vary to first order linearly with the amount of current. This does

not mean that the overall output power (or voltage, more correctly) will vary linearly

with the tail current of the first stage, however; the nonlinearity of the second and third

stages will create a nonlinear relationship between the input of the first stage and the

output as well as between the tail current value and the output.

In order to create a modular tail current source, a fixed current was brought on-

chip and then mirrored over to the actual tail current of the differential pair. The
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current mirror had a current gain of 10:1, so that the amount of current brought on chip

was not excessive (after all, that current will affect the power consumption of the PA as

well). Seven digital bits of control were provided over and above the nominal value of

the tail current. The current could be varied between 0.005 and 20 times the nominal

current using the digital bits. These bits were stored in a bank of shift registers, and

can be loaded into the shift registers from off-chip.

63.7 Preamplifier

In Section 6.3.4, the need for a second stage of amplification prior to the

output stage was presented. Without another stage, the loading on the mixers can

become extremely large; some method of pre-amplification would be necessary. If the

mixers on the integrated chip were only driving the PA, no further issues would have

arisen. However, the integrated transceiver chip included two PAs as well as a testing

buffer used to drive the output of the mixers off-chip (essentially bypassing the PAs so

that the mixer output could be examined independent of the PAs). The combination of

the three blocks to drive made it virtually impossible for the mixer as it stood to drive

the required capacitive load of the three blocks in parallel. As a result, a separate

preamplification buffer was required. Furthermore, a method was required by which

the signal would not flow to the two paths which were not being used (of the three listed

above). The circuit shown in Figure 6-7 was replicated three times, with each of the

4.8n
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250pm/0.35p^|- PA_on
Figure 6-7. Preamplification Stage.

preamplification stages driving one of the three output stages (the two PAs and the
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testing buffer). The load inductors required for each of the preamp stages is different

depending on the load that is seen. The inductor values required to drive the first stage

of the Class-C PA are shown in Figure 6-7. The device at the base (below the input

devices) is used as a switch (with the PA^on signal) to turn the individual preamp-

stages on and off.

63.8 Biasing

All the stages of the PA must be biased independent of the output of the stage

that drives them, since each is biased well away from the supply. The stages driving

each of the stages of the PA are inductively coupled to In order to generate the

appropriate bias voltages, a AVqs reference current source was used to generate a fixed

current. In the case of the first stage, which required a bias voltage close to 2-V, a

simple diode-connected transistor was used to generate the appropriate voltage. In the

case of the second and third stages, which required a bias voltage below the threshold

voltage of the device, a structure similar to that shown in Figure 6-8 was used. The bias

i)
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Figure 6-8. Structure usedto generate sub-V-i- biasvoltages

voltage was taken from the node in between the two devices.

In both of the bias cases, the output of the reference current source was fed

into a four-bit current DAC before being driven into the bias-generating transistors.

This was done to allow for the bias voltages to be modified if necessary to improve the

performance of the prototype circuit.
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63.9 Power-Down Mode

One other critical capability of the PA is that it must be able to reduce its

power consumption and virtually eliminate any power delivered to the load when the

transmitter is not actually on. Many cellular systems today specify that the mobile unit

is only transmitting for a small fraction of the time; at other times, it is critical to

reduce the power consumption of the unused blocks, in order to prolong battery life and

to prevent any signals from leaking out of the mobile unit and disrupting

communications.

In this PA, the way that this power-down was accomplished was to ground the

inputs of all the stages of the PA, and also to turn off the tail current source of the first

stage. As mentioned earlier, the first stage contained a current DAC, which could be

used to control the amount of power delivered to the load. By using that current DAC

to completely turn off the tail current source, as well as using switches to ground the

gates of the inputs to each of the stages, the power consumption is reduced to ideally

zero. The switches used to ground the inputs of the stages were controlled by bits in a

shift register, which can be shifted in from off-chip. Those switches were made

somewhat long, so that they would not affect the operation of the circuit in their off-

state.

63.10 Final Circuit Topology

The final circuit topology is shown in Figure 6-9 on the next page. All the

inductor and capacitor values are listed. The load inductors at the output of the

preamplification stage, the first stage, and the second stage, as well as the two cascode

inductors, are implemented as on-chip spiral inductors. The inductors at the output of

the final stage and the inductors used at the input of the final stage in the series L-C

tuning scheme are implemented as bondwire inductors in order to make use of their
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Figure 6-9. FullCircuit Schematic forCiass-C PA, including preamplification stage
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high-Q properties. All of the capacitors shown are implemented using poly-poly

capacitors available in the STMicroelectronics process being used.

6.4 Layout and Fabrication

A critical element of the design process, especially for RF analog circuit

blocks, is the layout stage. At low frequencies, the parasitic passive elements inherent

in the circuit do not pose many problems; at high frequencies, however, these parasitics

can dramatically impact the performance ofcircuit blocks and careful attention must be

paid to the layout to reduce that impact. Afew of the more critical elements will be

discussed in this section.

6.4.1 Basic Transistor Cell

One important effect that must be accounted for is the substrate resistance

[34]. At low frequencies, the drain-bulk capacitors in the MOS device present large

impedances to the circuit. Therefore, even with some resistance in the bulk, the effect

on the circuit is minimal. However, at high frequencies, the substrate resistance has the

effect ofreducing the Qofthe capacitor, which reduces the Qofoverall L-C tank, since

the Qof two elements in parallel is the parallel combination of the Qs, i.e.

It has previously been noted that the inductor Qs are extremely important; any further

reduction in the Q of the L-C tanks used throughout the circuit can reduce the gain

through the signal path and require more current to be sunk to achieve the required

output power. Asecond problem with the MOS transistor that arises from the layout is

the physical R-C due to the polysilicon gate. At minimum length, the polysilicon gate

is a long, thin finger whose resistance can get large as the device width is increased.

Since the polysilicon gate will be driven from the end, the series resistance (in series
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with the gate capacitance of the device) can introduce a low-pass filter into the circuit

and reduce the signal amplitude that drives the gate.

In order to reduce the resistance between the drain/source terminals and the

substrate terminals as well as the gate resistance, a base transistor cell was created.

This base cell was surrounded by substrate contacts, in order to present a short path

through the bulk before being collected by the substrate terminal. The base cell

Source

Dram

Figure 6-10. Layout of Basic Transistor Cell.

Poly Gate' -Substrate

consists of two 10iLim/0.35pm transistors with a shared drain terminal, and the gates

were driven from both sides, reducing the effective width of the device with respect to

the gate resistance. By using the required number of base cells required to generate the

device sizes, the effective substrate resistance is further divided down.

One potential drawback to this method is that the amount of area required to

implement the large devices required in this work may be excessive and may cause the

the individual cells to see slightly phase-shifted versions of the signals (due to

differences in the resistance to gate of the devices in the cells). However, if a low-

resistivity metal layer is used to route the input signals, the net difference in the

resistance will then be dominated by the via and contact resistance as well as the gate

resistance itself, which is the same for each of the individual cells. Therefore the use of

this base cell will reduce the impact of the substrate resistance and the R-C time

constant of the gate on the performance of the circuit.
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6.4.2 Spiral Inductor Design

The on-chip spiral inductors used in this PA were designed using ASITIC[27],

a software program written by a UC Berkeley graduate student that provides accurate

modelling of on-chip passive components. Each inductor was designed with an

optimum Q, in order to maximize the tank impedance seen at the particular nodes of

interest. As seen in Figure 6-9, the value of the inductors needed are approximately

1.6-nH and 0.5-nH. In order to maximize the Q, multiple metal layers were used in

parallel (to reduce the series resistance of the inductor). There are times when using

multiple metal layers is not particularly helpful, but those occur more when designing

large inductors and the self-resonant frequency (SRF) of the inductor is close to the

operating frequency of the inductor. The SRF is the frequency at which the self-

inductance and the parasitic capacitance of the inductor resonate with each other. At

frequencies above the SRF, the inductor starts to look capacitive. However, as these

inductors are low-value inductors, the SRF is still well above the operating frequency

of 1.75-GHz.

The layout of the two load inductors mentioned above is shown inFigure 6-11.

1.03dH
2.S turn serial structure
ITSpm sauare
SO)iin width
2)Jin spacing

0.42nH
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200^ square
38pin width

2|4ni spacing

Figure 6-11. Layout Structure of LoadInductors

Two instances of each inductor are needed in the circuit, due to the differential nature

of the PA. It is common in the layout of blocks with differential signal paths to use
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mirror-symmetry to closely match the two signal paths. One problem with mirror-

symmetry when dealing with inductors is that the magnetic Helds created by two

inductors with mirror-symmetry point in the same direction. As a result, the magnetic

fields do not cancel, but compound. When placing these inductor on a chip with other

circuit blocks which also have many inductors, the magnetic fields generated could

interact and cause a degradation in performance. That is precisely the case in this

implementation, where the PA will be on the same chip with two frequency synthesizers

and a set of RF mixers, both of which use on-chip spiral inductors. As a result, the

inductors were not mirrored but rotated 180 degrees. In this way, the magnetic fields

generated will cancel each other out so as not to disturb other inductors. Further, any

common magnetic field will generate common-mode signals in the inductor, preserving

the immunity to common mode signals inherent to differential circuits.

The cascode-node inductors (first described in Section 5.2.5) are also

implemented in were each implemented as two inductors in series in order to use the

rotated-symmetry layout and increase the immunity of the cascode inductors to common

magnetic fields. In the case of the cascode inductors, the Q was less of a concern, as

simulations showed that the improvement in efficiency was not all that dependent on

the Q of the inductors. As a result, the cascode inductors were designed to first limit

the die area and second to optimize the Q. The layout of one of these inductors is

shown in Figure 6-12.

Figure 6-12. Layout Structure of Cascode Inductors

One requirement of using the cascode inductor is that the cascode node must be
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accessible^ which is not the case in standard analog layout practices. In general, the

layout of the cascode structure is done as shown in Figure 6-13. The gates of the two

V vv- y-y N-s

Cascode node not
accessible

Figure 6-13. Standard Cascode Layout

devices are placed as close together as possible. This method reduces the capacitance

on the cascode node, as there is no sidewall capacitance and the junction capacitance at

the bottom of the cascode node is also reduced (due to the reduced separation between

the two devices). However, the representation shown in Figure 6-13 does not allow an

electrical connection to the cascode node, which is needed in order to use the cascode

inductor. As a result, the base transistor cell described previously in Section 6.4.1 was

used for each of the devices in the cascode structure.

6.43 Substrate Coupling

Finally, one issue that needed addressing was substrate coupling. In the

integrated implementation, the PA will reside on the same substrate as several other

blocks. The PA generates extremely large signals and generates large currents that flow

in and out of the substrate. The possibility of these signals corrupting other circuit
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blocks on the same die is very real, and a few methods for reducing the coupling

between blocks (and especially between the PA and the other blocks on the substrate)

were used in this work.

First, the entire signal path, from the input of the digital-to-analog converters

(DACs) to the output of the PAs, was differential. While the primary reason for using a

differential signal path in the PA was the increase in the voltage swing available, there

are other positive impacts resulting from the differential implementation. The other

blocks retain some immunity to the signals flowing through the substrate, which appear

as common mode signals. Further, because the PA is implemented differentially, the PA

is now dumping current into the substrate twice every cycle (once for each half-circuit

of the differential implementation). As a result, the substrate signals generated by the

PA appear to be at twice the frequency of the circuit's operation. With the frequency of

the substrate signals being moved away from the operating frequencies of the mixer and

especially the frequency synthesizers, the potential for problems such as local-

oscillator pulling in the frequency synthesizer is dramatically reduced.

Second, the power supply nodes for each of the blocks on-chip, including the

PA, were brought on-chip independently and each supply node was heavily bypassed

on-chip to the local electrical ground. Further, the local ground and substrate were tied

together so that the ground, substrate, and supply would all move together. The net

effect on the circuit itself would thus be minimized, as all the potential movement of the

ground, substrate and supply would be common-mode variations, and thus rejected by

the differential circuits.

Third, the active devices were flooded with substrate contacts placed as close

to the actual devices as possible. The implementation of this concept has already been

demonstrated in the base transistor cell used in the PA. The goal of this idea is to

present a low-resistance path for the substrate current, so that all the substrate current
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will be collected by the contacts, rather than flowing through the substrate to other

blocks and increasing the overall voltage swing on the substrate.

Finally, the PA itself was completely surrounded by a "wall" of substrate

contacts. This substrate wall was used as a secondary "line of defense"; any substrate

current not collected by the contacts close to the devices would be collected by this

isolating block of contacts, and very little substrate current would get through to the

disrupt the other blocks in the circuit. The PA was located in one corner of the chip,

and the wall of substrate contacts was approximately 200pm in width.

6.5 Simulation Results

Extensive simulation of the PA was performed in both HSPICE andSpectreRF.

Some of the key results include the efficiency, the output power across the transmit

band, and the variation of the output power with the change in the tail current of the

first stage (the power control mechanism).

Figure 6-14 shows some of they key terminal voltages along the signal path.
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The preamplification stage described in Section 6.3.7 is driven with a sinusoid with a

0.4-V amplitude (zero-peak). The voltages shown are the differential voltages at the

input of the first, second, and final stages. The output powerof the PA is shown versus

frequency in Figure 6-15. The power is plotted in dBm, which is the most common

units in which RF PA power is described. As can be seen, the output power is

extremely constant over the frequency of interest. Also shown in the figure is the PA

1.SB 1.60

Powsr tnd Btflelanoy o««r Tranamlt Band

1.73 1.74

Fraqttanoy (OHa)

Figure6-15. OutputPowerandEfficiency vs.Frequency in the Transmit Band

efficiency over the same range. This efficiency number is the overall efficiency. In this

case, the overall efficiency is essentially equivalent to the PAE; the power required to

drive the PA is minimal, as the input presented to the previous stage is entirely

capacitive. The efficiency of the PA is approximately 40% over the transmit band.

While this is slightly below the goal of 50% that was initially set, this is primarily due

to the fact that the PA was designed for an output power of 1.7W instead of a level

closer to IW. In fact, before the desired peak output power level of the PA was

increased to 1.7W, a PA delivering just over 1-W was designed with an efficiency of

48%, very close to the desired 50% goal. However, once the peak output power goal

was raised to 1.7W, the optimum output resistance was reduced and the PA needed to

generate even more current, reducing the efficiency to about 40%.

Figure 6-16 shows the PA output power as a function of the tail current in the

first stage of the PA. As expected, the PA output power is related to the tail current; as
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Figure 6-16. PA Output Power vs. First Stage Tail Current,
the tail current rises, so too does the output power. It should be noted, however, that

even though the relationship looks linear for the middle portion of the graph, it is not.

The power is again plotted in dBm, so the graph is actually a log-linear plot, and

therefore the relationship between input and output is non-linear.

6.6 stand-alone Test Chip

As Stated in the opening to this chapter, the PA was also implemented as a

stand-alone test chip. The test-chip included the output stage as well as the first and

second stage described previously. The preamplifier discussed in Section 6.3.7 was not

included in the test-chip.

The layout of the PA was copied exactly from the overall transceiver block,

and the extra available pads were used primarily for connections to electrical ground.

In the implementation of the test chip, it was possible to make use of the extra pads

available to enhance the performance of the PA. However, as one of the driving factors

behind the implementation of the test-chip was the ability to better understand the

functionality of the PA that was in the signal path of the integrated transceiver, no

layout modifications were made to the class-C PA.



126 6.7Conclusion

6.7 Condusion

This chapter has described the circuit implementation of a CMOS Class-C PA,

using the techniques described in earlier chapters. The simulated PA was able to

deliver over 1.6-W of power to a 50 ohm load, with a PAE of 40%. The next chapter

will discuss the experimental set-up, including the evaluation board designed for testing

the PA, as well as the experimental results.
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7
Experimental Results

In Chapter 6, the actual circuit implementation of the Class-C PA was

described. In this section, experimental results from both the stand-alone test chip as

well as the integrated version of the PA will be presented. This chapter will begin with

a discussion of the test board for the stand-alone test-chip as well as a mention of

aspects of the test board for the fully integrated transceiver that relate to the Class-C

PA. The actual experimental results will follow. A die photo of the stand-alone die is

presented in Figure 7-1. The individual stages and the signal path are displayed on the

figure.

7.1 Test Board

The design of the test board for the stand-alone PA was quite straightforward.

A photo of the die attached to the board with its bond wires is shown in Figure 7-2. As

stated earlier in Section 5.2.3, the die was attached directly to the board in the Chip-On-

Board (COB) fashion. The die-attach area is highlighted in the figure. As shown, the

input to the PA is brought on board from the left and converted to differential signal

using a MuRata balun (the balun is not shown in the picture; the inputs to the chip are
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Figure 7-1. Stand-Alone PA die photo

already differential). The differential signal is then applied to the PA. The output of

the PA comes out from the right of the board. In this board implementation, the PA

outputs are available individually (no power combination has been performed). This

was done in order to remove the uncertainty in the performance of any balun or power

combiner. The other required elements on the board include a regulated current source,



Figure 7-2. Stand-alone PA on test board (with bond wires)

bypass capacitors, and headers required to drive the shift register signal on chip. Two

separate power supply voltages were used: one which powered the first two stages of

the PA (and, in the integrated version, the preamplifier stage as well), and one which

powered the final output stage. This was done for two reasons: first, the supplies on-

chip were separated in this manner, and second, the current consumption of the final

stage could be viewed independently of the earlier stages.

A second implementation of the board did contain a microstrip balun, which

was based on a design first used previously[16]. This microstrip balun was designed to

minimize the loss in the combining process, and included the bondwire inductors in the

design process to accurately present the proper load to the output of the transistors on-

chip. The simulated loss of the balun was approximately 0.6-dBm. The board for the

integrated version of the transmitter, including the PA, also used the microstrip balun.

The entire transmitter attached tot he board is shown in Figure 7-3(a); the microstrip
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balun and the edge of the die used by the class-C PA is shown in closer detail in Figure
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Figure 7-3. Integrated Transceiver Test Board

7-3(b). The portion of this board corresponding to the output of the class-C PA matches

the evaluation board of the test-chip. This was done again so that the performance of

the test-chip would closely match that of the PA in the integrated version.

7.2 Experimental Test Setup

The test-setup for evaluating the PA was slightly different for the stand-alone

test-chip than for the integrated version. The test-setup for the stand-alone test-chip is
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shown in Figure 7-4. The signals applied to the board were just the two power supplies
^DDl ^DD2

Device
Under

Test
50^

Term.

Analyzer

Figure 7-4. Test-setup forStand-alone test-chip

and the input drive signal (supplied from a Rohde&Schwarz signal generator). The

output was fed into a spectrum analyzer. In Figure 7-4, the differential outputs from the

chip are available independent from each other, and as shown, each side is individually

tested. In certain tests, a power combiner was also used to combine the two output

signals and examine the full output together.

In the case of the integrated transceiver, the input to the PA was not easily

accessible. Therefore, in order to test the PA, the entire transmit chain needed to be

functional. The input signal was in the form of two 10-bit digital baseband signals

which were fed into the DAC, which was generated by an HP pattern generator. That

signal went through the transmit chain, first being converted to an analog signal by the

DAC, then filtered and then frequency translated to the RF carrier frequency using a

two-step mixing process which included the Harmonic-Rejection Mixers described in

Section 2.2. The on-chip frequency synthesizers synthesize the LO signals used by the

mixers to perform the frequency translation. The output of the mixers drives the

preamplification stage described in Section 6.3.7. The output of the PA was fed into a

spectrum analyzer.

7.3 Results

This section will be divided into two sections. The first will cover the
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experimental results from the stand-alone test-chip, and the second will cover the

results from the PA included with the integrated transceiver. In the second case, some

of the results will be compared to the output of the mixers (before the PA), in order to

examine any potential degradation in the performance of the transmitter.

73.1 Stand-alone Test-chip

The stand-alone PA test-chip was initially tested in order to obtain an accurate

measure of the performance of the PA without any factors external to the operation of

the PA disrupting the measurements. It was apparent from the initial results that the

gain through the PA was less than expected from the simulations performed prior to the

chip's fabrication. Due to the fact that several methods of increasing the gain were

available, the overall gain of the PA was raised and eventually the desired output power

goal (> IW power output) was met. However, these methods of increasing the gain of

the PA had the undesired side-effect of reducing the efficiency, as more current was

consumed in order to increase the output power.

The primary reason for the reduction in the gain was believed to be the quality

factor (Q) of the on-chip spiral inductors. On-chip inductors are used at the output of

the first and second stages in order to tune out the load capacitances and peak the gain

at the frequencies of interest. As discussed previously in Chapter 5, the Q of the

inductor determines the impedance level of the corresponding L-C tank. As the Q

decreases, so too does the impedance level, resulting in a lower voltage gain for a given

output current. Unfortunately, the individual inductors were not available for

characterization, so exact Q numbers were not obtained. However, after the chip was

fabricated, a more accurate version of the ASITIC simulator became available. The

simulated Q of the inductors in the older version of ASITIC as well as the newer, more

accurate version, are shown in Table 1. The "Final Q" column lists the inductor Q

values resulting from the newer version of ASITIC. As can be seen, the change in Q is
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Table 1: Simulated Inductor Values

Inductor Value Original Q Final Q

First Stage
Output

l.OBn 6.5 4.5

SecondStage
Output

0.42n 4.9 2.3

SecondStage
Cascode

2.6n 4.1 2.0

Third Stage
Cascode

0.54n 3.3 1.7

quite dramatic, and such a change will have a large impact on the performance of the

overall circuit.

In order to counter the impact of the reduced Q of the spiral inductors, two

methods were used for increasing the gain. First, the tail current in the first stage was

increased, and the bias voltage at the gate of the second stage was increased as well.

Both of these methods serve to increase the gain of the overall PA. The increase in

current in the first stage increases the current to the reduced load impedance. The

increase in the bias voltage at the gate of the second stage also increases the current

generated by the second stage, further increasing the gain. The third stage was left

unchanged; any increase in the current level of the third stage would dramatically

increase the overall current consumption of the PA, dramatically reducing the

efficiency. While the increasing current consumption in the previous stages will also

reduce the efficiency, because of the current levels in those stages are low compared

with the final stage, the reduction in efficiency will not be as dramatic as it would be if

the current level in the final stage were increased.

The results from the stand-alone PA are presented. The stand-alone PA is

driven with a signal whose magnitude is lOdBm. The actual power driven into the chip

was about 9dBm due to a 1-dB insertion loss from the MuRata balun. With the

increased current levels in the first and second stages, the output power over the
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frequency band of peak output power is shown in Figure 7-5. It should be noted that the

Output Power tn dBm vs. Frequency
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Figure 7-5. Measured Output Power vs. Frequency for Stand-alone PA

peak output power occurred at about 100 MHz away from the predicted peak output

power. This is likely due to a slight deviation in the load inductor values than

predicted, or a slightly larger capacitance in the signal path than predicted. The error is

on the order of 6%, which can easily be corrected for. The measured efficiency over

this range of frequencies is shown in Figure 7-6. The drain efficiency and PAE of the
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Figure 7-6. Efficiency vs. Frequency for Stand-alone PA
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PA are shown in the figure. The output power as a function of the tail current in the

first stage is shown in Figure 7-7.
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Figure 7-7. Output Power vs. First Stage Tail Current for Stand-alone PA

In order to verify that the dramatically lower inductor Q was a plausible cause

of the reduced gain through the PA, HSPICE simulations were performed using the new

values of the inductor Qs presented in Table 1. The output power and efficiency

resulting from these new simulations is shown in Figure 7-8. As can be seen, the power
SImulsteU Power end Enieieney over Tranemit Bend with Low Q Induetore
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Figure 7-8. Simulated Output Power and Efficiency with Reduced Q Inductors

and efficiency are much more in line with the actual power and efficiency that was



obtained from the stand-alone PA. As a result, the hypothesis that the PA performance

was degraded by the low Q of the spiral inductors is a reasonable one.

The output of the PA can also be viewed in the frequency domain. The output

of the PA with a single-tone input is shown in Figure 7-9. The peak is at the input
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Figure 7-9. Frequency Domain output of Stand-Alone PAdriven by Single-Tone
Input

frequency of 1.64 GHz. Due to the use of a power combiner, there was about 2dB of

loss between the chip output and the spectrum analyzer. Furthermore, one important

measure of the performance of a PA is the output of the PA under the input of a OMSK

modulated signal. In the DCS1800 specification, a spectral mask is given which

restricts where the energy of the signal can be transmitted. Figure 7-10 shows the

output of the PA when driven by a OMSK modulated signal. As can be seen the output

of the PA is well within the output spectral mask supplied by the DCS1800

specification.
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Figure 7-10. Output Spectral Mask ofStand-Alone PA

73.2 Integrated PA

Adie photo ofthe integrated transmitter, including the Class CPA, is shown in

Figure 7-11. The low-Q problem that plagued the stand-alone PA had a larger impact on

the operation of the PA included in the integrated transmitter. In this implementation,

not only was the gain reduced in the PA itself, but the gain in the previous stages of the

transmitter was also reduced, as previous stages also used spiral inductors. This

dramatically reduced the magnitude of the input signal driving the PA, reducing the

output level further. Due to this reduced signal level, it was necessary to further

increase the gain of the PA in order to compensate. In this case, not only were the tail

current in the first stage and the bias of the gate of the second stage maximized, so too

was the bias of the gate of the third stage. Even still, the peak output of the PA still did

not meet the 30dBm output power level required by DCS 1800; the maximum power

output was approximately 25dBm. However, some results are presented here to show

the impact of the PA on the output signal. Shown in Figure 7-12 is the output of the

transmitter when driven with a single tone. The output of both the mixers (driven off-
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Figure 7-11. Integrated Transceiver Die Photo

chip with a test buffer) and the PA are both shown. The PA has very little impact on the

close in performance of the transmitter; the LO feedthrough and the lower sideband are

virtually unchanged, and the IM3 is only slightly larger. A second test that was

performed investigated the noise performance of the PA at a 20-MHz offset from the

center frequency. In DCS 1800, this is quite an important specification, as 20 MHz is

the closest distance between the transmit and receive bands, and there are stringent

limits on the amount of transmission allowed by the transceiver in the receive band.

The noise performance at 20MHz away from the carrier was seen to be about -126dBc/

Hz at the output of the mixers and -121dBc/Hz at the output of the PA. The wideband

noise performance at the output of the PA is not dramatically affected by the use of the

PA. It is expected that this increase is due to the increased impact of substrate coupling

on the performance of the transmitter (especially the frequency synthesizers) when the

PA is on. Further, it is quite possible that the noise performance might be better if the

PA was working as originally intended. As tested, the current flowing through the

integrated PA was at its maximum; that is, the biases of both the second and third stages

were at their highest point, maximizing the current flowing through those stages, and
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Figure 7-12. Single Tone Output (a) Before and (b) After Integrated PA
increasing the current flowing in the substrate of the device. If the substrate current

were to be reduced, it is possible that the 5-dB increase in the wideband noise would be

reduced.

Due to the dramatically lower power levels than were expected, the integrated

PA was not as fully tested as the stand-alone PA. The integrated PA was primarily

tested to investigate its impact on the output signal when compared with the signal prior
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to the PA. The results discussed above were the primary results obtained from the PA

on the integrated test-chip.

7.4 Conclusions

In this chapter, experimental results from the stand-alone and integrated

versions of the prototype class-C PA discussed in Chapter 6 were presented. Due to the

lower than expected on-chip spiral inductor Qs, theperformance of the PA was not quite

what was predicted by the simulations performed prior to the fabrication of the

prototype. However, an output power level of greater than 30dBm was still achieved by

the stand-alone PA, and the stand-alone PA met the spectral mask required by the

DCS1800 specification under the peak power condition. A list of the key performance

metrics of the PA is presented in Table 2. Furthermore, the PA also achieved the
Table 2: Power Amplifier Performance

^DD 3.3V

Stand-alone PA:

Power In lOdBm

Peak Power Out 30.33dBm

Peak Drain Efficiency 39.3%

PeakPAE 26.9%

Meets GSM Spectral Mask Yes

Integrated PA:

Peak Power Out 25dBm

Single Sideband Suppression
Change from Pre-PA Measurement

-56.84dBc

-IdB

Wideband (20 MHz) Noise
Change from Pre-PA Measurement

-121dBc/Hz

5dB

desired characteristic of having the output power level be able to be controlled by the

magnitude tail current in the first stage. The integrated PA did not meet the required
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output power level, unfortunately, but the impact ofa non-linear PA on the transmitted

signal was minimal.
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8
Conclusions

If the goal of a single-chip CMOS radio transceiver for cellular wireless

communications systems is to be achieved, it is clear that two critical goals must be

accomplished in the implementation of these transceivers: first, a high-power (> IW)

power amplifier (PA) in must be implemented in CMOS, and second, that PA must be

included on the same substrate as the rest of the transceiver circuitry. Furthermore, the

PA must have a reasonable efficiency that it can be somewhat competitive with PAs in

other technologies.

There are several obstacles which make the implementation of such a PA

extremely difficult. The more common classes and architectures used in PA design,

such as Classes A and AB, are inherently lower-efficiency classes. Furthermore, the

use of sub-micron CMOS processes increases the difficulty, as technology limitations

specific to CMOS processes, such as limited voltage swing due to oxide breakdown and

poor transconductance, complicate the design process.

In this work, a 1.75-GHz CMOS PA was designed and implemented. In order

to maximize the efficiency, a Class-C architecture was used. Key research

contributions from this work are summarized here:
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• A simplified design methodology was developed for the design of Class-C PAs in
CMOS technologies. The design methodology predicts the drain current of the device
using a fourier series analysis of the drain current as well as iteration in order to
approximate when the device is in saturation and when it is in triode.

• Several different circuit techniques were used in order to overcome the limitations
inherent to CMOS technologies, such as limited voltage swing and poor
transconductance. New techniques, including the use of cascode inductors and the use
of a modified tuning method in order to peak the impedance and therefore the gain at
the input to the final drive stages, allowed the use of extremely large devices which
facilitated the high output power required for the prototype designed in this work.

• A 1.7-W, 1.75-GHz PA has been designed in this work in a 0.35-pm CMOS process,
using a Class-C architecture. Experimental results indicated that the PA actually
delivered 1-W of output power to the load, due to lower-than-expected Qs from the
on-chip spiral inductors.

• A 40% efficient, 1.7-W, 1.75-GHz, Class-C PA was designed in a ST Microelectronics
0.35-pm, 5-metal, double poly process. Unfortunately, due to an over-estimation of
the quality factor (Q) of the on-chip spiral inductors used in the design, the stand
alone PA only provided just over IW of output power with a peak efficiency of 27%.

• The Class-C PA was also included in an integrated, single-chip CMOS transmitter,
which integrated all the blocks in the transmitter chain from the digital-to-analog
converters through the PA along with two frequency synthesizers. The power output
of the PA in the transmitter was even less than that of the stand-alone version, due to
the reduced Q of the on-chip spiral inductors, but the PA did not appreciable distort
the transmitted signal.

• This PA is the first example of a Class-C PA implemented in a standard CMOS process
which delivers IW of power at RF frequencies.

The goal of this work was primarily to verify the feasibility of implementing

PAs for high-power mobile applications in CMOS technologies using architectures that

support high-efficiency, and to that end, it succeeded. While the efficiency of the

implementation was low, the simulated efficiencies were significantly higher, and the

post-implementation simulations using the low-Q inductors mirrored the performance

of the prototype.

If this work were to be continued, the use of newer sub-micron CMOS

processes which hold the promise of passive components (such as on-chip spiral

inductors) with Qs of 5-10 would greatly benefit PA design, and a 1.7-W PA with an

efficiency closer to 50% could be implemented using the techniques described in this
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work. However, as lithography and sub-micron processes become better, one

overwhelming problem continues to plague the PA designer: the oxide-breakdown

voltages are being reduced along with the minimum device sizes. Cutting-edge

processes (such as 0.18mm and 0.1mm) usually have "output-driver" devices which

have thicker oxides and can withstand larger voltages, but these devices are usually

equivalent to 0.35mm devices. Therefore, while these newer processes will hopefully

give better passive components, the devices themselves available to the PA designer

will not be significantly different from the devices used in this design unless realistic

methods of using low-voltage devices while delivering large amounts of power can be

identified.
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