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Abstract

We introduce PRISM (Power-efficient, Robust, high-compression, Syndrome-based Multimedia coding), a
new video coding paradigm based on the principles of distributed source coding that represents a near-antithesis
to currently popular video compression architectures, such as typified by standsurds like MPEG and H.263. In
direct contrast to conventional video coding architectures, PRISM's architectural goal is to shift the computa
tional burden from the encoder to the decoder without compromising compression efficiency. Incurring the low
encoding complexity of intra-frame (still-image) video coding, PRISM approaches the high compression effi
ciency of full-motion interframe video coding, while simultaneously offering natural robustness to channel loss
in an easily tunable way. These traits make it well-matched to applications involving multimedia transmission
over wireless networks (such as 802.11 or standard cellular or video sensor networks) which are characterized
by the requirements of (i) computational power-efficiency at the mobile terminals/sensor nodes due to battery
lifeconsiderations; (ii) high compression efficiency due to scarcity of wireless bandwidth; and (iii) robustness to
channel loss due to the wireless medium. A typical uplink scenario consists of a wireless PRISM encoder at the
transmit Mobile Station (or sensor node) interfaced to a PRISM decoder in the base-station Access Point (or
controller node). Alternatively, it is possible to have a PRISM transcoder at the base station that efficiently
converts the PRISM bit-stream to a standard video bit-stream for a standard low-complexity decoder at the
downlink Mobile Station (or sensor node). The PRISM transcoding architecture thereby shields the computa
tional burden firom both low-power end-points. Preliminary simulations confirm the efficacy of the proposed
paradigm.

1 Introduction

Raw Video

High High Compression Low

Complexity Complexity

Encoder Decoder

(a)

Raw Video

Low High Compression High

Complexity Complexity

Encoder Decoder

(b)

Figure 1: (a) Conventional video encoding architecture comprises ofa high complexity encoder and a low complexity
decoder, (b) Proposed video coding paradigm (PRISM) comprising of a low complexity encoder and achieving the
compression performance of the conventional framework.



We are at the dawn of a new era where traditional views of video transmission (primarily television broadcast
models) are being challenged. With the expected proliferation of digital cameras and their ability to be embedded
in ordinary cellular phones (a number of these phones from NTT Docomo and their competitors are already flooding
the Japanese telecom market), as well as the emergence of low-power surveillance and multimedia sensor networks,
the days of typecasting media transmission as a "downlink" experience (e.g., TV broadcast) are over.

This then calls for aserious questioning (and possible rehaul) of the fundamental principles underpinning current
multimedia compression paradigms. Recall that existing video codec architectures have been driven primarily by
the television broadcast model of asingle possibly complex encoder and amultitude of cheap receivers. Not surpris
ingly, currently popular video compression standards such as H.263 and MPEG [1, 2] are based on the philosophy
of acomputationally heavy encoder and a "light" decoder. For example, the video encoder is the computational
workhorse of the video codec, with its computational complexity dominated by the motion compensated prediction
operation needed to strip temporal redundancy from video frames (A "full-search" block motion estimation algo
rithm typically incurs approximately 65000 operations per pixel per second for a 30 frames per second video. The
motion estimation module ina typical video codec takes between 75% to 90% of CPU time and is the single most
computationally intensive part ofthe encoder.). The conventional video decoder on the other hand is a relatively
lightweight device operating in a "slave" mode to the encoder.

Such a model is obviously at complete odds with the emerging class of "upHnk" rich media appHcations such
as those outlined earlier. Of particular interest are video transmission over wireless networks such as wireless

LANs (e.g., 802.11 based networks) and low-power video sensor networks such as those for surveillance or security
appHcations. Multimedia over wireless for upHnk transmission appHcations places new architectural demands on
video codecs that are an antithesis to existing architectures. Specifically, the requirements include:

1. low-power and computational complexity at the mobile station (sensor node) for both encoding
and decoding of video: this is critical to prolonging battery life ofthese low-power devices;

2- high compression eflflciency: both bandwidth and transmission power are at a premium, calHng for
maximal compression efficiency to minimize the number of transmitted bits over the wireless channel;

3. robustness to channel loss: the wireless medium is a harsh transmission channel, requiring resilience to
packet drops or even frame drops due to bursty errors caused by deep fades in the channel.

Current video coding paradigms fail to simultaneously address these demanding requirements satisfactorily.
FuU-motion interframe video coders achieve high compression efficiency, but fail to meet the other two criteria,
as they are computationaUy heavy at the encoder (primarily due to motion-search) while also being very fragile^
to packet losses. Alternatively, intra-frame video coding methods (where each of the individual frames is encoded

as a stiU-image) have low computational complexity and are relatively robust to packet drops due to the lack of

dependencies among frames, but incur a relatively high transmit power due to poor compression efficiency. This
raises the interesting question of whether it is possible to architect a new video coding paradigm that is driven

^In order to exploit thetemporal correlation invideo sequence, motion compensated prediction isused to come up with a "good"
predictor based on the previous frame for the current frame that is to be coded. The residue error between the current frame and the
predictor is what is actually encoded and transmitted for the current frame. This introduces dependencies between the various coded
units leadingto fragility. If the previous frame is lost during transmissionthen the availability of the coded unit for the current frame
is of no use at the decoder.



to attain all these requirements. SpecificsJly, is it possible to shift the computational bturden from the encoder

to the decoder without compromising compression efficiency, while additionally being robust to packet drops (see

Figure 1)? Such a paradigm, if possible, would be well-suited to address the demands of these emerging class of

multimedia applications around low-power wireless networks.

Motivated by this, in this work, we present PRISM (Power-efficient, Robust, high-compression Syndrome based

Multimedia coding), a novel, robust, low-complexity, high-compression video encoding paradigm, that represents

a significant departure from the traditional video coding paradigms. Leveraging the power of distributed compres

sion methods [3, 4], PRISM incurs the encoding complexity of still image compression methods, approaches the

performance of conventional video coding techniques and additionally offers the feature of robustness naturally. A

significant feature of PRISM is that it roughly swaps the encoder and decoder complexity with respect to the con

ventional framework. In fact, while tasks like motion prediction are performed at the encoder in the conventional

paradigm, they are a responsibility of the decoder in this new paradigm. Since multimedia coding standards con

strain the bit-stream syntax at the encoder, the fact that all the sophisticated signal processing tasks are performed

at the PRISM decoder, results in an encoder sjmtax that is rich enough to accommodate a plethora of decoders

that are all "syntax-compatible". It opensup the opportunityof a whole new set of creativealgorithms/techniques

for motion estimation, post processing and other signal processing tasks.

Low coniplexit^-
PRISM encoder

Trans-Coding Proxv

lllgh Con\cntional

Com|)lc.\it\ High
PRISM Complexity
Decoder Encoder

Low complexin'
decoder

Figure 2: System level diagram for a wireless network scenario with low complexity encoding and decoding devices.

A typical network configuration involving the PRISM codec is as follows (See Figure 2). The uplink consists

of a transmit mobile station (sensor node) employing the low-complexity PRISM encoder interfaced to a PRISM

decoder in the basestation or the access point. The basestation has a "trans-coding proxy" that efficiently converts

the PRISM bit-stream into a standard bit-stream (e.g., that output by an MPEG encoder). The downlink then

consists of a receiving mobile station that has the standard low-complexity video decoder. Under this architecture,

the entire computational burden has been absorbed into the network device. Both the end devices, which are

battery constrained, run powerefficient encoding and decoding algorithms.

The idea of transferring the computational burden to the network was first presented in [5] where the task
of motion estimation was essentially transferred from the video encoder to the network terminal. Our proposed

PRISM framework, however, is different on two different counts: first, PRISM is naturally a joint soiurce channel

coding framework unlike the purely source coding framework of [5]. Further, the work of [5] is predicated onhaving



network feedback. In PRISM, network feedback while serving to enhance the overall performance, is not required.
In this work, we introduce the PRISM framework, enlist its various enabling features and point out its Umitations.

Through our simulation results we confirm the validity of the proposed paradigm. Our ongoing work includes
extensive testing of the end-to-end performance of the proposed framework in a setting as described above.

2 Basic Concepts

2.1 Background

Let us first provide abrief summary of the current video coding paradigm. Avideo sequence is acollection of images
(also called frames) in time. It is typically highly spatio-temporally redundant with the temporal redundancy being
particularly important. For the purpose of encoding, each of these frames are decomposed into non-overlapping
16x16 spatial blocks called macro-blocks. These are encoded in either of the following two modes.

1. Intra-Coding (I) Mode: The intra-coding mode is the image compression mode in video coding. It exploits
only the spatial correlation correlation present in the video frame. Each spatial block is first transformed
using the Discrete Cosine TVansform (DOT), then the transformed coefficients are quantized and entropy
coded using run-length Huffrnan coding. Since this mode does not exploit the temporal correlation in video,
it typically achieves poor compression. However, it incurs a low encoding complexity (that of image
compression) and is robust in the sense that it is a self-contained description of the block being encoded that
is not dependent on anything else.

2. Predictive or Inter-Coding (P) Mode: In contrast to the intra-coding mode, the predictive or inter-coding
mode is the true video compression mode. It exploits both the spatial and temporal correlation present
in the video sequence. To exploit the temporal correlation, an operation called motion estimation is
performed. Here, typically, an exhaustive search is done in the previous frame (which is present in the frame
memory at both the encoder and the decoder) within the confines of a search window to obtain a block that

is the "closest" match to the block that is being encoded in the current frame. This "closest" matching block
is then used as a predictor for the current block and the prediction error so obtained is encoded using DCT
followed by quantization and entropy coding. The coordinates ofthe predictor block, called motionvectors
are transmitted to the decoder along with the encoded residue so that the decoder can refer to the frame

memory and use the same predictor to decode the residue and thus the operation of the encoder and the

decoder stays synchronized. This coding mode achieves high compression. However, it also incurs high
encoding complexity (primarily due to motion search) and isfragile in the sense that loss ofthe predictor
renders the residue information useless from the point ofview of decoding.

Based on the encoding modes used for the blocks, the frames themselves are also classified as intra-coded or inter-

coded. An intra-coded frame has allthe blocks encoded in the intra-coding mode whereas an inter-coded frame can
have both inter-coded and intra-coded blocks. Typically, avideo sequence is divided into GOPs (Group of Pictures)
containing about 12 to 15 frames. The first frame ina GOP isencoded in theintramode and the remaining in the
inter mode.
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Figure 3: X and Y are correlated, length 3-bit binary data equally likely taking each of the 8 possible values,
individually. The Hamming distance between the codeword for X and that for Y is at most 1. (a) Both encoder
and decoder have access to side information Y which is correlated to X. Here X can be encoded with 2 bits, (b)
Only decoder has access to Y. Here too, X can be encoded using 2 bits.

2.2 Illustrative Example for Coding with Side Information

Our high-end goal is to achieve the high compression efficiency of the predictive-coding mode while incurring the

low encoding complexity of the intra-coding mode. To see how we can achieve this, it is instructive to examine the

following example that was first presented in [6] (See Figure 3).

Let X and Y be length 3-bit binary data that can equally likely take on each of the 8 possible binary 3-tuples.

However, X and Y aie correlated random variables. The correlation between them is such that the Hamming

distance between X and Y is at most 1. That is, given Y (e.g., [0 1 0]), X is either the same as V ([0 1 0]) or offin

the first bit ([1 1 0]) or offin the middle bit ([0 0 0]) or offin the last bit ([0 1 1]). The goal is to efficiently encode

X in the two scenarios shown in Figure 3 so that it can be perfectly reconstructed at the decoder.

Scenario 1; In the first scenario (see Figure 3 (a)), Y is present both at the encoder and at the decoder. Here

X can be predicted fi'om Y. The residue {X0 Y) or the error pattern of X with respect to Y takes 4 distinct vedues

and hence can be encoded with 2 bits. This is the least possible (best) rate needed to encode X. The decoder can

combine the residue with Y to obtain X. X is analogous to the current video block that is being encoded, Y is

analogous to the predictor from the frame memory, the correlation between X and Y is analogous to the temporal

correlation between successive video frames, and hence this mode of encoding is similar to predictive coding.

Scenario 2: In the second scenario (see Figure 3 (b)), the encoder for X does not have access to Y. The

performance of this scenario is thus limited by that of the first scenario. However, it does know the correlation

structure between them and also knows that the decoder has access to Y. What is the best that can be done in this

case? The surprising answer is that even in this seemingly worse scenario, we can achieve the same performance

as in the first scenario. That is, here too, X can be encoded with 2 bits!

This can be done using the following approach. The space of codewords of X is partitioned into 4 sets each

containing 2 codewords, namely, Cosetl ([0 0 0] and [1 1 1]), Coset2 ([0 0 1] and [1 1 0]), CosetS ([0 1 0] and

[1 0 1]) and Coset4 ([1 0 0] and [0 1 1]). The encoder for X identifies the set containing the codeword for X and

sends the index for the set instead of the individual codeword. Since there are 4 sets, they can be indexed in 2 bits.

The decoder, in turn, on the reception of the coset index, uses Y to disambiguate the correct X from the set by

declaring the codeword that is closest to to F as the answer. Note that the distance between X and Y is at most

1, and the distance between the 2 codewords in any set is 3. Hence, decoding can be done perfectly, (e.g., if Y is

[0 0 1] and X is [0 1 1), then encoder sends the indexfor Coset 4. The decoder on receiving this index, calculates



the distance between ([0 01] and [1 00]) which equals 2, and between ([0 01] and [0 11]) which equals 1. Since it
IS known that the distance between Xand Yis at most 1, [0 11] is decoded as the observed codeword). This mode
of encoding where the decoder has access to correlated side information is known as side information coding.
It was shown in [3, 4] that, in theory, the performance of a side information coding system can match that of one
based on predictive coding. In a nutshell, the correlation between X and Ycan help reduce the transmission rate.
We now make the following observations from this example which hold in general, and which will be useful in the
sequel.

• We note that Cosetl is arepetition channel code [7] of distance 3and the other sets are cosets [8, 9] of this
code in the codeword space otX. We have used a channel code that is "matched" to thecorrelation distance
(equivalently, noise) between X and Y to partition the source codeword space of X. This results in a side
information encoding system that gives a high compression performance identical to a predictive coding
system.

• In practice, the partitioning of the source codeword space and index labeling of the resulting cosets (index
labels for cosets are also called syndromes) can be done in a very computationally efficient way through the
framework of coset codes [8, 9]. Thus, the encoder in aside information coding system incurs alow encoding
complexity.

• Note that this partitioning of X is also universal. That is, the same partitioning of X works for all Y
regardless of the value of Kas long as both X and Ysatisfy the correlation structure, (e.g., if X is [0 10],
then the same encoding for X (index of Coset 3) will be applicable to all cases of Yi.e., (0 10], [1 10], [0
00] and [Oil].) Thus, unlike a predictive coding setup there is no dependency between the encoding for X
and the value of the correlated information Y thus providing robustness.

2.3 The PRISM approach

Motivated by the above example, we consider our video coding problem now. Let X denote the current macro-
block to be encoded (e.g., X is a vector of size 256 ifmacroblocks of size 16 x 16 are chosen) . Let Y denote the
best (motion-compensated) predictor for X in the previous frame and let Y = X-I- N (we model X, Y and N as
Gaussian random vectors.). We first encode X in the intra-coding mode to come up with the quantized codeword
for X. Now, using the insight from the above example, we find a channel code that is matched to the "correlation

noise N, and use that to partition the quantized codeword space of X. We can thus expect to approach the
compression performance of predictive coding incurring only the complexity of intra-coding at the encoder. This
is the main intuition behind the PRISM approach.

Note, however, thatwhile in the above example we were dealing with relatively simple discrete sources exhibiting
simple correlation, in the video case we aredealing with real-valued sources and potentially unbounded correlation
noises. Thus while perfect decoding was possible in the above example (zero decoding error probability), there is,
in general, a non-zero probability of decoding error in our case.



3 PRISM: Implementation

We now briefly present some implementation details of the PRISM approach. This will shed hght into the vsirious

features of PRISM that are useful in an end-to-end setting, and also help understand various encoding/decoding

complexity issues.

3.1 Encoding

The video frame to be encoded is divided into non-overlapping spatial blocks (we choose blocks of size 16 x 16 or

8 X8 in our implementations.). We now enlist the main steps in the encoding, which proceeds block-by-block.

1. Transform Coding: Every blockis first transformed from the pixel domain to the frequency domain using

the two-dimensional discrete cosine transform (DOT). This is done so as to more easily exploit the spatial

correlation in the block. This process incurs the encoding complexity of intra-coding.

2. Classification: Typical video sequences are heterogeneous sources. Within the samesequence, some blocks

that are a part of the scene background do not change much with time. That is, they are highly correlated

with their predictors (small N). On the other hand, there are some blocks that are a part of a scene change

or occlusion. Such blocks have little correlation with the previous frame (large N). Thus within the same
frame, diflferent blocks exhibit different degrees of correlation with the previous frame. In order to match the

channel code to the block, we classify blocks basedon the correlation with the previous frame, and then use

the statistics of N corresponding to the particular class to dictate the appropriate partitioning strategy. In
our current implementation, we use the energy in the block frame differences (a simple difference between

the current block and the block in the previous frame in the same location) as a cue to classify the current

block. We use a total of 16 (4 bits) coding modes or classes. At one extreme is the SKIP mode, where the

frame difference is sosmall that the block is not encoded at all, and at the otherextreme is the INTRA mode,

where the frame difference isvery large suggesting poorcorrelation, sothat intra-coding isappropriate. There
are 14 different sjoidrome coding modes in between these two extremes. The main computation carried out
here is the evaluation of the block frame difference which is small (linear in the number ofcoefficients) in
comparison with the DCT in the first step (quadratic in the number of coefiicients).

3. Base Scalar Quantization: The DCT coefficients which are real numbers, need to be quantized before

encoding. Forquantization, the choice of the step size is limited bythe statistics ofN. If a very fine step size
is chosento encode X, then there can be decodingerrors, since the codewords will be too "close" so that the

side information Y cannot disambiguate them correctly. This is illustrated through the example in Figure
4. Here the top line shows the quantized codeword set for X, and the two bottom lines show the partition
of the space of quantized codewords. The rectangular box shows the observed codeword which lies in the

first partition. Since the magnitude of N is more than the quantization step size, the decoder uses the side

information Y to decode the incorrect (circled) codeword.

Thus, each of the elements of X is quantized with a step size proportional to the standard deviation of the

corresponding element in N.
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Figure 4: The top line shows the quantized codewords for X. The bottom two Hnes show the two partitions of
the quantized codeword space of X. The box shows the observed codeword. The observed codeword hes in the
first partition. The magnitude of N is more than the quantizer step size. Hence, the decoder decodes the circled
codeword and makes a decoding error.

4. Zig-Zag Scan: The quantized coefficients are arranged in a 1-dimensional order (size 256 or 64) by adoing
a zig-zag scan ^on the 2-dimensional block (size 16 x 16 or 8x 8).

5. Syndrome Encoding: Now the space of quantized codewords which has been appropriately generated using
the statistics of Ncan be partitioned using aEucfidean space trellis channel code [9, 10]. This is analogous to
the repetition channel code that was used to partition the source codeword space in the example in Section
2.2. In our particular implementation, we use a memory-7 rate-1/2 trellis code from [8]. Arate-1/2 trellis
code of block length Nis a subspace of {0,1,2,3}^ (The repetition channel code of block length 3 ((0 00]
and [1 1 Ij) is a subspace of {0,1}^.). Hence, it can be used to partition the space {0,1,2,3}^. For this
reason, we need to "convert" the space of quantized codewords to {0,1,2,3}^. This can be done by using a
mod-4 labehng ofthe quantization lattice. An illustration ofthis is shown inFigure 5.

0 1 2 3 0 1 2 3 0

Jf X X X Jf X 3f X »»

Figure 5: Mod-4 labeling of the space of quantized codewords of source X.

The transmission orthe coset index rate ^incurred in this case is 1 bit/sample. The generation of the coset
index (s3'iidrome) associated with each codeword can be accomplished in a computationally efficient manner
through asimple convolution operation (linear inthe number of coefficients) between the quantized codeword
and the parity check matrix [7] of the trellis code.

Further, in each block ofeach class, only the first fraction ofthe scanned coefficients are syndrome encoded.
The remaining coefficients are purely intra-coded. This is based on the observation that for typical natural
images, thefirst few transform coefficients contain most ofthe information about the block. We thus expect
them to exhibit significant correlation with the corresponding predictor blocks. In our implementation, both
with 8x8 blocks and 16 x 16 blocks typically only about 20% ofthe coefficients aresyndrome encoded.

6. "Pure" Source Coding: The remaining coefficients which comprise about 80% of the total coefficients are

intra-coded in the conventional way. Thecoefficients are first quantized, thenzig-zag scanned andfinally are
been observed ingeneral that arranging 2-dimensional coefficients ina 1-dimensional order using a zig-zag scan pattern tends

to organize them in decreasing order of energies (importance).
3A^rate-1/2 trellis code of block length Nwhich is asubspace of {0,1,2,3}^ has 2^ codewords in the space of size 4^. Hence there

= 2^ cosets associated with it,which can be indexed by N bits, corresponding to a rate of 1bit/sample.

8



entropy coded using run-length Huffman coding.

7. Refinement Quantization: A target reconstruction quality corresponds to a particular: quantization

step size. (Higher desired quaJity corresponds to a finer quantization step size and lower corresponds to a

coarser quantization step size). The coefficients that are purely intra-coded are quantized with a step size

corresponding to the target quality. But, for the coeflacients that are s3rndrome encoded, the choice of the

base quantization step size is fimited by N. This is done so as to minimize the probability of decoding

error. Hence, assuming that the base quantization interval can be conveyed correctly with high fidelity to

the decoder, we refine it further to the target quantization step size. In our current implementation, the

refinement operation is just a progressive sub-dividing of the base quantization interval, into intervals of size

equal to the target quantization step size. The index of the refinement interval inside the base interval is

transmitted to the decoder.

The operation of base quantization followed by refinement quantization is a practical illustration of the

information theoretic concept of water pouring [11]. This is because coefficients with significant correlation

(small N) have a fine base quantization step size and hence the refinement stage results in fewer refinement

intervals and hence fewer refinement bits. Thus the bit allocation is proportional to the correlation - fewer

bits are required if correlation is high and more bits when the correlation is weak.

Figure 6 summarizes the encoding approach adopted for encoding coeSicients in a particular block.

Syndrome encoding
+

Refinement encoding — Pure Source Coding

Figure 6: After zig-zag scanning, the first few coefficients are encoded by syndrome encoding followed by refinement
encoding. The remaining fraction of coefficients are purely source coded (intra-coded).

8. Cyclic Redundancy Check (CRC): We note that at the encoder, side information encoding is done in

principle with respect to the statistics of the motion compensated prediction error between the block X

that is to be encoded and the "best" predictor Y for this block in the frame memory. At the decoder, all

that is available is the frame memory. The decoder does not know the "best" predictor for the block X.

The encoder transmits not only the syndrome for the side information encoded coefficients but also a CRC

check (of sufficient strength) of the quantized sequence of mod-4 codewords. This CRC check serves as a

"signature" of the quantized codeword sequence. In contrast to the conventional paradigm, it is the decoder's

task to do motion search here, and it searches over the space of candidate predictors one-by-one to decode

a sequence from the set labeled by the syndrome. When the decoded sequence matches the CRC check,

decoding is declared to be successful. Note that the CRC needs to be sufficiently strong so as to act as a

rehable signature for the codeword sequence.

The bit-stream associated with a block is illustrated in Figure 7.

'̂ Quality is typically measured in PSNR (Peak Signal-to-Noise Ratio) (dB). PSNR = iog^g ms£ where MSE denotes squsired error
between the original block and the encoded block divided by the number of pixels in the block.



SyndroiDebtU CRCbits RefuetDent biu Pure Sonrcc Coded bits

Figure 7: Bit-stream associated with a block.

To summarize, the main complexity in the encoding process is incurred in steps 1(complexity of the DCT)
and 6(complexity of entropy coding). Hence, the encoding complexity in the PRISM algorithm is of the order of
standard intra-coding complexity. Ablock diagram of the encoding approach is iUustrated in Figure 8.
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Figure 8: Functional block diagram of the encoder.
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Figtue 9: Functional blockdiagram of the decoder.

The PRISM decoder (see Figure 9), on the other hand, incurs a relatively high decoding complexity. The
modules are:

mam

1. Motion Search: The decoder does motion search to generate candidate predictors to decode the sequence
of quantized codewords from the set indicated by the received s3rndrome. In our current implementation,
exhaustive half pixel motion search is used to obtain various candidate predictors as is also done at the
encoding side inthe standard video algorithms [1, 2]. We reiterate that the framework isvery general so as to
accommodate any other sophisticated motion estimation procedures such as multi-frame prediction, optical

10



flow, control grid interpolation etc. The choice of a more sophisticated algorithm can only serve to enhance

the performance of the PRISM paradigm.

2. Syndrome Decoding: Each of the candidate predictors generated by the motion search module is used to

decode a sequence of quantized codewords from the set indicated by the syndrome. Sincewe use trellis codes

(inour implementation we chose a 128-state rate-1/2trellis code from [8], this decoding canbe accomplished
using the Viterbi algorithm [12]. Here the set of all sequences labeled by the received s3mdrome is represented

on a trellis. The Viterbi algorithm is then used to identify the sequence in this set that is "nearest" to the

candidate predictor. If this decoded sequence matches the CRC check, then the decoding is declared to be

successful. Else using the motion search module, the next candidate predictor is obtained and then the whole

procedure repeated.

3. Estimation and Reconstruction: Once the quantized codeword sequence is recovered, it is used along

with the predictor to obtain the best reconstruction of the source. In our current implementation, we use

the best hnear estimate from the predictor and the quantized codeword to obtain the source reconstruction.

However, any of the sophisticated signal processing algorithms (e.g., spatio-temporal interpolation) or post

processing mechanisms can be deployed in this framework and these can only serve to improve the overall

performance.

4. "Pure" Source Decoding: For the coefficients (about 80%) that have been intra-coded, the decoding

action action consists of entropy decoding followed by dequantization.

5. Inverse Zig-Zag Scan: Once sill the transform coefficients havebeen dequantized, the zig-zag scan operation

carried out at the encoder is inverted to obtain a 2-D block of reconstructed coefficients.

6. Inverse Transform: The transformed coefficients axe then inverted using the inversetransform so as to give

reconstructed pixels.

Tosummarize, the PRISMframework is verygeneral and can seamlessly incorporate both rich motion modeling

procedures as well as sophisticated signal processing and error concealment mechanisms.

4 PRISM: Features

We point out the safient features of the PRISM framework. We evaluate the implications of these features from an

architectural and a networking point of view.

1. Low Encoding Complexity: Aspointedout in Section 3, the encoding complexity of the PRISM paradigm

is nearly that of intra-coding (I). The need for motion search which can typically cost over 65,000 opera

tions/pixel/second is completely obviated in the PRISM encoder. Further, since motion estimation is not

performed at the encoder, frequent memory accesses to load the frame memory which are power and delay

intensive, are avoided. This makes it especially suitable for wireless scenarios where the encoding devices are

battery power constrained.
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2. Parallelizable Framework: The block-by-block encoding approach used in PRISM exhibits data level

parallelism and is well-suited for implementation over multi-threaded architectures.

3. High Decoding Complexity: Operations Uke motion search that are performed by the encoder in the
conventional paradigm, are performed by the decoder inthe PRISM framework. Besides, thedecoder performs
an extra operation of Viterbi decoding per candidate predictor. In the scenario of Figure 2, the PRISM
decoding operation is accomplished by the "network" which is endowed with lots ofprocessing power. The
deployment of sophisticated motion prediction algorithms (e.g., multi-frame prediction, optical flow) and
post-processing algorithms for de-blocking and error concealment for increasing the picture quaUty are easily
accommodated within the PRISM framework.

4. High Compression: The principal goal of the PRISM approach is to have a substantial reduction in the

encoding complexity while notcompromising the compression efficiency oftheencoder. Ideally, the framework
approaches the performance ofinter-coding while incurring the encoding complexity ofintra-coding. Details
ofthe performance ofthe current implementation are presented in Section 5. Efficient compression reduces
the size of the bit-stream and thus minimizes the total transmitted power prolonging the cell/sensor unit
battery fife.

5. Robustness: Not only does the PRISM framework transfer the complexity from the encoder to the decoder,
but it also possesses the feature ofrobustness inherently. The PRISM encoding framework is a joint source-
channel coding framework and is more robust to transmission losses than the conventional predictive coding
paradigm. The conventional paradigm exhibits fragility in thesense that the loss ofthe predictor can render
the residue information useless since the residue information is dependent on the predictor for decoding. The
universality of the syndrome encoding paradigm (as explained in Section 2.2) which ensures that the same
partitioning works for all reafizations of the sources as long as they satisfy the joint statistics is what sets
PRISM apart from the conventional approach. For example, ifthe frame memory does not have the previous
frame due to transmission loss but only the frame prior to it, then as long as that frame iscorrelated enough
so that it is "matched" to the channel code used for partitioning it would still be usable for decoding. This is
ofsigmficant value in dealing with the drift problem In Section 5 we present some results which highlight
the robustness feature of PRISM.

Infact, the PRISM framework allows for a continuously tunable trade-off between compression efficiency and
robustness. That is, by decreasing the coding efficiency (incurring more rate for coding the same quality) the
bit-stream can be automatically made more robust to transmission losses. This is ofgreat value in scenarios
where network feedback is available. The encoder upon estimatingthe channel lossrate from the feedback can

dynamically adapt the coding strategy to match it to the channel conditions at hand. The base quantization
step size is a key tunable parameter here. If this step size is chosen more coarsely than is required by the

existing correlation, then this means that syndrome decoding would be successfril even for weakercorrelations.

®The drift problem invideo coding isanartifact ofthe predictive coding framework. When, for some reason, the frame memories
at the encoder and the decoder are not identical, then the residue error is encoded at the encoder offsome predictor and decoded at
the decoderoffsomeother predictor. Scenarios like transmission losses, unequal machine precision at the encoderand the decoderetc.
can lead to non-identical frame memories. The drift between the encoder and the decoder keeps accumulating and propagating and
can lead to very displeasing visual artifacts. Drift between the encoder and the decoder can be corrected when they are synchronized
by an intra-coded frame.
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Thus, if some parts of the previous frame have been lost, then the corresponding parts from the frames before

the previous frame, even though they are weakly correlated as compared to the current frame, can be used for

decoding. A coarser quantization step size however, means a greater refinement layer rate for attaining the

same desired quality. This tunability of base quantization step size thus offers a robustness-bitrate trade-off.

To summarize, the PRISM encoder can utilize network feedback to dynamically adapt its coding strategy to

match the chauinel conditions so as to maximize the delivered quality at the decoder.

6. Probability of Decoding Error: As alluded to in Section 2.3, probability of decoding error is an artifact

of the side information coding paradigm and is one of the drawbacks of PRISM. It can potentially lead to

erroneous decoding of some blocks. If not checked, the effects of erroneous decoding can propagate resulting

in displeasing visual artifacts. This can be dealt with, first, through the deployment of sophisticated .error

concealment algorithms which can minimize these effects. Further, the availability of a feedback channel

between the PRISM decoder and encoder can be used by the decoder to inform the encoder as to which

blocks have been decoded in error. The encoder can then send the corresponding blocks in an intra-coded

fashion so as to stop the error propagation. Thus, the network by virtue of feedback, can serve to significantly

improve the decoded quality at the decoder by checking error propagation.

7. Efficient Trans-coding: The trans-coding proxy that resides in the base station can be implemented

efficiently in the PRISM framework. Instead of first completely decoding the PRISM bit-stream and then

re-encoding it afresh using the conventional video encoder, an efficient implementation would consist of using

the predictors that have been obtained by motion search at the PRISM decoder for the conventional video

encoder. Thus, the duplication in motion search can be avoided. In short, efficient transcoding algorithms

are possible within the PRISM paradigm.

8. A Flexible Encoding Syntax: Since multimedia coding standards constrain the bit-stream syntax at the

encoder, the fact that all the sophisticated processing is performed at the PRISM decoder results in an encoder

syntax that is rich enough to accommodate a plethora of decoders that are all "syntax-compatible". It creates

opportunity for a whole new set of creative algorithms/techniques for motion estimation, error concealment,

post processing etc. and other sophisticated signal processing tasks.

In a nutshell, the various features of PRISM make it naturally suited for multimedia coding scenarios for battery

power constrained devices as in wireless networks.

5 Preliminary Simulation Results

In this section, we present some preliminary simulation results that illustrate the various features of PRISM. The

current implementation of our coder operates well in the high quality (PSNR of the order of 30 dB) regime. The

extension to lower bit rates is a bit more involved, and is a part of the ongoing work.

We present results obtained for the first 15 frames of the Football video sequence (352 x 240) and the Euronews

video sequence (320 x 240) during our experiments. Both sequences have high motion content and they were

chosen to test the validity of the PRISM paradigm. The latter sequence which was grabbed off the satellite news

channel Euronews aired in Switzerland attributes its motion to camera pan and zoom. The reference system is an
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Sequence Rate (bits) H.263-f PSNR (dB) PRISM PSNR (dB)
Football 1400000 35.42 34.20

Euronews 1560000 36.91 35.61

Table 1; Acomparison of the compression performance of PRISM with an H.263+ video coding system. Rate
measures the total number ofbits required to code the luminance partofthe bit-stream.

implementation of the H.263+ [1] video coder obtained from University of British Columbia, Vancouver. The first
frame in both cases is encoded in the intra mode (i.e., every block in the first frame is encoded in the intra-coding
mode). The remaining frames are encoded in the non-intra mode.

We tested PRISM for performance comparison with H.263-1- [1] from a pure compression point of view. Table
1summarizes the performance of the proposed video coder in comparison with the H.263-1- coder. FVom a pure
compression point ofview, we note that the current implementation of the proposed video coding paradigm performs
worse than H.263-f by about 1.2-1.3 dB.

We also conducted preliminary tests on the robustness of the proposed PRISM framework. For both PRISM
and the reference system, we introduced a frame loss by removing the second frame in the video sequence from
the frame memory. This while the third frame is encoded off the second frame at the encoder it is decoded off the
first frame in the H.263-f case. This leads to drift which accumulates and propagates in this case. In contrast,
the decoded quahty is moderately affected « in PRISM and drift does not occur. Figure 10 shows the decoded
visual quahty for the Football sequence in both cases. Figures 10 (a), (c) and (e) show respectively the decoded
first, third and the fourteenth frames for the PRISM paradigm. Figures 10 (b), (d) and (f) show respectively the
decoded first, third and the fourteenth frames for the H.263-1- coder. We point out that in the decoding of the
third frame, the first frame is used as side-information at the decoder. This leads to amoderate drop in quahty (of
the order of 0.2 dB) with respect to the case where the second frame is used as side information at the decoder.
However in the case of H.263-h the drop in quality is very significant (of the order of 8dB) leading to displeasing
visual artifacts (see Figure 10 (d)) which propagate and accumulate through the remainder of the sequence (see
Figure 10 (f)). In particular, the jersey number of the football player with jersey 57 is not even visible in Figure
10 (f) while ItIS fairly clear in Figure 10 (e). These experiments thus point out the inherent robustness of PRISM.

To summarize, while the compression performance of PRISM system approaches that of the predictive coding
framework, the framework is inherently more robust.

6 Conclusions and Further Work

We have introduced PRISM - a novel, low encoding complexity, high performance and robust video coding
paradigm. Under this paradigm, the encoding and the decoding complexities are roughly swapped with respect to
the conventional paradigm resulting in a "light" encoder "heavy" decoder architecture.

Our present implementation of the framework, although promising, is far from complete and can be substantially
enriched. Part of our ongoing work includes developing protocols/algorithms for implementing an end-to-end

®In practice, we observed for our proposed system that there is an increase in the number of decoding errors when the third frame
IS decoded using the first frame as the side information. However, we believe that such errors can be concealed using post-processing
mechanisms. o i- t- &
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wireless system as in Figure 2 for extensively testing the PRISM algorithm.

One direction of research would be improving the performance of PRISM as a codec e.g., enabling the operation

of this framework under low bit rate regimes. Another possibility could be the deplojonent of richer motion

estimation paradigms (such as multi-frame prediction, optical flow etc.) and post processing mechanisms at the

decoder. Still another direction could be developing the network feedback mechanism so as to djmamically adapt

the PRISM encoding strategy for the channel at hand.
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Figure 10. Performance ofPRISM and H.263d- coder in the case offrame loss. Fifteen frames ofthe football video
sequence were encoded in both cases and the second decoded frame was removed from the frame memory in both
cases. The third frame was decoded using the first frame as side information for the proposed paradigm and a
predictor for H.263+. Figures 10 (a), (c) and (e) show respectively the decoded first, third and the fourteenth
frames for PRISM. Figures 10 (b), (d) and (f) show the same for the H.263+ coder. We see in Figure 10 (d) that
displeasing visual artifacts arise because ofthe drift and Figure 10 (f) shows that they propagate for the remainder
of the sequence. In particular the jersey number of the football player with jersey 57 cannot be seen in Figure 10
(f) while it is fairly clear in Figure 10 (e).
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