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Abstract

Technology in different forms is available ubiquitously through much of the world. The study of Ubiq-
uitous Computing (Ubicomp) is concerned with enabling a future in which the most useful applications of
such technology are feasible to build, and pleasing to use. But what is useful? What is usable? What do
people actually need? These questions are only beginning to be answered partly because Ubicomp sys-
tems are more difficult to evaluate, particularly at the early stages of design, than desktop applications.
This difficulty is due to issues like scale and ambiguity, and a tendency to apply Ubicomp in ongoing,
daily life settings unlike task and work oriented desktop systems. This paper presents a case study of
three Ubicomp systems that were evaluated at multiple stages of their design. In each case, we briefly
describe the application and evaluation, and then present a set of lessons that we learned regarding
the evaluation techniques we used. Our goal is to better understand how evaluation techniques need to
evolve for the Ubicomp domain. Based on the lessons that we learned, we suggest four challenges for
evaluation.

1 Introduction

Technology in different forms is available ubiquitously through much of the world. The study of Ubiquitous
Computing is concerned with enabling a future in which the most useful applications of such technology are
feasible to build, and pleasing to use. Feasibility depends on the availability of network connectivity and
data, of sensors and algorithms for interpreting the data they produce, and of tools with which to ease the
building of applications. The degree to which an application is pleasing and useful depends on the ability
of application designers to understand and meet the needs of the users of ubiquitous computing (Ubicomp)
applications. User needs are best understood with the help of evaluation techniques.

One of the hardest problems that application developers face today is the difficulty of evaluating ubiq-
uitous computing applications. Because of this, the evaluation of Ubicomp systems is an active area of
discussion and research [16, 41, 63, 65, 68]. Evaluation is crucial at all stages of design, and the best de-
signs include evaluations that involve users in the design process repeatedly throughout a series of design
iterations.

Ubiquitous Computing (Ubicomp) applications are applications that are embedded seamlessly and ubiq-
uitously into our everyday lives. A commercial example is the cellphone. Another example is the vision
of technology suggested in the recent movie, Minority Report, from the advertisements that recognize and
activate as a person walks by, to the home that responds to voice commands. Often these systems depend
on a large number of sensors, must operate across a variety of handheld, desktop, and wall-mounted devices,
or must operate over a large number of people or across a long period of time.

We argue in this article that, despite their popularity in the Graphical User Interface (GUI) world [71],
early-stage, discount evaluation techniques are particularly lacking from the suite of evaluation methods
currently used by and available to Ubicomp designers. By this, we mean techniques that are applied after
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requirements gathering is completed and an initial application idea exists, but before a working implemen-
tation is completed. Examples of discount and early-stage evaluation techniques include paper prototyping
and heuristic evaluation. Although non-discount techniques may also be applied in some cases, discount
techniques are particularly well suited to early-stage design because, like the prototypes being evaluated,
they typically require little effort, time, and money, to be applied. Thus, they help to make iterative design
feasible, allowing designers to get more, and more frequent, feedback about the potential of their designs for
success.

This paper presents a case study of three Ubicomp systems that were evaluated at multiple stages of
their design. In each case, we briefly describe the application and evaluation, and then present a set of
lessons that we learned regarding the evaluation techniques we used. Our goal is to better understand how
evaluation techniques need to evolve for the Ubicomp domain. Based on the lessons that we learned, we
suggest four challenges for evaluation.

1.1 Overview

Section 2 gives a review of some of the existing work in Ubicomp evaluation. In Section 3, we describe three
case studies of our own experiences with Ubicomp evaluation, discussing what we learned about different
evaluation techniques in each case. The first was a paper-based prototype study of PALplates, active
elements placed around an office in locations of need. The second was a study of a prototype of a nutritional
advice system deployed in domestic settings. The third, our keystone study, was a full deployment of hebb, a
system for monitoring and encouraging cross-community relations. Hebb was evaluated 5 times, not counting
formative research, over the course of 20 months during our iterative design process. We conclude with a
discussion leading to four major challenges for Ubicomp evaluation.

2 Background

Ubicomp evaluation has been a major topic for discussion over the past few years, as evidenced by several
recent workshops and special interest group discussions on evaluation of Ubicomp systems and sub-areas of
Ubicomp such as peripheral displays [63, 65, 6]. Additionally, recent articles have remarked on the difficulties
and challenges facing Ubicomp Evaluation [27, 4]. As a result, a variety of interesting work is being done in
Ubicomp evaluation. Despite this, the number of systems that have gone through true iterative design cycles
is quite small. We have been able to find documented examples of only a small number of systems that
included multiple design iterations (e.g. [1, 50, 53, 77]). We begin by discussing examples of iterative design,
followed by a discussion of some places that existing formative and summative techniques have been applied,
and a discussion of recent work in evolving and developing new evaluation techniques geared specifically to
the domain of Ubiquitous Computing. We end with a discussion of why Ubicomp evaluation is difficult,
particularly at the early stages of system design.

2.1 Examples of systems where multiple evaluations occurred

One of the first Ubicomp systems to receive extensive study from an end-user perspective was eClass (formerly
Classroom 2000) [1, 3]. EClass was a sensor-rich environment in which, at various times, lecture slides,
written comments, video and audio, and other classroom activities were captured and organized. Students
could access this information later via the World Wide Web (WWW). EClass was used and evolved over
the course of more than three years. During this period, numerous qualitative and quantitative evaluations
were completed, and the system itself evolved and changed. As a result of this work, and other related
projects, Abowd et al. developed the concept of a living laboratory, an environment occupied by real users
in which a research system is deployed, evaluated, and updated as it is used over time [2]. This was perhaps
the first successful long-term deployment of a ubiquitous computing application, and certainly the first such
deployment to include regular study of and feedback from end users. While eClass was wonderful proof
of the potential of Ubicomp applications, and a great example of iterative design, neither the evaluation



techniques nor the prototyping tools used in the project supported rapid iteration. Another early system,
Tivoli [50], was developed to support meeting activities. Moran et al.’s use experiences with Tivoli led them
to develop easily tailorable tools so that they could better adapt the application to varying user needs.

The applications just described provide examples of iterative design in Ubicomp, and all involved mainly
summative evaluations. In contrast, both Jiang et al. and Mynatt et al. went through multiple iterations in
the design of prototypes of Ubicomp applications. Jiang et al. developed and compared two prototypes of
large-screen displays to support firefighters incident command centers, and then developed a third, improved
display based on the results [77]. Their evaluation involved showing the prototypes to firefighters and asking
for feedback. Mynatt et al. developed multiple designs of a digital family portrait, all before a working
prototype was completed [53]. They were interested in determining exactly what users might want in a
display of activity levels for the family members of older people living alone at home. Their iterations
involved a combination of techniques such as surveys, interviews, and Wizard-of-Oz evaluation [53].

In addition to these examples of iterative design, numerous developers have successfully used either
existing formative evaluation or existing summative evaluation in the design of Ubicomp applications. Below,
we give examples of both.

2.2 Formative evaluation techniques explored

Formative techniques used for requirements gathering and understanding problem spaces, at the stage before
actual systems are built, are probably among the most common found in Ubicomp application development.
Areas of study include the home [17, 70], mobile document and information workers [10], hospitals [5], and
many more arenas for Ubicomp deployment.

An early piece of work in early-stage evaluation of a non-working prototype was Oviatt’s use of Wizard-of-
Oz evaluation to test a multi-modal map application which combined speech and pen input in different ways
[55] (Dählback was first to highlight the uses of Wizard-of-Oz systems in this domain [19].) Additionally, as
mentioned above, Wizard-of-Oz evaluation has been applied to other Ubicomp systems [53]. Finally, Jiang
et al. have used a form of user-based expert review to evaluate non-working systems [77].

2.3 Summative Evaluations

In contrast to formative evaluations, several varieties of summative evaluations have been applied to Ubicomp
systems. Oviatt made use of a wearable computer to test the robustness of speech in unconstrained settings
[56]. When combined with pen input, the system was remarkably effective in recognizing speech. A related
study conducted by McGee et al. compared maps and post-it notes with a tangible multi-modal system [47].
This was done using a controlled, laboratory study format. Both studies demonstrated that, just as with
desktop user interfaces, Ubicomp system design benefits from and is informed by thorough evaluation.

Consolvo et al. used Lag Sequential Analysis in a summative evaluation to gather quantitative data
about how their system was used [16]. Although an interesting and informative technique, Lag Sequential
Analysis requires hours of video to be coded by hand into different categories.

Beckwith interviewed and observed inhabitants of a nursing home to gather qualitative data regarding the
inhabitants’ perceptions of sensing technologies installed in the home [8]. The application of these standard
qualitative methods is useful in uncovering social activities and perceptions of Ubicomp technologies, but
they are time- and effort-intensive.

A sub-area of Ubiquitous Computing, peripheral displays, has received much evaluation attention re-
cently. Peripheral Displays refer to applications that are not meant to be the focus of the user’s attention.
Instead, they either notify a user about important events (alerting displays), or allow a user to monitor
information (ambient displays), while the user is attending to a primary task or activity. These types of
displays are often combined, supporting continuous monitoring mixed with occasional alerts. In the case of
ambient displays, evaluations have rarely been done, and typically include few details or informal feedback,
focusing on technology and design innovation (e.g. [14, 35, 52]).

Mamykina et al. [40] conducted a summative evaluation of an ambient display, showing it to be a useful
tool. More informally, some ambient displays have been exhibited in museum or gallery settings where



they were used by hundreds of users but never tracked in detail (e.g. [12, 14, 34, 74]). The most common
“finding” of exhibits and empirical studies of ambient displays is that users are interested in and excited by
innovations in ambient displays.

Researchers investigating alerting displays have conducted more evaluations (e.g. [15, 38]). The alerting
display community has also put significant effort into developing a deep understanding of interruptibility
[28]; parallel and pre-attentive processing ([22, 75]); the attentional impact of different types of animations
or other alerts (e.g. [7, 18, 33, 39, 45, 44, 46], and so on). However, these studies normally involve extensive
lab-based testing rather than discount, real-world evaluations of actual systems.

2.4 Tailoring evaluation techniques to Ubicomp

Based on our survey, then, it appears that a limited set of existing techniques are being applied to early-
stage Ubicomp evaluation, and in fact the main early-stage technique that has been applied successfully is
Wizard-of-Oz evaluation [56, 53]. At the same time, a variety of techniques are being applied successfully at
summative stage. This leads to two questions: Could other formative techniques be applied to the domain
of Ubiquitous Computing? Could tools be developed that might make existing summative techniques more
applicable at the early stages of design? Based on recent work described below, it seems clear that the
answer to both questions is yes. Researchers are creating new techniques, and modifying existing techniques
(or providing tools to support them) with great success.

Hutchinson et al. experimented with a new form of evaluation called Technology probes [29]. “Technology
probes are simple, flexible, adaptable technologies with three interdisciplinary goals: the social science goal
of understanding the needs and desires of users in a real-world setting, the engineering goal of field-testing
the technology, and the design goal of inspiring users and researchers to think about new technologies.”
These are a great example of how to use fairly lightweight prototypes to explore design ideas.

Another lightweight technique is Intille et al.’s automated method for asking users about what is going on
during a moment in time captured by a video camera [32, 61]. This technique has the advantage of requiring
little ongoing effort from end users or experimenters. However, it depends upon extensive infrastructure to
capture images and send them to the user. This highlights the point that one may need a tool complex
enough to be considered a Ubicomp environment in its own right to easily evaluate Ubicomp environments.

Chandler et al. developed a set of guidelines for paper prototyping of multi-modal applications [13].
This work was then expanded to support lightweight Wizard-of-Oz evaluation, using a technique called
“Multimodal theater” [66]. Although not entirely the same as Ubicomp, multi-modal applications share
similar issues with regards to the variety of input and output modes they typically must support. In a
separate piece of work, paper prototyping was compared to an interactive system for evaluating the design
of a kitchen support system [37]. They found that more people were needed to run the paper prototype
study (making it less lightweight), and that it was hard to make sure that it was present and interactive
at appropriate times. Then again, we discuss a successful application of paper prototyping to Ubicomp
application design later in this paper [43]. Clearly, additional investigation into appropriate uses of and
support for paper prototyping is needed.

Mankoff et al. created a modified version of Heuristic Evaluation appropriate for peripheral displays
[41]. Other researchers have created or adapted different techniques for use in formative Ubicomp evaluation
settings, although none as lightweight as technology probes. Trevor et al. developed a comparative study
methodology similar to a laboratory experiment [68]. They used quantitative and qualitative data to com-
pare and contrast interfaces that included different hardware and software and were deployed in different
environments. The difficulties of evaluating Ubicomp applications made it impossible for them to conduct
a true controlled, laboratory study. However, their interfaces were designed for evaluation rather than for
use, and this allowed them to gather information that could be used for comparison. Trevor et al. gathered
data about standard usability issues such as usability and utility. They also gathered data about availability,
trust, and privacy, issues that may affect end-user satisfaction in ubiquitous computing environments but
are not normally tested in traditional GUI applications. As with other past work, this evaluation could not
be considered lightweight. The deployment continued for several months.



2.5 Why is Ubicomp Evaluation so Difficult

In summary, a survey of existing work in Ubiquitous Computing and related fields shows that researchers
and developers are very interested in evaluating Ubicomp applications, but typically focus either on studying
users before design commences or on building working systems and then conducting heavyweight summative
evaluations in either the field or the lab. Discount evaluations appropriate for use at the early stages of
design are particularly rare. However, in recent years, some exciting and promising research in the evolution
of lightweight techniques appropriate for Ubicomp evaluation has begun. Even so, the community believes
that Ubicomp evaluation needs work [27, 4]. Why is Ubicomp evaluation, particularly early-stage, discount
evaluation, so difficult?

We believe that one major issue is the difficulty of building Ubicomp systems. Heiner et al. (1999)
reported spending as much as a year designing one Ubicomp application [26]. Additionally, Ubicomp appli-
cations are rarely used outside of a laboratory setting. This makes iteration difficult, and realistic studies
of their use next to impossible. Even in the lab, it is hard to conduct a controlled a Ubicomp evaluation,
because Ubicomp applications are generally designed to be integrated into complex applications and tasks.
The infrastructure needed to conduct a study may constitute a Ubicomp environment in its own right. This
means that, in the absence of evaluation techniques that do not depend on complete, working systems, devel-
opers currently must put significant effort into an application before testing it. Better early-phase evaluation
techniques could help to address this issue.

Contrast this to a survey of desktop user centered design techniques, that found lightweight, discount
evaluations to be half of the most commonly used methods [71]. Speed and cost were rated as two of the
three top reasons to use these techniques. Although our survey was of research systems, while Vredenburg
et al. looked at corporate designers, it is still surprising that so few similar, popular techniques are in use in
the Ubicomp field. We attribute this to a lack of proven, effective, inexpensive evaluation techniques suitable
for Ubicomp applications.

3 Three Case Studies

In this section, we present three case studies of evaluations we did ourselves of Ubicomp systems. The first,
PALplates, was developed in 1997. The second, a nutritional advice system, is currently under development.
The third, hebb, our keystone study, was developed and evaluated from 2002 through 2004. Our goal in
presenting these evaluations is to show by example some of the difficulties that stand in the way of Ubicomp
evaluation.

3.1 PALplates

PALplates [43] was intended to support office workers in doing everyday tasks by presenting key information
and services at locations where they were most likely to be needed.

3.1.1 Evaluation

Our evaluation of PALplates took the form of a paper prototype. Paper prototyping is traditionally done
by sketching all of the dialog boxes, screens, and other interactive elements of a graphical user interface on
paper. A human then simulates a computer’s reactions as users execute pre-defined tasks using the paper
interface [59]. This technique is effective, and so quick that we ask students to use it during one of the design
iterations in our undergraduate interface design class. One reason it is so quick is that it requires no code
development, but is able to provide early feedback on design ideas. It can also be used to involve end users
in design. For example, Müller (1992) presented end users with a kit of user interface elements and asked
for feedback about layout [51].

In our work, we posted paper interfaces in places of interest (office doors, common rooms, conference
rooms) around an office place (an example is shown in Figure 1). People could write notes, or make requests
on any paper interface. They could also make suggestions and reservations and see local news. Twice a day,



Figure 1: A paper protoytpe of the PALPlates system

a volunteer member of our network, “sneakernet”, would visit each display and execute the requests. For
example, a note might be picked up and delivered to the display for which it was addressed.

We found that even though PALplates were missing important features that would be present in a full-
fledged application, people used them. PALplates in different locations were used for different tasks. For
example, the display located in the kitchen was used mostly for discussion and ordering kitchen supplies.
Although we expected functions to be closely tied to location, we also found “remote access” activity. For
example, people reserved the meeting room from a PALplate located in the hallway sometimes. In addition,
people were interested in using the PALplates to access their own private information such as Web documents
and calendars.

3.1.2 Lessons Learned

Did not scale across time – lack of responsiveness Despite our success with PALplates, we believe
that paper prototyping has some serious limitations. In particular, as it stands, paper prototyping fails
to adequately handle scale (Liu et al. arrived at a similar finding [37]). For example, in PALplates, we
were could only update our displays twice daily. We were unable to simulate finer-grained control such as
updating the printer status each time a job began or ended, or updating a map showing the current location
of everyone in the building. Also, the limited nature of our updates precluded rapid-fire conversations
between participants.

Errors rarely occurred With human “agents” it was difficult to demonstrate realistic errors in the
PALplates project. Instead, things were perhaps too perfect. Given the number of volunteers needed to run
the system, anything more sophisticated would have required too much training. Also, participants knew
humans were involved, and expected fairly accurate, consistent behavior.

3.2 Nutrition Tracking

The prevalence of obesity (defined as a body mass index >= 30kg/m2) increased from 12.0% in 1991 to 17.9%
in 1998 in the United States [49]. This is a major public health concern since even a few extra pounds can
increase the chance of developing chronic diseases such as cardiovascular disease and diabetes [24]. Healthy
eating can help to reduce the occurrence of different health problems. Many people do not know exactly how
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_____________________________________
_____________________________________

[ ][ ][ ][ PANTAC] - >( I CE CREAM)Fr ozen desser t s,  yogur t

[ ][ ][ ][ VI TC] - >( I CE CREAM)Fr ozen desser t s,  i ce
[ ][ ][ ][ VI TE] - >( I CE CREAM)Toppi ngs,  NESTLE,  Ra. . .

Fats, Oils, Sweets, and Snacks
_____________________________________
_____________________________________

[ ][ ][ ][ PANTAC] - >( CHEESE)Mi l k,  but t er mi l k,  dr i ed

[ ][ ][ ][ VI TC] - >( MI LK)$0. 09Mi l k,  dr y,  nonf at ,  r . . .

[ ][ ][ ][ VI TE] - >( CHEESE)$0. 13Egg,  quai l ,  whol e,  f . . .
Dairy
_____________________________________
_____________________________________

[ ][ ][ ][ PANTAC] - >( GROUND BEEF)$0. 31Beef ,  r ound,  eye of  . . .

[ ][ ][ ][ VI TD- ] - >( CORNED BEEF)$0. 33Honey r ol l  sausage,  . . .

[ ][ ][ ][ VI TC] - >( BLACK BEANS)$0. 06Beans,  k i dney,  r oyal
Meat and Beans
_____________________________________
_____________________________________

[ ][ ][ ][ PANTAC]$0. 18Avocados,  r aw,  Cal i f . . .

[ ][ ][ ][ VI TC]Acer ol a j ui ce,  r aw

[ ][ ][ ][ VI TE]$0. 14Appl es,  dehydr at ed ( l ow
Fruit
_____________________________________
_____________________________________

[ ][ ][ ][ PANTAC] - >( ONI ONS)$0. 08Pot at oes,  boi l ed,  co. . .

[ ][ ][ ][ VI TC] - >( LETTUCE)Kohl r abi ,  r aw

[ ][ ][ ][ VI TE] - >( ONI ONS)$0. 13Beans,  snap,  gr een,  r aw
Vegetable
_____________________________________
_____________________________________

[ ][ ][ ][ VI TE] - >( BREAD)$0. 07Pancakes,  buckwheat

[ ][ ][ ][ PANTAC] - >( PASTA)$0. 05Ri ce,  whi t e,  shor t - g. . .

[ ][ ][ ][ VI TE] - >( BREAD)$0. 13Br ead,  pi t a,  whol e- w. . .
Grain

NHHB[ Reason > Or i gi nal ]$/ oz.I t em Name

May 8, 2002
  ...FridayGr ocer y Li st

(a) (b)

Figure 2: (a) A receipt from a local grocery store. (b) A shopping list generated by our system, based on
that receipt.

many servings of fruits, grains, vegetables, and fats they are eating, much less which nutrients are missing in
their diet [31]. 7 out of 10 Americans believe that change is complicated [30]. Certainly, getting help from
computers is complicated: existing solutions have the cumbersome requirement to enter by hand everything
one eats.

We are working to build an application, shown in Figure 2, that uses inexpensive, low-impact sensing to
collect data about what household members are purchasing and consuming, and uses simple yet persuasive
techniques to suggest potential changes. The proposed system would gather data about purchasing habits
when receipts are scanned in with a handheld scanner (this could be done when bills are being sorted at the
end of the week). A shopping list, printed at the user’s request, can provide annotated suggestions for slight
changes in purchases. This portable piece of paper could provide suggestions at the most pertinent moment:
when the user is making purchasing decisions. It can be used to encourage alternate, healthier purchases
such as baked tortillas instead of chips, or wheat bread instead of white.

3.2.1 Evaluation

Currently, we have conducted surveys and interviews to guide the early stages of the design, and implemented
portions of our proposed application [42]. We also developed and tested a paper prototype of this application.
We iterated on our interface based on a series of informal studies in which we asked people to comment on



sketched designs. Finally, we deployed it for three weeks in the homes of three participants. Our deployment
involved a two-week data gathering period, followed by three weeks of field use, followed by a follow-up
interview.

Our results were mixed. Although we studied our users, talked with them, and tried portions of our
interface out with them on paper, it was not until the deployment that we learned how poorly our interface
met their needs. The problems uncovered during the deployment were certainly no more severe than a
typical interface designer might find on the first iteration of a new system. But the amount of development
effort, and the high overhead of the study are totally out of proportion with a first iteration. And at the
end, our subjects told us that three weeks was only barely enough time for them to become comfortable
with the system.

In retrospect, we could have predicted some of the problems that arose based on our interviews. The
system was of limited use, for example, if someone does not use a shopping list or eats out often and shop
at a particular store. An additional issue with our study was the difficulty of selecting subjects who met
our ideal profile. Our interviews suggested that such subjects exist, and the people who volunteered for our
study reported matching our needs. However, in practice we would have had to interview each of them in
depth to determine if they were a good match. In fact, despite the fact that they used shopping lists, none
of them used paper shopping lists while shopping, many of them bought bulk goods at a separate store, and
most of them did not consider breakfast or lunch on the run eating out.

3.2.2 Lessons Learned

Could not measure ability to integrate unobtrusively The biggest lesson we learned from the Nu-
trition Tracking project was the difficulty of accurately assessing the problems and potential of a system
that must integrate unobtrusively into a daily life activity. Our paper prototype failed to alert us that our
system would not integrate well into shopping patterns.

Did not scale across data – could not test recommendations Our Nutrition Tracking paper proto-
type also could not help us to assess the quality of our recommendations. They depended on having weeks
of data that we could not gather and integrate without a working system.

Could not measure impact of errors The nutrition system was rife with ambiguity and error. The
most useful information that came out of our deployment was that the recommendations were not of a
high enough quality. Yet until the system was in use we could not easily tell what level of ambiguity was
acceptible to users.

3.3 hebb

hebb is a Ubicomp system designed to capture and convey shared interests [11]. This system arose from a
series of interviews that we conducted with members of six small working groups. From these interviews,
we found that the benefits of collocation often do not extend beyond the group. Shared interests with
nearby groups or individuals with similar interests go unnoticed, limiting the chance for communication and
collaboration. In response to this issue, we designed a system that senses group member’s interests via e-mail
analysis software and displays relationships between members on public and private displays to encourage
conversation about those topics.

The hebb system includes interest sensors, presence sensors and public and private displays. Each
component registers with other components to receive semantically tagged data that component generates.
The interest sensor generates picture, name and keyword events, corresponding to a picture of the user of
the interest sensor, the user’s name, keywords (generated from the algorithm described in the next section)
as well as encrypted full document data (for use on personal PDAs). The presence sensor generates unique
user identifiers (UIDs) based on users sensed in the space via either RFID badging or presence of the user’s
PDA on the local wireless network. The public display generates events indicating from which documents
keywords were recently displayed. A server on each component handles incoming requests by saving the IP



(a) (b)

Figure 3: hebb (a) interest sensor and (b) public display. The interest sensor scans participant’s e-mail for
topics of interest. The public display collects topics and displays those likely to encourage communication
and collaboration between groups.

address of the requesting component in an event-specific table. When a component generates an event, it
sends it to all components listed in the table. Components, especially interest sensors, may go on and off
line sporadically and may not be statically addressed. For this reason, a discovery server allows components
to update and retrieve location information.

3.3.1 Evaluation

After attempting to recruit several different groups to use the system, we deployed it with two research
groups in the same department. We were able to install the system with one group immediately, but the
installation with the other group stalled and we eventually redeployed that installation with the author’s
research group.

Our first attempts to recruit groups to use the system were met with an unexpected resistance. We gave
multiple presentations for multiple work groups but found it difficult both to find support for the system and
to convey an appropriate conceptual model of the system. Some groups rejected the system outright because
it would “increase e-mail spam” and that the public displays would “end up showing random ads.” Further
interviews with these groups showed that these responses seemed to reflect more an accepted ideology about
technology than particular experiences. It should be noted that many of these groups have little previous
experience with novel technologies.

Eventually, two academic research groups agreed to test the system. These two groups are in the same
department and in the same building and working on similar topics. However, several floors separate the two
groups: one group is located in the basement and the other on the top floor. Interviews revealed that these
groups shared a considerable amount of work practice experiences but nonetheless did not communicate with
one another. Thus, the two groups seemed a good match for the hebb system.

Installing this system required buy-in from the students and researchers in the lab as well as lab directors
and computer networking staff. To encourage interest in the system, we gave several presentations to both
groups and held several meetings with stakeholders regarding installation plans. As mentioned, one of these
groups readily accepted the system. However, we found it difficult to convince the other group that the
system was secure. In particular, a wireless network had to be installed in order to support private displays,
but the lab director and students were concerned that a wireless network would invite attacks on their system
to obtain private data from scientific studies that the lab relies heavily upon. Attempts to explain that their
internal network and the wireless network could be separated were greeted with suspicion.

Furthermore, some users vehemently rejected the notion of an e-mail sensor. Again, explanations of the
system’s privacy assurances, that only high-level data would be transmitted and that course controls would
be available to turn off the sensor, did little to placate these users. One even went so far as to say that he
“would never let [the author] near [his] machine.” It is notable that in the design of this system users widely



accepted the concept of an e-mail sensor.
After negotiations with this lab stalled, we deployed the system to two other academic research groups

working on similar topics. The groups were spread across three different spaces: one group of three members
was collocated while the other group of four was split between two spaces. This particular arrangement
allowed us to determine how well the system supports intra- and inter-group awareness and communication.
We deployed the interest sensor first for four weeks to establish common e-mail patterns and then deployed
the rest of the system for another four weeks.

3.3.2 Lessons Learned

Anticipate Users to Adapt The primary lesson our deployments taught us was that user’s adapted
both their attitudes toward and their use of the technology over time. In particular, we found that users’
attitudes toward the system changed as the system became less remarkable and more unobtrusive. For
example, during the development stage and at the beginning of deployments, user attitudes towards the
interest sensor were negative to skeptical. However, their attitude changed significantly over the course of
the deployment.

Participant expectations for how to use displays evolve Participants tended to adapt their use and
perception of peripheral output technologies over the course of the deployment. While at first users found it
difficult to overcome using common technologies in new ways, they eventually adapted and felt comfortable
with these new use modes.

Users have models of what kind and fidelity of information should be on given displays. In our deployment,
LCD monitors with attached touchscreens served as public displays. Early in the deployment we asked about
these design of these displays many users said that they were “overkill” for the task and wondered why higher
fidelity content was not being displayed on them. In fact, in early deployments public displays at two sites
were regularly switched to lab Web sites and new outlets (e.g., CNN.com). However, later in the deployment
users reneged on their former statements, identifying the displays less as pieces of high fidelity technology
co-opted for low-fidelity use and more as a low-fidelity display only.

Also, we found participants adapted their use of the personal display. In particular, some participants
used the PDA neither as a mobile device, as we had expected, nor as a display that they could monitor
peripherally from their desktop. Rather, they set it aside and accessed it when they noticed something on
the public display that intrigued them.

Perceptions of privacy and usefulness evolve We found that the balance between privacy and
usefulness was always in flux during our deployment. At first, we found that the fact that the public
displays showed little information would mitigate privacy concerns. But in fact users were so concerned
with the data mining done by the interest sensor that the public display was unimportant. This changed
throughout the deployment, though, and as mentioned above some users began to argue for higher-fidelity
personal content to be shown on public displays towards the end of the deployment.

Implicit Sensing may be too unobtrusive After initial deployments, we learned that e-mail is clearly
something that users value and thus something over which they desire a high amount of control. We originally
designed the system with the assumption that all sensors involved should be as perceptually invisible as
possible to mitigate their effect upon user work practice. Thus, we initially built the interest sensor to run
entirely as a background process with no interface component whatsoever. However, early pilots showed that
this approach failed because, as Lederer et al. have shown, user demand for course controls and feedback
overwhelmed the need for the system to remain completely unobtrusive [36].

Even after integrating these changes into our design, though, we still had difficulty selling the system
to many potential users. In particular, these users rejected the very notion of any entity analyzing their
e-mail. We attempted to negotiate the amount of information the interest sensors would send to the public
displays: from phrases extracted from document contents to only general categories. But with these users



the argument was moot: they simply objected to anything looking at their e-mail regardless of its effects.
Interestingly, the terminology used by some users to describe their attitude toward the interest sensor was
distinctly human (“I don’t want this little guy looking around”).

However, as the deployment progressed, interviews revealed that users were increasing less concerned
with privacy issues over time. In fact, after the system had been deployed in full for three weeks, users
discussed a desire for the public display to show sentences from personal e-mail rather than only words and
phrases. Furthermore, some users argued for a lightweight control that would allow them to flag particular
phrases for capture when composing an e-mail. Thus, it is important not only to allow users to adapt to
implicit sensors over time but to anticipate that they will desire hooks allowing them to control those sensors.

Recruit a Local Champion It is important to identify a person in deployment groups knowledgeable
about the group and capable of selling the technology to administrators and directors while eliciting grass-
roots support for the adoption of the technology. In our deployment, the only successful installation outside
of our lab benefited from such a person. This position is similar to informants used in ethnographies [48],
social stars [72] and opinion leaders [60]. However, while informants are primarily important because of
the knowledge they have about the group’s current status and history, it is more important that the local
champion understand how to explain the technology to each individual. This kind of embedded knowledge
is difficult to extract through even thorough ethnographies. Also, while a star tends to be the locus of
attention for the group, it is more important that the champion not be seen as part of an elite class pushing
the technology: the champion should be well embedded in the crowd.

Local champions are vitally important because they can help the system scale by managing local operation
of the system. Additionally, they can help to speed up acceptance of a system, leading more quickly to a
state in which the system has been effectively integrated into work practice. The expectation of a local
champion should be treated as such from the beginning of the experiment design. They should be given
more or better benefits for participating in the study and should be given different instructions from the rest
of the members.

Practice Participatory Design It is important to integrate deployment groups into the design develop-
ment process so that they develop an understanding of the goals of the project as well as develop a sense
of ownership of the project. We found in our deployments that users struggled to develop a conceptual
model of the system. But moreover, early attempts revealed that the users felt that they were involved in
an experiment that did not hold any benefits for them: they felt as though they were “guinea pigs” testing
an already developed system. A better model is to integrate these users into the design process earlier [69],
recruiting them for low fidelity testing and other iterative design steps.

It is difficult to scale intensive participatory designs. But as Dourish notes [21], it is important not
only to practice participatory design but also to design applications that are themselves adaptable. It is
important to anticipate that users will go through a similar process of realigning themselves with technology
in every deployment just as they do during the participatory design. Such flexibility addresses both scale
and generalizability. That is, following a participatory design the resultant system may seem as though it
solves only a very isolated problem. Thus, it is important to design the system with enough flexibility to
allow users to adapt it over time.

Minimize Reinstallations Upon deploying a system several needs and bugs will arise that were not
previously anticipated and software and hardware must be fixed in-situ. Certainly steps can be taken to
minimize these errors, but some are an inevitable result of testing the system in a different context. However,
it is important that such updates are minimized to maintain the unobtrusiveness of the system. One way
to mitigate the effect of these reinstallations is to prefer public and remotely accessible (or accessible by the
local champion) components to purely private ones. In many cases, such as cellular phone deployments, it
is necessary to install private applications, but they should be as lightweight as feasible. Users would much
rather be told that there was a change in the system than have to manifest it.



Match Between Questions Asked and Questions Answered When interviewing participants during
our deployment of the hebb system, we found that some subjects would answer questions about the system’s
usefulness quite differently if they viewed the system as a “demo to play with” for a month versus it being
a constant, and professionally supported, system. We had to make sure to explore both views with subjects
before recording data.

4 Discussion

Many of the lessons learned from evaluating the three case studies overlap. In particular, issues of scale
showed up in all three evaluations. Issues relating to acceptability and occurrence of errors and ambiguity
showed up in all the evaluations as well. Issues regarding integration into daily life, unobtrusiveness, and
implicitness showed up in the second two evaluations. These observations lead us to suggest challenges for
Ubicomp evaluation.

Challenge # 1 – Applicability of metrics:
Ubicomp applications may not have the same goals as other technologies and thus may require mea-

surement of different metrics of success. Scholtz and Consolvo have identified several metrics important for
Ubicomp evaluation, but also point out that their metrics may vary in appropriateness per the system being
evaluated [64]. Analysis of our case studies revealed several important evaluation metrics that we did not
originally test for, including comfort, privacy, predictability, accuracy, adoption and adaptability. But the
appropriateness of each metric varied across studies. For example, a better a priori measurement of the
value of adopting the Nutrition Tracking system for a specific user would have led to more useful data. In
contrast, PALPlates could have benefited more from measurements of user control and customization. Also,
because of the implicit transfer of personal information, privacy was a much more important metric for hebb
than for the other studies. Given the large number of metrics one could measure in evaluating a Ubicomp
system (Scholtz and Consolvo identified 24 metrics), it would be difficult to measure them all and thus more
work needs to be done to understand under what conditions each metric is appropriate.

Challenge #2 – Scale:
Ubicomp systems typically must handle issues of scale not faced by desktop systems, functioning across

multiple devices, locations, or over long periods of time or across multiple users. An early Ubicomp system
deployed in a classroom, eClass, included multiple projected displays for the instructor, a large-screen,
rear-projection whiteboard, pen tablets for students, video and audio recordings, and web based access to
recorded data at a later time [1, 3]. Ubicomp applications could in principle be used by the number of users
visiting a popular website. How does one evaluate systems for thousands of users before they are in use by
that many? How about after?

Looking back at our lessons learned, issues of scale arose over and over again. For example, our paper
prototypes had trouble scaling across time and amount of data. Other early stage techniques such as heuristic
evaluation [54] would face similar problems in scaling across the number of devices and scenarios for which
Ubicomp systems may be designed. In deployment, we found it difficult to scale the number of devices
and users due to the many challenges of maintaining and supporting our system. We learned too at the
deployment phase that a local champion can help speed up acceptance and help mitigate time spent on
system maintence.

Challenge #3 – Ambiguity:
Ubicomp systems are typically sensing-based systems. As Bellotti et al. discuss in their article, “Making

Sense of Sensing Systems” [9], this can lead to serious usability problems. Research remains to be done in
identifying the best user-interface mechanisms for dealing with sensing issues such as ambiguity and errors
[20, 25]. However, this work is best done in conjunction with evaluation techniques and tools capable of
helping to judge it.

Our case studies above show that ambiguity and errors are serious and important issues in determining
system success and understanding usability problems. When Ubicomp systems depend on recognition,
recommendations, machine learning, or other ambiguity-prone components, evaluation techniques need to
provide feedback on acceptable levels of accuracy. Feedback is also necessary to understand error recovery.



During deployment, help is needed in mitigating inevitable errors and misunderstandings. If ambiguity has
not been honed to an acceptable level, users are likely to quickly decide a system is not worth using. We
found that the presence of a local champion can help to mitigate this effect while a system is being iterated
on and before it has been perfected.

Challenge #4 – Unobtrusiveness:
We found in our latter two case studies that evaluation techniques failed to appropriately handle in-

tegration into daily lives. This challenge arose in two ways. First, we found it difficult to predict how a
system would integrate into daily life in the paper prototype of the nutrition project. This problem was
not surprising given the evaluation technique we chose. We simply note that it is more serious because
Ubicomp systems are typically integrated into everyday life or other, external tasks, than with single user,
task oriented desktop systems. This challenge has been taken up in the design of collaborative systems
[67, 58, 23].

An example of this difficulty can be found in the domain of peripheral display design. As Weiser states
in his seminal article on Ubiquitous Computing: “Most of the computers will be invisible in fact as well
as metaphor [73].” A common type of “mostly invisible” display, peripheral displays are designed to show
information without distracting. However, it is difficult to design an evaluation of the display that does not
call attention to the display itself, thereby breaking its peripherality.

The second piece of this challenge centers on the idea of invisibility, or readiness-to-hand [76]. As Tolmie
[57] and Star [62] have discussed, a technology becomes invisible in use when it is no longer remarked upon
as novel nor breaks down. Put another way, a technology has achieved invisibility when it becomes ready-
to-hand (e.g. a technology perceived as an extension of the body, such as working mouse) rather than
present-at-hand (e.g. a mouse that sticks often). A technology that is unfamiliar, that constantly suffers
breakdowns or re-installations, is unlikely to become ready-to-hand. While it is not possible for any system
to be consistently ready-to-hand, it is important to anticipate and design for breakdowns by exposing state
and allowing direct control (i.e., addressing system intelligibility and accountability [9]).

In our studies of hebb, we found that unobtrusiveness could be mitigated by several modifications to our
original deployment strategy. In particular, the presence of a local champion, and the use of participatory
design, could help to speed up integration of our system into daily life. Additionally, as we evolved the
system (using a living laboratory approach), it was necessary to balance evolution against interruptions
caused by reinstallations.

4.1 Summary

Given the challenges raised above, we believe that existing evaluation techniques would benefit from mod-
ifications before being applied to Ubicomp applications. Note that this does not appear to be an issue for
the formative evaluations done before a prototype exists, but rather for the iterative explorations that begin
once the first design sketches have been completed.

For very early stage techniques such as heuristic evaluation and paper prototyping, modifications are
likely to involve a focus on new metrics [64] and guidelines [41]. As deployment occurs, our experience
shows that recruiting a local champion is one strategy for increased success. Another strategy involves
the application of participatory design. Lastly, constant adaptation appears to be necessary to deployment
success, especially since the difficulty of getting complete feedback before deployment means that systems
will not be highly refined when they are deployed.

5 Conclusions

We have shown that evaluation is a problem for Ubiquitous Computing application development, particularly
at the early stages of design. Because of a dearth of available techniques, Ubicomp application developers
rarely iterate on their designs. From a research perspective, this means that as a community we know less
about what makes a Ubicomp application successful than we should. From a development perspective, this
makes it harder to develop applications that truly meet the needs of their end users. The contribution of



this paper is a study of issues that arose when evaluating three different Ubicomp systems at different stages
of design, and the resulting challenges for Ubicomp evaluation that emerged from those issues.
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