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Abstract 
 

Fast Simulation Methods for Non-Planar Phase and Multilayer Defects in DUV and EUV 
Photomasks for Lithography 

 
by 
 

Michael Christopher Lam 
 

Doctor of Philosophy in Applied Science and Technology 
 

University of California, Berkeley 
 

Professor Andrew R. Neureuther, Chair 
 
 This dissertation develops rapid modeling methodologies for the printability and 

inspectability of various types of defects on photomasks in DUV and EUV lithography. 

Several fast and approximate methods for defect simulation are introduced and validated 

by comparing their results with Finite Difference Time Domain (FDTD) calculations of 

scattering from the same geometry. The common strategy is to decompose the electro-

magnetic (EM) scattering into individual signal contributions by analyzing rigorous 

simulations, and then to develop efficient alternative models for each contribution. 

 Two methods are introduced to calculate the observed scattering from DUV phase 

defects. First, the through focus behavior of an isolated defect can be used to extract two 

defect parameters, size and phase, which fully characterize the defect by means of an EM 

equivalent thin mask model. Post and void defects can also be differentiated based on the 

side of defocus that their peak signal occurs. Second, a defect projector methodology is 

introduced that allows results for an isolated defect and a defect-free pattern to be 

combined to predict their interaction for any defect location. The defect projector is four 

orders of magnitude faster than 3D FDTD simulation, and can correctly predict the defect 

induced dimension change to within 30% for worst case.  
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 The main emphasis of this dissertation is on scattering from non-planar multilayer 

structures to understand the printability of buried defects inside of EUV mask blanks. A 

new method based on ray tracing is developed by exploiting the small non-specular 

forward angular scattering of individual bilayers, which is 10X smaller than the back 

scatter, and its approximation as zero allows a new and tractable mathematical factoring. 

The method is tested for various deposition strategies, defect sizes, defect shapes, as well 

as various illumination angles of incidence and polarization. Smoothing of the defect 

shape during deposition is confirmed to help mitigate isolated defect printability to a size 

less than about 70nm for 3D defects. The method is 4 to 5 orders of magnitude faster than 

FDTD simulation, takes 40X less memory, and still achieves equivalent accuracy. FDTD 

results for resonant multilayers were also found to suffer from convergence lulls and 

reflection errors at angles >10º due to small wavelength shifts from numerical dispersion. 

The new methodology is then extended to model the interaction between absorber 

features and buried defects by developing a new 2D thin mask model for features. FDTD 

studies of signal components from an isolated absorber edge show that the scattering can 

be approximated to first order by adding phased line sources to vertically propagating 

waves at the edges of the thin mask model. The ray tracing method was also extended to 

model the case of optical inspection of EUV masks. The Single Surface Approximation 

and ray tracing method produce nearly identical results, while FDTD suffers from 

numerical errors due to the abnormally high cell densities of 700 cells per wavelength. 

 
      ______________________________ 

      Professor Andrew R. Neureuther 

      Committee Chairman 
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1  Introduction 

1.1 Motivation 

 

Technology has become critically necessary to design and build even newer 

technology, and this is especially true today in optical lithography for semiconductor 

manufacturing. Computer simulation has become an integral part of the lithographic 

process for quickly and efficiently examining the design and production of Integrated 

Circuits (ICs). However, newly designed microprocessor complexities grow faster than 

the computational power of available processors and demand ever increasing accuracy 

within a shorter span of time. This is because the physical and mathematical models used 

to predict imaging have become increasingly detailed and rigorous, and often need to be 

applied to every feature in the layout to pre-compensate the design. These detailed 

models are thus a significant increased burden to engineering design. 

The necessity of rigorous models combined with their computational constraints, 

has created a movement to develop new fast-CAD simulation paradigms that retain the 

necessary accuracy, but with dramatic increases in speed. These paradigms often leverage 

a problem’s physical characteristics to allow new approximations to be exploited. New 

paradigms have been successful implemented on several fronts. Model based Optical 

Proximity Correction (OPC) methods [1], Domain Decomposition Methods (DDM) [2,3], 

Boundary Layer Methods [4], and the Single Surface Approximation (SSA) [5]  are just a 
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few of the fast simulation methods that have been proposed or adopted within the 

industry. Fast simulation methodologies enhance the quality and quantity of information 

that can be used to support the design process, and will become even more important as 

the industry moves towards a fully virtual manufacturing process, whereby all aspects are 

simulated prior to first silicon.  

This dissertation explores two new forms of fast-CAD simulation paradigms for 

the electromagnetic scattering from defective photomasks. The goal is to identify new 

approximations that can be leveraged to enable fast diffraction calculations at Deep Ultra 

Violet (DUV) and Extreme Ultra Violet (EUV) wavelengths. The strategy here is to 

decompose a complex domain into individual pieces and understand how each individual 

piece behaves. Then the linearity of a defect’s electric field, combined with the non-

linearity of the total intensity, will enable approximations based on perturbation theory 

[6]. Finally, the resulting approximations are used to build a variety of new methods that 

are accurate, require fewer computational resources, and significantly quicker at 

evaluating and adjusting the hundreds of millions of scenarios in a design. 

 

1.2 The Defect Printability Challenge 

 

All photomasks contain defects, but not all defects cause defective products. A 

major problem in lithography deals with understanding which defects are critical (will 

create a defective product) and which defects do not impair the end product. When a 

photomask is found to be defective, the mask must either be fixed (defect removed) or 

remade (a respin). Modern photomasks have become very expensive, making it 
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prohibitively expensive to continuously respin a mask until it is defect free. It is therefore 

necessary to understand how many critical defects exist on the photomask, and fix only 

the critical defects. This problem becomes more pronounced since photomask complexity 

rises with the complexity of new ICs, increasing both the number and probability of 

critical defects on the mask. A delicate minimization is sought which ensures the 

photomask is free of critical defects, while avoiding the cost of unnecessary mask 

respins. Simulation can be used to differentiate critical defects from non-critical defects 

to help minimize the cost of generating an acceptable photomask. 

Defects, however, are particularly challenging to simulate, since they can occur in 

any location, near any feature and be of any size, 3-D shape, and material. Understanding 

how each of these parameters affects defect printability requires numerous simulations. 

Additionally, defect sizes are typically sub-wavelength, creating interesting 

electromagnetic effects that cannot be accurately captured in simple scalar diffraction 

theory. It has been shown that “real” defects behave electromagnetically different from 

their ideal physical dimensions [7], confirming that their sub-wavelength nature requires 

more time-consuming rigorous models to be used when determining their imaging 

severity. Combining both the large parameter space and the need for rigorous models, it 

becomes easy to understand why fast and accurate methods would be a boon to defect 

printability studies.  
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1.3 Dissertation Content 

 

The dissertation begins by reviewing relevant background material on optical 

lithography, its EUV extensions, and computational methods in Chapter 2. Special 

emphasis is placed on the imaging behavior of phase defects and their impact on the 

printability of features.  These concepts are then extended to extreme ultra violet 

lithography (EUVL) and defective EUV mask blanks, where a phase defect is manifested 

via particles buried underneath multilayer mirror structures. Finally, current simulation 

techniques that are relevant to the dissertation content will be reviewed, which include 

Domain Decomposition Methods (DDM), Finite Difference Time Domain (FDTD) [8], 

the Single Surface Approximation (SSA), and others. 

Chapter 3 looks into the limits on the applicability of edge-DDM. As mask 

dimensions shrink, electromagnetic cross-talk between adjacent and connecting edges 

becomes more pronounced until these effects can no longer be ignored, and the mask 

structure can no longer be thought of as a sum of diffractions from isolated edges. An 

understanding of the threshold for electromagnetic cross-talk among edges is important 

for assessing when the edge-DDM method is applicable for a given layout. General rules 

of thumb are developed to determine the smallest feature size that edge-DDM may 

accurately simulate to the desired tolerance. The concept of a defect projector is also 

introduced, which allows a large number of defect locations to be accurately examined in 

a short amount of time. The accuracy and speed of this method will be discussed in 

greater detail. Finally, an interesting and challenging question is whether or not edge-

DDM can be used quickly and accurately for the simulation of photomasks during 
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inspection. If true, a very fast die-to-database comparison may be made during inspection 

where the database will be synthesized “on the fly” from edge-DDM. The applicability of 

edge-DDM for inspection is assessed, and a new corner-DDM is proposed for mitigating 

the high frequency errors of edge-DDM.  

Chapter 4 addresses the troubling problem that phase-shifting mask (PSM) 

defects, as observed in experiment, do not perform as their ideal counterparts in thin 

mask simulations. Specifically, a 3 parameter model is demonstrated to be sufficient to 

link together these seemingly contradictory results. Since at small dimensions, the size 

and magnitude of phase defects are degenerate, only 2 of the 3 parameters are necessary 

to characterize their focal behavior, allowing two physically different defects to become 

indistinguishable when comparing their scattered fields. Data extraction from the 

behavior of real defects can then be used to find electromagnetically equivalent ideal 

defects that can be simulated much quicker. Intuitive physical explanations are also given 

for understanding why real and ideal defects behave differently. 

Chapter 5 reexamines the physical characteristics of the buried defect problem 

within EUVL and describes a new method for rapidly simulating buried defects within 

EUV mask blanks. The optical homogeneity and smoothness of EUV mask blanks, 

combined with the small numerical aperture of the EUV optical system, allow efficient 

and accurate simulations to be accomplished in very minimal time, and thus opens the 

door to more thorough, quantitative studies on buried defect printability. The optical 

homogeneity of the multilayer stack also allows a primary wave approximation to be 

used, where only the primary wave scattering of the defective layers is computed. The 

primary wave scattering is then only allowed to interact with the defect-free structure for 
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the purposes of calculating the interaction resonance, effectively casting the new method 

as a perturbational approach. 

A comparison between the new method and two popular methods for simulating 

EUV buried defects is presented in Chapter 6. These are the FDTD method and the SSA 

method. The Chapter’s goals are to understand the tradeoffs in accuracy to achieve speed, 

and address the memory constraints (2GB limit) of large problems on single desktop 

computers. The goal of the new method is to produce orders of magnitude improvement 

in speed for 2D and 3D simulations, and make the results at least as reliable and accurate 

as the FDTD method, which is generally considered to be the “gold standard” for 

simulating EUV buried defects. This includes testing the accuracy for various shapes and 

sizes of defects, for various locations within the multilayer stack, for off-axis 

illumination, as well as both the standard and the smoothing multilayer growth methods. 

A speed analysis of the three methods will show that the new method in 3D is 5 orders of 

magnitude faster than FDTD and uses about 40X less memory.  

In studying the accuracy of the new method, it was required to make a careful 

investigation of the FDTD method, and this is also included in Chapter 6. A surprising 

result was uncovered that questions the underlying assumption that FDTD is a gold 

standard for simulations at EUV wavelengths. When using FDTD to simulate EUV 

multilayers, a temporary lull in convergence can be obtained as resonant energy gathers 

coherence within the multilayer, slowly leaking energy out until equilibrium is reached. 

The effects of numerical dispersion on the calculated reflectivity of the EUV multilayers 

are also documented. Numerical dispersion changes the simulated wavelength by 

fractions of a percent, which is normally not noticeable for most applications; however, 
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the resonant nature of the multilayer enhances the sensitivity of the structure to small 

wavelength changes. Numerical dispersion is shown to significantly impact the diffracted 

spectrum for angles greater than about 9º. 

Chapter 7 will show applications of the new simulator to predict the printability 

impact of various defect types on EUV multilayer blanks. Understanding the defect’s 

electromagnetic signature and printability becomes crucial to understanding the necessary 

levels of inspection and tolerances needed for producing acceptable mask blanks for the 

semiconductor industry. While several programmed defect printability studies have been 

performed over the years [9,10,11], thorough and predictive defect landscape maps are 

still needed. Therefore, landscape maps that vary the aspect ratios and defect shapes will 

be presented for both 2D and 3D defects. These maps can be used as engineering tools 

for developing defect size and density requirements on the production of EUV mask 

blanks. General rules of thumb are developed to aid engineers when determining the 

printability of defects.  

Finally, Chapter 8 will explore the extension of the new buried defect simulator to 

inspection and for predicting defect-feature interactions. Many options exist for the 

inspection of EUV mask blanks [12, 13], including optical inspection at 488nm or 266nm 

wavelengths and actinic (at wavelength) inspection. Both types of inspection involve 

using light to illuminate a mask blank and looking for deviations from the background 

intensity. In the case of actinic inspection, the new method should provide excellent 

results, since the wavelength used to inspect the system remains unchanged relative to the 

wavelength used during printing. For inspection at optical wavelengths, the assumptions 

exploited in the new method are changed due to the higher material refractive index and 
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absence of resonant reflection. An assessment of the new method’s performance in 

simulating the inspection case will be presented. A systematic method for understanding 

EUV buried defect printability in the presence of features is also shown. 

 

1.4 Dissertation Contributions 

  

 Chapters 3 and 4 contain data for simulating phase defects at DUV wavelengths 

and attempt to bridge the gap between “ideal” defects and “real” defects. The defect 

projector presented in Chapter 3 is a new method that will allow engineers to rapidly sift 

through the large defect parameter space to hone in on critical defects or find feature 

areas that are sensitive to defects that need to be monitored closely during production.  It 

combines the scattered fields of the defect and the feature (neglecting re-scattering), and 

is validated through simulation of a PSM. Also, edge-DDM was augmented by the use of 

a new corner-DDM, which can enable the application of DDM for inspection simulations. 

The major contribution of Chapter 4 is a method for extracting equivalent thin mask 

defect model parameters from the focal behavior of real defects, allowing equivalent 

ideal defects to be simulated very rapidly in lieu of the real defect. 

 By far, the major contributions of the dissertation are contained within Chapters 

5-8. The introduction of a new simulation methodology in Chapter 5 will allow the vast 

parameter space of defective EUV mask blanks to be explored more thoroughly than was 

possible before. The computational constraints of simulating 3D buried defects for EUV 

have been significantly reduced. Time requirements have dropped by 5 orders of 
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magnitude and memory requirements have been reduced by 40X, allowing formerly 

intractable simulations to be performed on a desktop machine.  

The accuracy (Chapter 6) of the new simulator will provide even more reliable 

information from simulation than was possible with FDTD. The simulation problems 

uncovered when applying the FDTD method to resonant multilayers allow a greater 

physical understanding of the complicated scattering that occurs inside a resonant cavity 

prior to equilibrium. The new method was successfully used to generate defect 

printability maps in Chapter 7, which will help set engineering tolerances for the 

production of new EUV mask blanks. Finally, the extensions discussed in Chapter 8 will 

further aid in understanding buried defect printability in the presence of features, as well 

as the development of inspection systems for EUVL mask blanks. The new simulation 

approach will also aid other areas of research involving optically homogeneous materials 

where non-planar, stratified media might occur. Other applications of x-ray and EUV 

optics such as astronomical telescopes [14] could be impacted as well.  
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2  Background 

This Chapter reviews a number of key aspects of projection printing at DUV and 

EUV wavelengths that are utilized in describing the technical challenges, simulation 

methods, and design studies in this dissertation. The following review is by no means 

complete, as it focuses on only the relevant details to later chapters. The reader is 

encourage to read the texts [15,16,17] to obtain further details on the optical science, 

[18,19,20] for semiconductor manufacturing and the lithographic process, as well as the 

mathematical models describing the system. 

 

2.1 Optical Lithography 

 

A typical lithography imaging tool is shown in Figure 2.1 and contains three 

major aspects: the illumination system, the photomask, and the projection optics. Each 

aspect of the tool is highly engineered to provide maximum resolution and image quality. 

The individual photomasks are the objects that can be imaged by the lithography tool.  

 

2.1.1 Resolution 

The resolution, R, of a lithography tool is dependent on the wavelength of the 

light used to illuminate the photomask, as well as the numerical aperture (NA) of the 

imaging optics: 
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NA
kR

λ
1=  

Modern steppers and scanners at the 90nm node use a DUV excimer laser at a 

wavelength of 193nm. A typical NA for a modern tool is around 0.85 and is expected to 

grow to 1.05 – 1.2 in immersion lithography. The k1 parameter is usually on the order of 

0.6 and is called the “ technology factor” , which encompasses all the engineering 

Resolution Enhancement Techniques (RETs) (off-axis illumination, sub-resolution assist 

features, etc) that can push the resolution smaller [21,22]. Using the typical parameters 

Extended Source 

Condenser Optics 

Photomask 

Projection 
Optics 

Illumination 
System 

NA = sin( max) 
 = a / b 

b 

a 
Pupil Plane 

Image of Source 

Image of Photomask max 

Figure 2.1. A schematic of an optical lithography system. 
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given above, a k1 factor of about 0.40 is needed to make semiconductor products at the 

90nm node.  

 

2.1.2 Illumination System 

The illumination system is typically a Kohler illumination system, which places 

an image of the source into the pupil plane of the projection optics. Kohler systems allow 

all aspects of the object to be imaged equally well, providing uniform image quality 

regardless of location on the photomask. The illumination system provides a uniform set 

of plane waves which diffract as they pass through the photomask and are collected by 

the projection optics. The angular spectrum of plane waves illuminating the mask, which 

LV�FDOOHG�WKH�SDUWLDO�FRKHUHQFH�DQG�LV�GHQRWHG�E\�WKH�SDUDPHWHU� ��can alter the resolution 

of the entire system. Pistor [23] showed that for modeling projection printing, the 

observed mask scattering is constant for illumination angles within 10º of normal 

incidence. This observation allows a single computation of the mask diffraction to be 

used for all illuminating plane waves when simulating the projection imaging optics. 

Inspection systems, however, allow illumination angles that are much greater than 10º, 

and therefore require multiple calculations of the mask scattering at different angles of 

incidence. Multiple diffraction calculations increases the required simulation time by at 

least 5X, making inspection simulations difficult to complete. Thus, fast simulation 

methods could have a major impact on inspection simulations.  
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2.1.3 Projection Optics and Final Image 

Calculating of the image from an arbitrary mask can be performed by Fourier 

transforming the electric field directly below the photomask, producing a plane wave 

decomposition of the fields. These plane waves are then low-pass filtered by the angular 

acceptance cone of the projection optics at the pupil plane, whose maximum angle is 

given by: 

)(sin 1
max R

NA−=θ  

Where R is the reduction of the system, usually 4X. The projection optics integrate the 

partially coherent illumination to reproduce a demagnified image of the photomask down 

at the image plane. A silicon wafer is coated with a photosensitive chemical, called 

photoresist, and placed into the image plane. The photoresist changes chemical properties 

based on its exposure to light, and can then be developed. Further processing steps can be 

used to transfer the pattern onto the silicon wafer itself.  

 

2.1.4 Photomasks and their defects 

The photomask is a 6x6 inch square piece of quartz (glass) that is covered with a 

very thin layer (~80nm) of chrome on one side. Patterns can be etched into the chrome 

that will allow light to pass through the photomask, and the patterns can then be imaged 

by the lithography tool. These masks are referred to as “ binary” , since light is either 

blocked (0) or transmitted (1). Defects located on binary masks are either opaque 

(pinspot) or clear (pinhole). An opaque defect is a piece of chrome that was incorrectly 

left within a clear transmissive area, usually because a small piece of photoresist was 

never removed. Clear defects are chrome regions that should be dark, but have a piece of 
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chrome missing, usually because a small piece of photoresist was inappropriately 

removed. Figure 2.2a shows the top view and the associated cut line of an example binary 

mask, along with both an opaque and a clear defect. 

Phase-shifting masks (PSMs) are similar to binary masks, except that some of the 

quartz is etched away within various clear regions on the mask. These trenches allow 

light to be slowed less and emerge phase shifted relative to other clear areas where no 

trenches are present. The possibility of generating electric fields with various phases 

results in more favorable imaging. The removal of quartz from clear regions on the mask 

gives rise to a new type of defect: the phase defect. Phase defects might arise during 

etching of the mask substrate as posts of incompletely etched material in phase shifted 

regions due to pin spots of resist, or as voids etched through pin holes in nominally 

unshifted regions. Figure 2.2b shows the top view and the associated cut line of an 

example PSM, along with a post and void defect. With the introduction of phase-shifting 

masks in projection printing, the ability to screen phase defects for their impact on 

Top View 

Cut Line 

Pinspot Pinhole 

Pinspot Pinhole 

Top View 

Cut Line 

Void Post 

Void Post 

Figure 2.2. (a) Example of a binary mask with pinhole and pinspot defects. (b) Example of a PSM with 
post and void defects. 

(b) (a) 
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imaging is very important. Because these defects change the phase of the light passing 

through clear regions, their imaging severity can be significantly worse than simple 

binary defects. Additionally, since the phase of the defect can interplay with phase 

changes in defocus, the worst case printability may not even be at best focus [24].  

Unfortunately, the characterization of the printability of phase defects on PSMs is 

very complex. Recent work by Adam, et al. [7] shows that phase defects do not behave 

electromagnetically as their physical phase height indicates, as expected from using an 

ideal mask model with scalar diffraction theory. Electromagnetic effects produce defects 

with different average brightness (amplitude squared) and lower average phase beneath 

the geometrical shadow of the defect. Rigorous methods are therefore required to 

accurately predict the printability of phase defects, however, the general imaging 

behavior of phase defects can be understood by simple algebraic models.  

 

2.1.5 Algebraic Defect Models 

Since Chapter 4 will introduce a method for extracting 3 defect parameters (its 

area A, its amplitude M, and its phase ϕdefect) for use in previous scattering models, it is 

useful to review them. Algebraic models for clear and opaque defects have been 

demonstrated by Neureuther, et al. [25] and Mastromarco, et al. [26]. These defect 

models were then extended to phase defects by Neureuther [27]. Each model was based 

on perturbation theory and confirmed from simulations with the aerial image simulator 

SPLAT[28].  
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The electric fields from a defective feature can be decomposed into the electric 

field from a defect free feature, combined with the electric field from an isolated, clear or 

opaque defect:  

 Equation 2.1:  2kdkAEd ==  Where   dfc EEE ±=  

where Ec is the composite field, Ef is the feature field, and Ed is the defect field which is 

proportional to its area (d2). The feature and defect fields are added (if a clear defect) or 

subtracted (if an opaque defect). The image formed from this small perturbation on the 

feature’s field becomes: 

222 )(2)()( ddfefffcc EEEEEI +±== µ  

which can be further simplified to: 

dfefffc EEII µ2±≈  

when the defect is sufficiently small. The parameter µeff is the mutual coherence function, 

which is determined by the partial coherence (σ) and the defect’s distance away from the 

feature edge.  

 The change in intensity produced by the defect can now be expressed as: 

dfefffc EEIII µ2±=−=∆  

The above equation shows that the electric field of the defect can coherently interact with 

the electric field from a nearby feature, demonstrating how a nominally subprintable 

isolated defect, can become printable in the presence of features. Thus, the evaluation of 

critical defects cannot be determined by looking just at the defect’s own characteristics, 

the feature must also be included. Finally, the change in CD can be determined by 

knowledge of the defect free feature’s slope: 
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 Equation 2.2:  

dx

dI

EE

dx

dI
I

CD
f

dfeff

f

µ2±
=∆=∆  

 The extension of Equation 2.2 to phase defects simply requires a factor of [1-

Mcos(ϕdefect)], representing the defect as first subtracting out the light, and then injecting 

the light back into the structure with an different phase.  

      defectphasedefectopaquefeaturec EEEE __ +−=  

  )]cos(1[_ defectdefectopaquefeature MEE ϕ−−=  

Since 

     defectopaque
j

defectphase EMeE defect

__
ϕ=  

This process can be understood by the vector addition shown in Figure 2.3, producing a 

final form of: 

Equation 2.3:   

dx

dI

MEE

dx

dI
I

CD
f

defectdfeff

f

)]cos(1[2 ϕµ −±
=∆=∆  

Figure 2.3. Vector addition representation of algebraic model for phase defects. An opaque defect’ s E-
field is first subtracted from the features E-field, the phase defect reinjects the E-field at a phase 
changed angle, resulting in the composite E-field. 
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2.2 EUV Lithography 

 

Extreme Ultra Violet Lithography (EUVL)[29] is conceptually similar to optical 

lithography and the entire mathematical framework for imaging at optical wavelengths is 

applicable to EUV wavelengths as well. EUVL is a promising candidate for imaging 

below the 32nm node, since it provides a large potential resolution enhancement from the 

13.4nm wavelength light (nearly 15X better than 193nm optical lithography). The 

potential increase in resolution is tempered, however, since the optical system must be 

implemented much differently. Materials are both highly absorptive (large k), and are 

optically homogeneous since their refractive indices are very close to air (n=1). The 

optical homogeneity of materials makes it very difficult to bend or focus EUV 

wavelengths to high angles, resulting in systems with that are based on reflective optics 

with smaller NAs (NA = 0.3). The reflective optics require the EUV imaging system to 

be telecentric about an off-axis angle, which is nominally about 6º. Pistor [30] discusses 

some of the computation challenges of calculating aerial images from a telecentric EUV 

system. The reflective optics are constructed via a multilayer, which forms the basic unit 

of the EUV optical system. The mask blanks are also made of these multilayers, which 

are described in more detail in the next section.  

 

2.2.1 EUV Mask Blanks and Buried Defects 

EUVL mask blanks consist of a multilayered structure (usually 40 bilayers) of 

alternating silicon and molybdenum layers, sitting atop a Low Thermal Expansion (LTE) 



 19 

substrate. The spacing between each layer is tuned such that incident radiation on each 

surface will be reflected in phase with every other surface in the multilayer, essentially 

satisfying the Bragg reflectivity condition [31]. A typical layer for silicon and 

molybdenum will be 4.14nm and 2.76nm thick, respectively. A thin capping layer (made 

of ruthenium or silicon) is deposited on top of the multilayer to resist oxidation and other 

aging effects. Researchers have shown that reflectivities as high as ~70% are achievable 

with appropriate multilayer spacings [29]. The EUVL mask blank is prone to defects 

buried underneath the multilayer, which disrupt the coherent multilayer spacings, and 

produce a dip in the reflected field. Such defects arise when the LTE substrate is non- 

planer or when a particle falls on the substrate prior to multilayer coating. Most of these 

buried defects are typically molybdenum or silicon agglomerations that form during the 

deposition process [72]. One example of a buried defect is shown in Figure 2.4. These 

buried defects are analogous to phase defects in optical lithography, since they locally 

change the phase of the reflected field within open areas.  

Figure 2.4. EUVL mask blank with buried defect. 
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One of the major obstacles in EUVL is the production of defect free mask blanks, 

which is considered to be a possible “ show stopper”  for the implementation of the 

technology. The improved resolution allows for better imaging of very small defects. 

Compounding this problem is that a small, localized, substrate defect is broadened upon 

deposition of the multilayer, allowing subprintable defects to become printable as 

multilayers are deposited. These “ decorated”  defects [32] are quite numerous and cause 

many problems. Buried defects also present complications because they are very difficult, 

if not impossible, to repair. Various techniques [33,34] have been proposed to fix 

different EUV defect types. E-beam techniques [35] lower the defect height by 

contracting the local volume of the multilayer, but are not practical since they result in a 

broad destruction of the multilayer surrounding the defect as well. The inability to repair 

buried defects means that a mask blank will have potential “ land mines”  sitting beneath 

the surface, whose presence may become known depending on which features are placed 

around the defect (as shown in section 2.1.5). The use of OPC methods has been 

proposed to help correct the imaging characteristics when such an event occurs [36]. 

The physical scattering of a buried defect depends on the manner in which the 

layers above it are deposited. Work as been done to characterize defect printability[37], 

as well as to develop a coating process that will help smooth away residual traces of the 

substrate defect as each layer is grown[38,39,40,41]; a useful mathematical model for 

describing the smoothing process has been shown by Stearns [42]. The smoothing 

process uses a combination of deposition and etching to hide a substrate defect’ s physical 

presence at the multilayer surface. Figure 2.5 shows the same substrate defect in Figure 

2.4, except coated by the new smoothing deposition, using Stearn’ s growth model. The 



 21 

physical height at the surface of the multilayer is dramatically reduced when using the 

smoothing deposition technique, and thus, the imaging severity as well. Predicting the 

imaging behavior of smoothed defects will be critical to evaluating the future use of the 

smoothing technique. Stearns’  model will be used extensively in this dissertation to 

model EUV buried defects, to allow reflection comparisons between normal deposition 

methods and the smoothing method. 

The top surface of the mask blank can be coated with a patterned absorbing 

material, as shown in Figure 2.6. Various thicknesses and materials have been proposed 

Figure 2.5. EUVL mask blank with buried defect coated with the smoothing technique. 
 

Figure 2.6. Example of a full EUVL patterned mask. 

6º

Multilayer Stack

Absorber

Incident 
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for the absorbing layer, such as 70nms of TaN or 100nms chrome [73]. All options for 

the absorbing layer pose complications since they are all electrically thick (many 

wavelengths thick), opening the possibility of numerous electromagnetic effects that 

could complicate the observed scattering.  In fact, the off-axis nature of an EUV optical 

system creates an intrinsic horizontal and vertical bias for the imaging system [43], as 

features aligned in certain directions cast geometric shadows from the off-axis 

illumination. The patterned absorber can also suffer from the clear and opaque defects 

that were discussed earlier; however, they can be fixed by the same methods used on 

optical lithography masks.  

 

2.2.2 Simulation Methods for EUV Buried Defects 

Early defect simulations were performed with thin mask models [44] in an 

attempt to understand the general defect behavior in the EUV regime; however, the 

electrically thick nature of an EUV mask implies that a rigorous simulation methodology 

is needed to correctly compute its scattering. The multilayer stack of a 40 bilayer mask 

EODQN�LV�RYHU��� �WKLFN��DQG�WKH�DEVRUELQJ�PDWHULDO�SODFHG�RQ�WRS�DGGV�DW�OHDVW�DQRWKHU�� ��
Additionally, the simulation method must be robust enough to handle substrate defects 

coated with both the smoothing deposition and standard deposition. Many researchers use 

electromagnetic field (EMF) solvers to compute the scattering from an EUV mask, and 

Finite Difference Time Domain (FDTD) is one of the most popular numerical methods 

for EMF solvers.  

FDTD simulators such as UC Berkeley’ s TEMPEST[8] are often referred to as 

“ rigorous”  or “ thick mask”  simulators because they actually solve Maxwell’ s equations 
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on a discretized grid for the steady state solution to an electromagnetic problem. They are 

very accurate and are considered to be a “ gold standard”  for computing mask diffraction; 

however, FDTD also requires long simulation times and large amounts of memory, even 

in 2D. EUV simulations in 3D require about 12 hours to run and 2Gbs of memory on 

modern computers for even a small 250nm by 250nm patch of mask blank. Various 

authors [45,46] have implemented example FDTD flows for EUV simulation of buried 

defects. Memory requirements explode since the electrically large mask geometries 

(simulation domains) require sub-nanometer discretizations to accurately resolve the 

individual layers in the bilayer. Even sub-nanometer discretizations are insufficient to 

guarantee the correct geometry resolution since an arbitrary free flowing line will be 

geometrically approximated by boxes when the domain is discretized, transforming 

smoothly varying layers into boxy, crude lines. Deng [47,48] showed that these boxy 

lines can cause significantly incorrect reflections to be computed unless blended 

materials are used for the EUV multilayers. Figure 2.7 shows the benefits of using 

Figure 2.7. (a) EUVL mask blank geometry representation with 1.38nm step height without using 
blended materials. Notice the two prominent dislocations moving upwards. (b) same EUVL mask blank 
geometry using blended materials. The dislocations have been smoothed away. 

 

50 Blended Materials50 Blended MaterialsNo Blended Materials

Step Height : 1.38 nm

No Blended MaterialsNo Blended Materials

Step Height : 1.38 nm
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blended materials for more accurate geometrical representations on an EUV multilayer. 

Pistor [49] introduced the Fourier Boundary Condition (FBC) which linked FDTD 

methods for EUV features with an analytic representation of the multilayer, which greatly 

sped up calculations, but was limited to perfect multilayers.  

Ito [50] has proposed an analytic method based on Fresnel reflections, which 

systematically separates the multilayer domain into vertical strips. These strips are then 

approximated as parallel multilayers based on their midpoint values, where the 

reflectivity from the strips (with varied d spacings) can be calculated by Fresnel 

equations. The full field can then be synthesized by taking the reflection from each strip 

as the local electric field value of the reflection.  Hybrid methods have been proposed by 

Evanschitzky [51,52,53] and Sambale [54], by linking FDTD simulators together with 

variations on Ito’ s method to obtain calculations of buried defect printability in the 

presence of features. While these hybrid approaches are faster than traditional FDTD 

simulations, they still lack the required speed for thorough printability studies. Rigorous 

coupled wave analysis1 (RCWA) [55] has been used to accurately simulate 2D buried 

defects in the presence of features, with greatly reduced time relative to FDTD [56,57]. 

RCWA methods, however, suffer from a lack of extendibility to arbitrary 3D geometries, 

and no examples of 3D scattering have been published to date. Simplified modal methods 

have also been proposed based on the Rayleigh method [58]. Bollepalli [59] implemented 

a simulation method which uses scattering theory [60] to understand defect printability. 

Finally, the Single Surface Approximation (SSA) [5] simply uses the top surface 

of the defective multilayer structure and converts it into a thin mask transmission 

function by turning the geometrical height variation across the surface into a phase 
                                                 
1 Also called “ Modal Method by Fourier Expansion”  (MMFE) 
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mapping across the domain. The phase is then multiplied by a factor of 2 to account for 

the roundtrip of the reflection. The phase from a reflected surface is computed by the 

simple equation: 

Equation 2.4:   
λ

πϕ ))((4
))((2)( 0

0

zxz
zxzkx

−=−=  

Where z(x) is the surface height, z0 is the surface height of the defect free surface, k is the 

wave number, and  is the wavelength. This simple approach contains a number of 

assumptions that limit its broad application, but has been found to work relatively well at 

small defect sizes[61]. First, it assumes that all the layers beneath the surface layer are 

identical in shape to the top surface layer. A quick look at Figure 2.4 or 2.5 will show that 

this assumption is not very good unless the defect is very small. Second, it assumes that 

no amplitude disruptions occur in the near field. Investigations of defect printing will 

later show that this assumption is also false. Finally, the SSA method assumes that light 

is normally incident on the mask, and thus can never capture asymmetries that arise from 

the off-axis telecentricity of the EUV system. All of these assumptions significantly 

break down when the defect is large, or when it is coated with the smoothing process. 

The SSA approach achieves more than enough speed and, despite its assumptions, gives a 

good indication of the defect’ s behavior, but it lacks the required accuracy for 

quantitative study unless working in a tight range of applicability [5].  
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2.3 Domain Decomposition Methods 

 

 Adam introduced edge-DDM [2] which consists of first fracturing the mask 

geometry into a set of its edges, and then combining the electromagnetic spectra of each 

isolated edge from a library of presimulated, rigorous 2D edge diffractions. Edge-DDM 

has provided a simple method to simulate any arbitrary, Manhattan geometry (especially 

large 3D structures) to an accuracy level equal to rigorous thick mask simulations with a 

speed that facilitates very large scale mask calculations. The initial results at optical 

wavelengths [2,62,63] are truly spectacular, and DDM has been used to simulate 

scattering from EUVL patterned masks [3] with good results as well. 

For its implementation, the library should contain the edge diffraction data from 

all types of edges that will be encountered in the mask geometry.  The edge fracturing of 

an arbitrary layout is demonstrated in Figure 2.8. Horizontal and vertical edges will be 
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exposed to different polarizations. Certain regions on the mask will be unaffected by the 

2D edge diffractions and are assigned values from rigorous 2D simulations of a closed 

chrome mask (ie. chrome background transmission). The addition of the many 

diffractions will produce areas that have overlapping, multiple clear field transmissions 

and/or chrome background transmissions. Appropriate subtractions of these background 

fields (both chrome transmission and open transmission) are then used to bring the final 

fields to their appropriate values (one clear field or one chrome transmission), resulting in 

a synthesized, approximate near electric field distribution for the original mask structure.  

The accuracy of the synthesized fields is then compared with the truly rigorous 

simulation to determine the validity of the approximation by a simple subtraction of the 

two fields. While large errors (~ ½ of clear field value) may be seen locally within the 

corners of the structure (due to electromagnetic interactions from the two edges that are 

Figure 2.9. (a) The rigorous FDTD solution for TE fields passing through a 400x400nm contact. (b) The 
synthesized fields (edge-DDM) of the same contact. (c) The amplitude of the complex near field error 
between the rigrous and synthesized solutions. (d) The FFT of the near field error.  

(a) (b) 

(c) 
(d) 
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not captured in the sum of its isolated edge diffractions), these large errors are mapped to 

high spatial frequencies that are scattered outside of the optical system. The resulting 

collected orders have very few errors compared to the fully rigorous solution. The 

normalized mean square error (NMSE) is used to quantify the magnitude of the errors in 

the collected Fourier components.  

∫
∫ −

=
2

2

||

||

true

synthtrue
NMSE  

The 400nm x 400nm contact shown in Figure 2.9 demonstrates the process of 

obtaining and calculating the NMSE from a synthesized field solution. The corners of the 

contact show large errors in the electric fields (Figure 2.9c), which are mapped to the 

high spatial frequency components that scatter outside of the objective system (Figure 

2.9d). The larger circle in Figure 2.9d represents the propagating orders ( θ < 90° ), while 

inside the small circle indicates the orders collected by the imaging system. Edge-DDM 

effectively matches the Through the Lens (TTL) spectrum of the mask scattering, 

allowing it to be extremely accurate when compared to rigorous scattering calculations.  
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3 Extensions to Domain 
Decomposition Methods 

 
 

The Domain Decomposition method (also referred to as edge-DDM) has proven 

to be a very useful tool for obtaining the mask diffraction spectrum from advanced 

photomasks. The speed and flexibility of the method has allowed Adam [64] to integrate 

rigorous mask scattering information into OPC methods, greatly improving the accuracy 

of corrections. Certainly, however, the approximation of independent scattering from 

each edge within the simulated domain will begin to break down as electromagnetic 

cross-talk from adjacent and connecting edges grows when feature sizes shrink. This 

Chapter will explore the domain of applicability for edge-DDM in greater depth, 

providing physical analysis for when the approximation begins to break down. 

Extensions to edge-DDM are also discussed, including a defect projector method that 

simultaneously projects the fields of an isolated defect along with a feature to obtain 

printability assessment of phase defects. Finally, it is shown that the high frequency 

errors in the edge-DDM approximation can be mitigated by including rigorous corner 

information when synthesizing the near fields. 
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3.1 Domain of Applicability for Edge-DDM  

 

 Simple 2D spaces were used to more fully define the region where edge-DDM 

begins to break down. The smallest feature dimension that can be accurately modeled 

will depend on the types of edges present in the layout. For example, a PSM has a well 

known strong dependence on edge side wall shape and is thus more challenging. It is 

therefore worthwhile to understand how these different edges affect the synthesis of the 

electric fields, as well as the feature CD.  

Rigorous FDTD simulations were compared to edge-DDM synthesis of the fields 

for 2D spaces of different phases and different amounts of under etch, resulting in a 

systematic matrix of features. The basic geometry can be seen in Figure 3.1. The CD of 

the spaces was varied for each edge case, with values of 400nm, 300nm, 200nm, 150nm, 

100nm, and 80nm. The domain size was 400 x 1 x 122 nodes with a grid size of 5nm. 

Figure 3.2 shows the NMSE plotted against the CD of the space in terms of lambda. The 

four graphs represent (a) a 0nm under etch of phase wells at 0°, 90°,180°,270°, and 360°, 

and (b) a 180° phase well with 0nm, 25nm, 50nm, 75nm, and 100nm under etch.  

From Figure 3.2a and 3.2b, it is obvious that larger errors are seen at deeper phase 

Figure 3.1. Phase well geometry. 
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wells for both polarizations. This increase in error is due to longer glass edges that can 

scatter light and interact with the opposite edge. As a phase well becomes deeper, more 

glass edge is created and this enables more interaction with surrounding edges. Larger 

under etches reduce the errors made by the edge-DDM approximation. As can be seen in 

Figure 3.2c and 3.2d, larger under etches push the glass walls farther apart so they do not 

interact with surrounding edges until smaller CDs. The TE polarization is limited on its 

improvement because as the glass edges are pushed farther away (from under etch), the 

chrome edges still remain and become the dominant factor in determining edge-to-edge 

interactions. The boundary conditions on the TE polarization (tangential E) require 

Figure 3.2. Shows the NMSE for both the TE and TM polarizations through CD (in λ)       
(a) TE polarization with various phase well depths. (b) TM polarization with various phase well depths. 
(c) TE polarization with various under etch depths. (d) TM polarization with various under etch depths. 
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continuity at the chrome edges, and thus constrain the fields in the gap by allowing the 

chrome edges to radiate and interact with each other. The TM polarization, however, has 

different boundary conditions at the chrome interface, allowing it (the perpendicular E 

field) to be discontinuous by the surface charge generated at the chrome interface. This 

means that the TM polarization will not be disturbed by, or scatter light towards, another 

chrome edge close to it, allowing the edges to act fairly independently, as assumed in 

edge-DDM. The resulting errors on the TM polarization are quite low, even at very small 

(as low as .4λ ) dimensions. 

The CDs (in λ) of the open space at the point where the NMSE crosses above a 

specified threshold are seen in Figure 3.3, as a function of phase (in degrees) and under 

etch depth (in λ). A NMSE of 0.5% has been chosen for the curves. The areas above the 

curves represent CDs that can be accurately modeled to the specified tolerance. These 

plots enable the generation of general rules of thumb on the applicability of edge-DDM 

for a specified domain. For an arbitrary layout, simply categorize the types of edges 

present in the layout, and find the smallest CD for each edge. These plots will give good 
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guidance as to how small of features can be accurately simulated for the given layout. 

Similarly, plots of all combinations of phases and under etches may be generated for all 

types of edges. A quick and easy reference for when edge-DDM is applicable, without 

the hassle of looking at charts, is to use the 2λ rule. Every situation that has been tested 

has given extraordinarily good results (NMSECOLLECTED< 0.5%) when the CD spaces are 

≥ 2λ, regardless of edge type present in the layout. 

From Figure 3.3, it also appears that in most cases the TE polarization will limit 

the smallest feature size that can be simulated accurately by edge-DDM. It is therefore 

possible to develop a simple heuristic that models the boundary interactions on the TE 

polarization once a specific CD has passed. This heuristic fix might increase the domain 

of applicability for edge-DDM to equal that of the TM polarization, resulting in 1 – 1.5λ 

minimum dimension for various applications.  

 

3.2 Fast Defect Printability Assessment Using the Defect Projector  

 

 The challenge in assessing the impact of defects is that there is a multitude of 

ways in which they may appear. Defects come in various sizes, types, and phases, and 

may occur in any location in any feature on the layout. One rigorous simulation is 

necessary per instance of the defect, which can quickly become impossible to study since 

each simulation can take many hours to perform. A quick AND accurate way to simulate 

phase defects would enable much more detailed studies and allow phase defects to be 

more easily characterized. One way to obtain both the accuracy of the rigorous 
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simulation, and a very large speed up in simulation time, is to use the concept of a defect 

projector.   

Figure 3.4 demonstrates the concept of a defect projector. The full mask structure, 

including the defect, can be thought of as the simple sum of the defect-free structure plus 

the isolated defect, minus the appropriate background. These two sets of fields can be 

viewed as being projected simultaneously together to the wafer plane. A full 

characterization of each structure individually should lead to a full characterization of 

their combined structure, assuming minimal interactions between the two. In this sense, 

the defect projector is a perturbational method that assumes the fields from the defect are 

a small perturbation of the fields from the defect-free structure. The fields from the 

defect-free structure can be rigorously simulated if desired, but edge-DDM would be 

perfectly acceptable to synthesize these fields and have negligible errors in the accuracy. 

The isolated defect will be rigorously simulated and stored in the same library as the 

rigorous edge diffractions used for edge-DDM.  

The power of this method is demonstrated in Figure 3.5, which shows an 

alternating phase shift mask structure with 18 positions marked for the placement of a 

180º 0º 

Defect in Mask Domain 

180º 0º 0º 
= + 

Defect-free Domain Isolated Defect 

Shift defect for proper 
placement 

Figure 3.4. A schematic of the defector projector method. The defective mask can be thought of as a 
sum of the defect-free mask structure and the isolated defect (minus the appropriate background).  
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0.12µm, 180° phase pit and a 0.12µm, 180° phase bump. Using conventional simulation 

methods, 36 rigorous simulations would have to be performed (one set of 18 for each 

polarization), with each simulation taking several hours each. Alternatively, the defect-

free structure may be synthesized with edge-DDM and combined with the rigorously 

simulated isolated defects from a presimulated database to obtain the fields from ALL 36 

simulations in a matter of seconds.  

The 9 defect positions were rigorously simulated for both polarizations and for 

both types of phase defects (void and post), resulting in 36 rigorous simulations that took 

7 - 15 hours each to run on a 699Mhz processor (each took differing amounts of time to 

converge). The aerial images for these rigorous simulations were then compared to the 

defect projector method which “ simulated”  all the fields within a few seconds. For those 

phase posts overlapping the under etch region, a simple geometrical blocking was used 

1.
4µ

m
 

0.4µm 

0.075µm 
under etch 

0.2µm 

0.2µm 

180º 

1    4    7  

0.2µm 

1.0µm 

0º 

7  4  1  

0.4µm 

1.2µm 

8  5  2 

9  6  3 

2    5    8 

3    6    9 

Figure 3.5. A schematic of an alternating phase shifting mask used to test the defect projector 
method. The numbers 1-9 represent 9 defect locations for a 180° phase pit (in the 0° region) and a 
180° phase bump (in the 180° region). All dimensions at 4X. 
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Rigorous 
Defect

Rigorous 
Defect

Defect 
Projector

Defect 
Projector

Defect-free

Defect-free

Rigorous 
Defect

Rigorous 
Defect

Defect 
Projector

Defect 
Projector

Defect-free
Defect-free

Figure 3.6. The zoomed aerial image contours of the gate CD from Figure 3.4 for defect location #5 
of the 180 phase bump. All contours for the defect-free structure are given, in addition to the 0.3 
contour of both the rigorous defect and the defect projector.  
 

Figure 3.7. The zoomed aerial image contours of the gate CD from Figure 3.4 for defect location #5 
of the 180 phase pit. All contours for the defect-free structure are given, in addition to the 0.3 contour 
of both the rigorous defect and the defect projector.  
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that set the defect’ s fields to zero in the region over the chrome area. The aerial image 

contour at 0.3 intensity for the #5 defect position of the 180° phase bump is shown in 

Figure 3.6. The CD of the line was predicted to within 3% for all simulations (error of 

4nm in worst case), and the change in CD was predicted to within 30%. The test structure 

from Figure 3.5, however, produces a very low NILS value due to its small scale relative 

to the 193nm wavelength. The dimensions of the test structure were purposefully kept 

small to lessen the 3D simulation requirements. Even with this low NILS value, the 

defect projector was able to predict CD change to within 30%, and can be expected to 

perform even better at higher NILS values. The CD values were also calculated for the 

worst part of the line CD, near the base where the line met the outer lying structure. 

Figure 3.7 shows the aerial image contour at 0.3 intensity for the #5 defect position of the 

180° phase void. The Figure clearly shows the defect projector method is worst near the 

base of the CD, but is much better for other portions of the line CD. The worst case 

numbers, however, should give an upper bound on the error magnitude to be expected 

from the method. The results from both types of defects are very promising, even for 

those located close to the chrome where edge interactions are not captured. While the 

defect projector did not predict the exact CD change of the rigorous simulations, it 

nonetheless gives a very good idea of how the defect will perturb the line width. Given a 

specific tolerance for the change in CD (such as 10%), all defects that change the line 

width by 3% under the specified tolerance (such as 7%) may be thrown out as non-

critical. Those defect locations remaining could then be simulated rigorously to 

understand their exact change in the CD. 
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3.3 Edge-DDM for Inspection  

 

Since defects scatter light in a broad spectrum, inspection systems utilize 1X 

optical systems to enable higher NAs to collect more of the scattered light. The additional 

light collected by the inspection system allows the defect to be more clearly distinguished 

within the image. Appropriate measures to correct the defect can be taken once its 

location is known. Using larger σ’ s allows more oblique plane waves to strike the mask, 

which in turn allows more of the broadly scattered light from defects to enter the 

collection optic.  

The NMSE of the 2D spaces shown in Figure 3.2 were recalculated for a 1X 

optical system at the same NA. For plane waves normally incident on the photomask, the 

diffracted orders have not changed, except that now more of the diffracted orders are 

being collected by our optical imaging system. The NMSE of the much larger collection 

radius is still within acceptable limits. Figure 3.8 shows the NMSEs of the collected 

orders for a 1X system imaging the 2D space at NA = 0.8, for various phases and under 

etches. The errors have not grown appreciably from the printing case, and are shown to 

still maintain good accuracy despite the larger collection optic. A subtle note, however, is 

that the wavelength used was 193nm and normalized by this amount. Inspection systems 

typically operate at higher wavelengths than those used during printing, and therefore a 

180° phase well within a given layout will not correspond to 180° at the higher 

wavelengths. This change should be kept in mind when deciding the accuracy of edge-

DDM for inspection compared to printing.  
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Obliquely incident waves were also used to simulate the same 2D structures. The 

edge-DDM becomes slightly more complicated than in the normal incidence case. The 

edge diffraction libraries must include the same edge types as before, except simulated at 

the oblique incidence desired and inspection wavelength. At oblique incidence, the 

addition of the two edge diffractions now must be modulated by a phase change. Since 

the incoming wave now has a lateral variation component given by kx, the shifting of an 

edge from the edge diffraction library must also be accompanied by a change in phase 

appropriate to the amount of the edge shift based on the kx value. Once the two edges 

have been added, the subtraction of the background field must be done with a plane wave 
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at the same oblique incidence so that the phase matches the kx wiggle across the 

simulated domain. Additionally, for the comparison of the rigorous solution and the edge-

synthesized solution, another phase shift must be applied to remove the simulator’ s bias 

on what phase is initiated at the start of the simulation domain.  

Results from the edge synthesis for a 22.7º incident plane wave give mixed 

results. While the edge-DDM results are only slightly worse compared to the results at 

normal incidence, the errors are still contained within the high frequencies. Since edge-

DDM will always produce high spatial frequency errors, and since inspection systems 

will always collect some of the high frequency components, edge-DDM applied to 

inspection is limited in its accuracy. If, however, the high frequency terms could be 

corrected in some manner, DDM might become a viable simulation tool for inspection.  

 

3.3.1 Corner DDM 

Referring to Figure 2.9c, most of the error in the edge-DDM approximation 

occurs within the corners of the structure. It is most likely these corner errors that account 

for a significant portion of the error obtained when using edge-DDM for inspection 

simulations. A logical extension of the edge-DDM method is to simply use a corner-

DDM method, whereby large 3D corners are simulated and stored in the library. These 

corners than then be used to synthesize the near field exactly akin to edge-DDM. 

Obviously, more simulation time will be required to build the presimulated library, 

however, the corner simulations will eliminate the largest source of error when applying 

edge-DDM to inspection simulations. Corner effects can be seamlessly integrated into an 

existing edge-DDM library by simply creating a Corner Error Function (CEF). A CEF is 
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created by taking the simulated 3D corner and subtracting off the edge synthesized fields 

from edge-DDM. The resulting field is the CEF and can be stored in the library: 

DDMedgecorner EECEF −−=  

The CEF, shown in Figure 3.9, simply becomes the original simulated corner when added 

to an edge synthesized field, and is therefore a perturbational field that “ fills in”  the  

missing corner information. Whenever corner information is needed, the CEF can be 

Figure 3.10. (a) True rigorous solution. (b) Edge-DDM solution. (c) Edge-DDM error compared to 
rigorous simulation. (d) Corner-DDM solution. (e) Corner-DDM error compared to rigorous solution. 
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Figure 3.9. Near field view of a CEF to augment edge-DDM. 
 



 42 

called and inserted into the structure at the appropriate place. In this manner, an existing 

edge-DDM library can be augmented with corner information. 

 Figure 3.10 shows the synthesized fields from both edge-DDM and corner-DDM 

compared to the rigorous simulation for the same 400nm x 400nm contact as used to 

describe the accuracy of DDM in chapter 2. The errors in the diffracted spectrum are 

shown in Figure 3.11. The high frequency errors have been greatly reduced by using the 

CEF. In fact, the addition of the CEF has reduced the NMSE by 62%, for all orders 

involveG�ZLWK�LQVSHFWLRQ�VLPXODWLRQV�DW� � ������7DEOH�����VKRZV�WKH�UHGXFWLRQ�LQ�106(�
for various systems when corner-DDM is applied instead of edge-DDM. The results 

show significant decreases in errors for the case of inspection. The total NMSE for the 

inspection case is about 0.5%, implying that corner-DDM would provide a good 

description of the scattered fields for die to database inspection.  

Another interesting observation can be made by comparing the two error fields in 

Figure 3.11. The largest source of error in the diffracted spectrum comes from plane 

waves that are located on the very edge of the propagating waves boundary, specifically 

those waves propagating around 90º in the x-direction. The scattering in the x-direction 

comes from features in the object that are oriented in the y-direction and are exposed to 

the TE polarization. The bright spots in the error fields can then be attributed to highly 

Projection NA (4X)

NMSEs
Edges Edges+CEF Decrease

1.38E-4 1.36E-4 1.3%

Inspection NA (1X) 9.88E-4 5.99E-4 40%

Propagating Orders 0.0048 0.0026 46%

Inspection NA + 0.0139 0.0054 61%

NA = 0.8 , = 0.7

Table 3.1. Shows the NMSE for edge-DDM and corner-DDM for various optical systems along with 
the corresponding percentage decrease in error from using corner-DDM. 
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scattered TE waves. As was mentioned in section 3.1 of this chapter, the TE waves were 

found to limit the application of edge-DDM since their boundary conditions led to more 

scattering, and thus, greater edge to edge interactions. One final piece of information can 

be gathered by looking at the peak error (Eerror ~ 0.06) in the diffracted spectrum of the 

same square contact in Chapter 2, and comparing it to the peak error (Eerror ~ 0.03) in 

Figure 3.11 for the edge synthesized fields of the same contact. The peak error dropped 

by about a factor of 2, in the location of these highly scattered TE waves. The only 

change between the simulations is that the contact in Figure 3.11 was simulated with a 

larger domain, and was thus, more isolated than the contact in Chapter 2. Since the 

contact is physically the same contact for both simulations, the decrease in error can be 

associated with the greater isolation of the contact. This fact implies that a large portion 

of the measured error stems from the inability of the rigorous 3D simulation to isolate the 

Figure 3.11. Three circles are placed on each plot. The small circle is NA = 0.8 for exposure tool, the 
medium circle is the propagating wave boundary, and inside the large circle represents all waves 
coOOHFWHG�E\�DQ�LQVSHFWLRQ�WRRO�ZLWK� � �����DQG�1$� �������D��))7�RI�HUURUV�IURP�(GJH-DDM. (b) 
FFT of errors from Corner-DDM.  

Edge-DDM Corner-DDM
kxkx

kyky

(a) (b) 
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simulated structure as well as edge or corner-DDM, because of the periodic boundary 

conditions of most EMF solvers. The true NMSE values are likely to be significantly 

lower (better) than those observed here, if an isolated structure is desired. 

 

3.4 Conclusions 

 

The edge-DDM approximation was shown to be valid to at least 0.5% in NMSE 

for feature dimensions greater than 2λ when used to simulate printing. The “ rigorous”  

simulation of large areas of a chip layout may therefore be performed very quickly with 

edge-DDM, without the computational expense of actually rigorously simulating the 

domain. The 2λ rule is valid for all types of edges present in an arbitrary layout, 

providing a good rule of thumb for edge-DDM applicability. The limits of edge-DDM are 

in fact lower than the 2λ rule would suggest, but pushing this limit to a smaller value will 

depend specifically on the types of edges present in a layout. Additionally, the TE 

polarization will limit the minimum dimension applicable for edge-DDM, but a heuristic 

fix might be applied that properly models the boundary interactions at small CDs to 

shrink the minimum dimension to 1 – 1.5 λ.  

The defect projector method for assessing defect printability was introduced and 

shown to accurately predict the CD change of structures containing defects to within 30% 

of truly rigorous simulations (worst case), but is expected to work much better at higher 

NILS and line locations farther from the base. The defect projector can therefore be used 

as a method to rapidly sift non-critical defects from a host of possible locations, and 

allow truly rigorous simulations to be focused on only the critical defects.  
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The implementation of edge-DDM for inspection is complicated by the fact that 

high frequencies will always enter the imaging system at 1X and edge-DDM will always 

produce errors in the high frequency terms. The high frequency errors can be corrected 

by implementing a Corner Error Function (CEF) into the edge-DDM library, allowing all 

orders collected by an inspection system to have a total NMSE of 0.5% when simulated 

with corner-DDM. A DDM solution is therefore a likely candidate for building a database 

“ on the fly”  for die-to-database inspection. Finally, a significant portion of the calculated 

error in the NMSE was shown to stem from highly oblique TE waves that are a result of 

the inability of rigorous simulations to isolate the structure of interest. The NMSE 

estimates are therefore conservative in nature, and are likely significantly lower when 

synthesizing the fields of isolated structures. 
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4  Phase Defects 

4.1 Real Defects 

 

This Chapter explores simple physical models based on effective areas that can be 

used to help understand the observed differences from simple geometry based models. 

This difference from geometrical shape was observed by Adam, et al. [7] when he 

showed that phase defects do not behave electromagnetically as their physical phase 

height indicates, as expected from using an ideal mask model with scalar diffraction 

theory. A method for extracting the three algebraic model defect parameters (its area A, 

its amplitude M, and its phase ϕdefect) from the focal behavior of isolated defects is 

demonstrated for ideal thin mask defects. This method is then applied to rigorously 

simulated defects to obtain model parameters for an electromagnetically equivalent thin 

mask defect.  

 

4.1.1 Effective Brightness  

The increased brightness (amplitude squared) of post defects and the 

corresponding decrease in brightness of void defects [7] can be understood through the 

refraction of light back into the glass, the same effect responsible for the intensity 

imbalance in phase shifting masks[65] . For a perfect, rectangular, full height post defect, 

the refraction of light into the post increases the brightness seen directly under the defect. 
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The increased brightness can be simply modeled through increasing the effective area of 

the defect by allowing light from a certain distance ∆d away from each phase edge to be 

included in the defect. The resulting increased electric field and intensity can be modeled 

by: 
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This simple model is plotted on top of Adam’ s data (at λ = 248nm) in Figure 4.1a for a 

∆d of 45nm, implying that the radius of influence surrounding a 180-degree phase edge is 

about 0.18 λ. 

 The decreased brightness of void defects may be modeled similarly. The electric 

field inside of the void is depleted some distance ∆d away from the phase edges, resulting 

in a decreased area. The decreased electric field can be viewed as uniformly distributed 

across the void, such that its brightness can be modeled by: 
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The model is plotted on top of Adam’ s data in Figure 4.1b for a ∆d of 90nm. The larger 

∆d for the void is surprising and physically may be due to the reduced ability of the fields 

to respond to an edge in the air with n=1 or to the fact that internal reflection reduces the 

fraction of the captured energy released from the top of the defect. 
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Figure 4.1. Simple area model for the near field brightness changes below “ real”  180 degree defects, 
based on effective area changes due to refracted light a distance ∆d away. (a) Post defect for ∆d=45nm 
at λ=193nm. (b) Void defect of ∆d=90nm at λ=193nm. 
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4.1.2 Effective Phase 

Similar arguments based on the effective areas of defects can be applied to their 

phase as well. For post defects, the electric field absorbed from the surrounding air has an 

average propagation distance that shifts its phase relative to the vertically propagating 

light originally contained within the post. The refracted waves serve to dilute the phase of 

the original, vertical propagation of light. This effect can be modeled by: 

postSplatpostTrue dAA

A
__ ][ ϕϕ

+
=  

Agreement with Adam’ s data can be seen in Figure 4.2a for both 2D and 3D posts with 

∆d = 45nm. This ∆d value for effective phase is consistent with the value derived from 

the simple model for a post’ s brightness, providing validation that the simple area models 

are physically appropriate. 

 The extension to void defects is more difficult because light is much less likely to 

have vertical propagation within the void. Models based on effective areas can be used to 

successfully predict the void defect’ s phase; however they are more complicated with less 

physical intuition. Figure 4.2b shows fits of two such models to Adam’ s data for ∆d = 

90nm, given by: 
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4.2 Focus Behavior of Isolated Defect 

 

An isolated defect in a clear field will produce a noticeable dip in the clear field 

that will vary with focus. This effect can be seen for an M=1, d=0.18λ/NA (1X), 120° 

phase defect for the images plotted in Figure 4.3. Notice the dip in the clear field is larger 

for an out of focus value. In focus, the magnitude of the dip in the clear field can be 

interpreted by the algebraic models as twice the electric field signal of an opaque defect 

multiplied by a constant defined by two of the model parameters (M and ϕdefect), where Ef 

= 1 (clear field) and with µeff = 1: 

)]cos(1[2 _ defectdefectopaque MEI ϕ−=∆   (See top half of Equation 2.3) 

Dividing this signal by 2, gives the resulting modified electric field defined by: 

. Equation 4.1:   )]cos(1[_mod defectdefectopaque MEE ϕ−=  

 

Figure 4.3. Images of dips in the clear field from an isolated, ideal (M=1), 120 degree defect of size 
d=.18µm, for various defocus values. Notice the dip intensity is larger for some out of focus values near 
0.5 RU. 
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The effect of defocus can be uncovered by the vector relationship shown in Figure 4.4a. 

The opaque defect vector and the phase defect vector are locked together at the defect’ s 

phase angle (ϕdefect), creating an elbow on the combined defect arm. This arm rotates 

about the tip of the clear field vector (Ef) as defocus is applied. Notice that the maximum 

modified electric field (or largest dip in the clear field) occurs when the tip of the defect 

arm is rotated onto the clear field vector (Ef), shown by the dashed lines in Figure 4.4b. 

Notice also that the amount of rotation needed to create the maximum modified electric 

field will depend on the length of the phase defect vector relative to the opaque defect 

vector (ie, the parameter M). For M=1, the rotation angle of the defocus will only be ½ of 

Figure 4.4. (a) Vector addition representation of algebraic model for phase defects. An opaque defect’ s 
E-field is first subtracted from the features E-field, the phase defect reinjects the E-field at a phase 
changed angle, resulting in the composite E-field. (b) The defect arm composed of both the opaque and 
phase defect vectors remains rigid through defocus. The arm rotates about the tip of the feature E-field, 
resulting in the maximum modified E-field when the tip of the defect arm lies on top of the feature E-
field as shown. 
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the value needed to produce a 180° phase change since this rotation affects both the 

opaque defect vector and phase defect vector. Thus, the defocus introduces another angle 

ϕfocus, given by the angle of rotation for the defect arm that combines with the phase of 

the defect to give an intensity dip and modified electric field through focus, defined by: 

 Equation 4.2:  
)]cos()[cos(
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_mod
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The parameter ϕfocus is just the additional phase variation from the two rays caused by 

moving through focus. The relative phase of the defect signal and the clear field signal 

with focus is due to wave propagation effects. For small phase defects (~.2 λ/NA ), the 

scattered light uniformly fills the pupil because of its broad spectral characteristics and 

because the pupil acts as a low pass filter. This light can be lumped into an average off-

axis ray that propagates with an average phase through some portion of the pupil, as seen 

in Figure 4.5. Both the phase of the defect and the additional phase change from defocus, 

work in conjunction to produce a peak signal (minimum intensity) when a net phase 

Figure 4.5. Phase defects scatter light everywhere in the pupil, and can be lumped into an average pupil 
ray that is phase delayed or advanced relative to the on axis clear field ray below the pupil. The phase 
fronts beneath the pupil show how defocus can increase or decrease the phase difference between the on 
axis clear field ray and the average pupil ray from the defect.  
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change occurs of 180° relative to the clear field. The interaction of the two rays is 

responsible for the peak signal shift through focus for different types of phase defects. 

For an ideal 180° phase defect, the peak of the signal occurs at 0 Rayleigh Units (RU) 

defocus, where a Rayleigh Unit is defined as: 

Equation 4.3:   
22

1
NA

RU
λ=  

For defects with lower phases, larger defocus values must be used to add an appropriate 

phase change to the average ray to produce the 180° phase change. Thus, the peak signal 

occurs at the defocus value that changes the phase of the defect’ s average pupil ray to 

180°.  

 

4.3 Parameter Extraction from Image Behavior through Focus 

 

Ideal, isolated phase defects may be imaged through focus from [-2,2] Rayleigh 

Units (RU) and the values of the dips can be used to extract the modified electric field 

values, defined by Equation 4.2. The modified electric fields can then be plotted through 

focus, as shown in Figure 4.6a. Note that the field can become negative at large values of 

defocus due to image reversal. Taking the largest modified electric field seen through 

focus and its two nearest neighbors, a parabola can be fit to the data. This parabola allows 

the true peak modified electric field to be estimated, and it’ s associated defocus value. If 

this process is done for various defect phases, the phase of each defect can be plotted vs. 

the defocus value for the peak signal location for each defect, as seen in Figure 4.6b. The 
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Phase= -134.67*Defocus + 180.68
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Figure 4.6. (a) Modified electric fields of images centered below the geometrical shadow of the phase 
defects, for various ideal (SPLAT) phase defects. The peak field is located out of focus for non 180 
degree defects. (b) The phase of ideal (SPLAT) defects is plotted vs. estimated locations in defocus for 
the peak fields. The linear relationship allows defect phase identification when M=1. 
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relationship is linear, and a line can be fit to the data to produce: 

 Equation 4.4:   68.180_67.134_ +−= DefocusPeakPhaseDefect  

Since this linear relationship was derived from ideal phase defects, M=1, it can only be 

used to predict the phase of M=1 defects. Alternate relationships may be derived from 

different M values, but are not necessary, as will be shown later. Now that the 

relationship is known, an unknown isolated defect’ s phase (assuming M=1) can be 

determined by simply imaging the defect through focus, fitting a parabola around the 

peak to obtain the defocus value where the peak occurs, and using the result to calculate 

the defect phase based on the known linear relationship. 

 For these ideal defects, M=1 is known, ϕdefect has been extracted from the defect’ s 

focus behavior, and the defocus in RU has been related to the ϕfocus angle via Equation 

4.4. The last parameter that needs to be extracted is the defect’ s area (A). This last 

parameter can be extracted from the modified electric field at 0 defocus, which is given 

by Equation 4.1, since Eopaque_defect is proportional to its area (see Equation 2.1). Equation 

4.1 can be rearranged to give: 

 Equation 4.5:  
)]cos(1[

mod

defectMk

E
A

ϕ−
=  

Where k = 2.98 from [26]�ZKHQ� � ����, and Emod, M=1 and ϕdefect are known. 

 

4.4 Rigorous Defect’s Parameter Extraction 

 

The linear relationship established in the previous section works very well for 

predicting the phase of ideal (thin mask) defects. A natural question arises: Does this 
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process work with “ real”  defects? A nominally 180° phase post and 180° phase void were 

simulated rigorously with the electromagnetic solver TEMPEST [8] to ascertain their 

printability. The phase defects were isolated in a clear field glass mask, and illuminated at 

normal incidence with 193 nm wavelength light. Both defects were 180nm x 180nm in 

size (4X), corresponding to a size of .187 λ/NA (1X) for NA=0.8. The central intensity 

dips of the aerial image were monitored through [-2,2] RU of defocus and the modified 

electric fields are plotted in Figure 4.7 (solid lines).  

The post and void peak signals are on opposite sides of defocus, implying that an 

unknown defect type may be classified based upon which defocus side the peak signal is 

located. Posts have maximum signals occurring farther from the pupil, while voids have 

maximum signals occurring closer to the pupil. For posts, the average pupil ray is delayed 

relative to the clear field, and so moving further from the pupil will allow the clear field 

to cycle even faster than the average pupil ray until the phase delay widens to 180° and 

the peak signal is reached. For voids, the average pupil ray is advanced relative to the 

clear field, and so moving closer to the pupil will allow the clear field to reverse cycle 

faster than the average pupil ray until the phase advance reaches 180° and the peak signal 

is reached. Figure 4.6 can be used to demonstrate this effect by adding the phase fronts to 

the plane waves and looking at the phase change along the pupil axis.  

Fitting parabolas to the peaks of the data in Figure 4.7, defocus values of -0.497 

RU and 0.444 RU are obtained as the location of the peak signal for the post and void, 

respectively. Using the linear relationship in Equation 4.4, the effective phases for the 

post and void are -113° and 121°, respectively. Despite the large deviation from their 

physical phase heights of 180°, the deviations are expected for these “ real”  defects, as 
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discussed in previously, however, the extracted effective phases do not agree with the 

near field average phases seen by Adam, despite scaling the defect sizes appropriately 

from their 193nm values to 248 nm values. This inconsistency can be explained by 

understanding that the linear relationship in Equation 4.4, which implicitly assumes M=1, 

is NOT the case for “ real”  defects due to their increased effective brightness. Why then, 

has it been assumed M=1? The assumption of M=1 makes the parameter extraction 

easier. Again looking at Figure 4.4a and 4.4b, the only physically real parameter that 

must be rigidly enforced is the length of the combination of the two defect vectors. It is 

this combined vector that rotates through defocus. Regardless of what two defect vectors 

form the combined vector, as long as its length is the same, it will behave in exactly the 
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Figure 4.7. Modified electric fields of images centered below the geometrical shadow of the phase 
defect. Rigorous simulations from TEMPEST of a post and void are plotted along with the SPLAT 
simulations for the assumed M=1 extracted parameters, and assumed A=Ag extracted parameters. 
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same manner. This implies that a defect is not unique in its behavior, and while “ real”  

defects have M values greater or less than 1, equivalent defects with ideal transmissions 

(M=1) and different areas (A) and phases (ϕdefect) can be found that behave in exactly the 

same way through focus. In this manner, an equivalent defect may be found that mimics 

the behavior of the "real" defect, despite being a physically wrong description of the near 

field electromagnetics. Alternatively, A=Ag (geometrical defect area) may be assumed 

and the values of M and ϕdefect can be adjusted to obtain the same vector, however, 

parameter extraction is much more difficult in this case, and requires knowledge of the 

defect size beforehand.  

The second parameter (A) can be extracted as demonstrated in the previous 

section using Equation 4.5. Plugging in the known values of Emod, k, M=1, and ϕdefect, the 

area is found to be A=0.223µm and A=0.18µm for the post and void, respectively. Using 

the extracted parameters of A and ϕdefect, combined with an assumed M=1, ideal SPLAT 

defects were run to show how well the parameters match the TEMPEST data. The dashed 

lines in Figure 4.7 represent ideal defects simulated with SPLAT using the extracted 

parameters from the TEMPEST data. Also plotted in Figure 7 (dotted lines) are ideal 

SPLAT defects with an assumed A=Ag (same geometrical defect size), and M= 1.7, 1.05 

(post, void), with ϕdefect = -130°, 123° (post, void). Notice that all curves are nearly 

identical in their behavior, showing that defects are not unique in their behavior.  
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4.5 Conclusions 

 

 Simple physical models based on effective areas have been shown to provide a 

fairly accurate description of a “ real”  defect’ s brightness and phase for both post and void 

GHIHFWV��3RVWV�ZHUH�VKRZQ�WR�HOHFWURPDJQHWLFDOO\�EHKDYH�DERXW���� �ODUJHU�RQ�D�VLGH�WKDQ�
WKHLU�SK\VLFDO�GLPHQVLRQV�LQGLFDWH��ZKLOH�YRLGV�ZHUH�VKRZQ�WR�EHKDYH�DERXW����� �
smaller on a side. Void defect behaviors were more difficult to capture with simple area 

models, possibly because the light is much less likely to have vertical propagation within 

the void. 

 Algebraic thin-mask models for the printability of phase defects have been 

extended to the case of post and void phase defects that electromagnetically behave 

differently than their physical height. Their average magnitude (M) and phase (ϕdefect) in 

addition to their defect area (A) is shown to be adequate for predicting the intensity dip 

for isolated defects and by implication likely all that is necessary for modeling line width 

change. By assuming M=1, the other two parameters (ϕdefect and A) may be successfully 

extracted from inspection data or rigorous simulations. Post and void defects can be 

differentiated based upon where their peak signal occurs through focus, further from the 

pupil for posts and closer to the pupil for voids. When the two parameters ϕdefect and A of 

a “ real”  defect are known, the defect’ s behavior through focus from rigorous simulations 

can be mimicked quite accurately with SPLAT simulations using the two extracted 

parameters. The algebraic model thus serves as a multidirectional link between 

geometries, electromagnetic scattering analyses, lithographic performance, and (by 

extension) inspection. 
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5 New Method for Simulating 
EUV Buried Defects 

 
 

This Chapter will systematically examine the process of scattering from EUV 

mask blanks. The challenge of simulating such scattering is the generation of new waves 

propagating inside the multilayer which stem from three physical effects: forward 

scattering, backward scattering, and specular reflections. Specific problem characteristics 

of EUVL are identified that yield new approximations for each of the three physical 

effects which can be leveraged together to over come the challenges of simulating EUV 

mask blanks. These characteristics will allow the development of a new method for 

calculating the reflection from EUV mask blanks. The new method is based on a series of 

approximations which evolved from physical insight of the scattering process and its 

accuracy has been verified. 

The EUV scattering problem can be decomposed into three stages: a push inward, 

a reflection from a non-planar surface, and a push outward. In particular, suitable 

approximations need to be examined in the push inward to deliver the electromagnetic 

energy into the multilayer. Then the second stage can be performed by calculating the 

reflection from each individual surface. The final stage, the outward push, will propagate 

the reflected electromagnetic energy out of the multilayer, resulting in the finalized 

reflected field. Both a geometrical optics approach (ray tracing) and a Fourier optics 

approach (spectrum) are proposed to solve the individual stages of the scattering 
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problem. The multilayer itself will be broken into individual layers where the scattering is 

evaluated in a manner that anticipates resonant effects from being within the mirror 

layers. A final methodology is proposed for calculating the reflected fields, generating a 

hybrid method that combines geometrical and Fourier optics.  

  

5.1 EUV Simulation Challenges 

 

The greatest challenge for simulating EUV multilayers is the generation of new 

waves within the resonant structure.  The incident wave entering the multilayer will begin 

to transmit and reflect at every layer in the structure, creating new daughter waves that 

will again re-interact with the multilayer and create further daughter waves. There are 

three physical mechanisms by which new waves are created inside the multilayer: 

forward scatter, backward scatter, and specular reflections.  

Forward scatter is the generation of non-specular, forward propagating waves 

which stem from the diffraction that occurs from transmitting through an interface. 

Backward scatter is the generation of non-specular, backward propagating waves which 

stem from the diffraction that occurs from reflecting at an interface. These effects can be 

understood from Figure 5.1, where a single plane wave is incident on an interface, and a 

Figure 5.1. Visual depiction of backward and forward scattering at a single layer interface. 

Incident Wave Backward 
Scatter 

Forward 
Scatter 
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large number of waves leave the interface in the forward direction and backward 

direction. Each one of these newly generated waves will also need to be tracked through 

the structure to properly compute the reflection from the multilayer.  

Specular reflections are similar to backward scatter except only the specular 

direction is reflected. Inside of a multilayer, a wave can specularly reflect from every 

interface an infinite number of times, creating many new waves to track. These 

reflections are responsible for the resonance of the multilayer structure, and can be better 

understood by categorizing the specular reflections as either intra-bilayer or inter-bilayer 

resonance. Figure 5.2 shows an example of reflecting from a single bilayer, and the intra-

bilayer specular reflections can be immediately understood to stem from reflections 

within the same bilayer. Figure 5.3 shows an example of reflecting from a single bilayer 

n bilayers 

Single 
Bilayer 

Arbitrary 
Wave Paths 

Figure 5.3. Depiction of inter-bilayer resonance as any arbitrary path a wave can make between the 
initial reflection off the single bilayer and exiting the structure at the top. 
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Figure 5.2. Wave picture of specular reflection and transmission from a single bilayer showing the 
intra-bilayer resonance. 
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with n bilayers stacked on top of it. The Figure shows two arbitrary wave paths that 

capture the effects of inter-bilayer resonance which stems from interactions between 

bilayers in the multilayer.  Both types of specular reflections will need to be computed to 

accurately predict the reflectivity of a multilayer stack. 

When building a fast simulation method that explicitly tracks waves that bounce 

and diffract inside a resonant structure, it is essential to find ways to limit the generation 

of new waves inside the structure. Diffraction can produce R new waves per incident 

wave upon reflection (back scatter) and T new waves per incident wave upon 

transmission (forward scatter). Calculating just the primary reflection from a single layer 

with N layers on top of it would require summing: 

∑
=

=
RT

r
rlayerone

N

Er
2

1
_  

Here, a total of T2NR plane waves are generated outside of the mask blank due to 

reflection from a single layer with N layers stacked on top of it. One can easily see that 

the bulk of these plane waves are actually generated by the forward diffraction T from 

propagating a wave down to the layer under observation (TN) and back up through the 

mask blank (TN). It is therefore useful to understand the forward diffraction and see what 

approximations can be made to minimize its effects. Many, many more waves are 

generated if one considers multiple back scatter events that bounce around the multilayer. 

Each reflection would result in an additional R waves that could bounce an infinite 

number of times, created R new waves with every bounce. Explicitly calculating only 

those waves that bounce k times or less would require summing at least: 

Equation 5.1:  ∑
+−−

=

=
kNkj RTN

r
rlayerone Er

)2)2((2)1(

1
_  
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Here the number of waves has grown to N(j-1)T2(k(N-2)+2)Rk where k is the number of 

applications of back scatter and j is the number of specular bounces (generally k=j). It 

will therefore be necessary to cap the number of back scatter events (k) as well as the 

number of bounces from specular reflections (j). 

The creation of new waves within the multilayer from either diffractive effects or 

multiple specular reflections will ultimately limit the ability of a new method to achieve 

both accuracy and speed in its calculation. However, even from single back scatter event 

(k=1) that neglects multiple specular reflections inside the multilayer (j=1), the creation 

of new waves from diffractive effects will be staggering. Using Equation 5.1 (with j=1, 

k=1), if each individual layer produced 10 new orders upon reflection (R=10) and 10 new 

orders upon transmission (T=10), the final layer in a 40 bilayer stack (N=79) would have 

to add the effects of 10159 waves to compute the reflection from its surface!  

Clearly, approximations that limit the generation of new waves will be needed 

since any method that tracks resonant energy movement around the structure is doomed 

to be too slow because of the large numbers of multiply scattered waves from daughters 

of daughters, etc.; however, the effect of every one of these generations of rays must be 

accounted for if a method is to produce a correct final reflection. Simplifying 

assumptions that limit the forward scattering, backward scattering, and specular 

reflections will need to be introduced to allow the accurate computation of the reflection 

with only a finite number of waves. 
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5.2 Problem Characteristics 

 

 There are 3 specific problem characteristics of buried defects inside of EUVL 

multilayers that will enable approximations to be made that limit the generation of new 

waves inside the multilayer, and thus give guidance towards the development of a fast 

and accurate method for simulation. First, the refractive indices for molybdenum and 

silicon are both very close to that of air (n=1). This “ optical homogeneity”  implies that 

existing electromagnetic waves propagating inside the multilayer will continue to travel 

in that same general direction without much deviation. The optical homogeneity dictates 

that the specular reflection coefficient magnitude of each individual layer is about | | ~ 

0.04, which implies that multiple reflections inside of the multilayer will be very small 

unless they coherently combine over several layer pairs. As such, the forward and 

backward scattering inside the multilayer may be able to be simplified or decoupled.  

Secondly, the layers within the mask blank have the property of “ optical 

smoothness” . Unlike DUV transmissive masks, there are no vertical boundaries or 

corners to provide high angle scattering or to introduce additional coupling between the 

electric and magnetic fields. Thus, the lateral components in the diffracted spectrum are 

generated gradually. As such, the reflection analysis from each individual layer can be 

approximated very well via a thin mask transmission function, exactly akin to the SSA 

approach. Even more importantly, the smoothness also makes both surfaces of a given 

material region very nearly parallel to each other, and thus the non-specular forward 

scattering is extremely low (|E| ~0.0004) in the forward diffracted spectrum. The optical 
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smoothness also implies that high frequency techniques, like geometrical optics, might be 

used to aid fast simulations.  

Thirdly, the analysis of reflection from a multilayer is aided by the EUVL optical 

system itself, which has a small numerical aperture (NA) of about NA = 0.3 and a 4X 

demagnification. This limited angular collection implies that only a small angular cone of 

reflected waves will enter into the optical system, and that only the Through The Lens 

(TTL) spectrum of a reflection will need to be calculated accurately. For a proposed 

EUVL system at 4X ZLWK� � �����and NA = 0.3, only diffracted waves propagating within 

D�VPDOO�DQJOH�RI�DERXW�_ _���5.6 degrees need to be accurately calculated. These three 

problem characteristics will help guide decisions on the development of a fast and 

accurate methodology for simulating buried defects. 

 

5.3 Key Approximations 

 

When developing a new methodology for simulating EUV buried defects, the 

three physical mechanisms mentioned in Section 5.1 (forward scatter, backward scatter, 

and specular reflections) can be restricted by introducing three key approximations that 

are derived from the three problem characteristics of Section 5.2 (optical homogeneity, 

optical smoothness, and limited angular collection of the EUV scattering problem). Each 

approximation will address one physical mechanism and will place limits on the number 

of waves that can be generated inside the multilayer, allowing a finite set of waves to 

predict the full reflection. The three key approximations are listed below, along with their 

effects on Equation 5.1 for limiting the number of waves needed to be computed: 
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1) The forward scatter of the incident plane wave is negligible (T=1) 

2) The specular reflections from intra- and inter-bilayer resonance can be 

anticipated with analytic approximations and need not be explicitly tracked in the 

multilayer. (Specular reflections summed analytically, j=1) 

3) Multiple back scatter events between defective layers is negligible (k=1) 

 

In making studies of the multilayer structure, it was found to be advantageous to 

understand the multilayer structure in terms of scattering from a complete bilayer instead 

of from individual layer interfaces. For a transmitted wave, each perturbed layer interface 

acts as a lensing agent which creates forward scatter; however, the second interface of the 

bilayer acts as a de-lensing agent which efficiently undoes the effects of the first layer 

interface. The net forward scattering effect of transmitting through a full bilayer is thus 

much smaller than simply transmitting through a single layer interface. This physical 

behavior will prove crucial to building a fast and accurate method for simulation since it 

allows a tremendous simplification of the forward diffractive scattering that occurs inside 

of the multilayer. Neglecting forward scattering is extremely important to the new 

method and is the first key approximation that will be more rigorously justified in Section 

5.5.  

This physical behavior of a full bilayer provides an efficient way to limit the 

generation of new waves inside the multilayer while at the same time providing for the 

effects of the coherent addition of scattering contributions. This can be implemented by 

breaking the infinite set of waves into two categories (primary waves and resonant 
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waves), allowing a Primary Wave Approximation (PWA) to be invoked which permits 

only primary waves to be tracked through the multilayer stack. Primary waves are waves 

that have been reflected only 1 time or less, while resonant waves are multiply bounced 

waves (MBWs) that stem from multiple specular reflections within the multilayer. Their 

multiple reflections must be added to obtain accurate reflection calculations and are 

critical to capturing the resonance of the bilayer.  The resonant waves come from two 

sources: intra-bilayer and inter-bilayer. Intra-bilayer resonance stems from the two 

surfaces of the same molybdenum layer (Figure 5.2), while inter-layer resonance stems 

from the interaction of multiple molybdenum layers (Figure 5.3). Under the assumption 

of parallel planar surfaces for each layer or stack, both types of resonance effects can be 

analytically summed and corrected within the program. This summation will be shown in 

detail in Sections 5.7 and 5.8 and allows the second key approximation to be 

implemented within the code. In this manner, the resonance is anticipated and corrected 

by analytic sums of defect-free mirrors. The PWA also allows the third key 

approximation to be efficiently implemented since it neglects multiple back scatter 

events. The reflection coefficient of a first order back scatter event from an individual 

layer is about | _�a��������DQG�VR�PXOWLSOH�EDFN�VFDWWHU�HYHQWV�ZLOO�TXLFNO\�GLH�RXW��0RUH�
detailed justifications for ignoring multiple back scatter events will be shown in Section 

5.7. 

The three key approximations dramatically reduce the number of waves that need 

to be explicitly tracked within the multilayer. Specifically, one can easily show for a 

single layer with N layers on top, that their application allows the nightmarish scenario 

from Equation 5.1, where N(j-1)T2(k(N-2)+2)Rk waves needed to be summed, to be reduced to 
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only R wave reflections from the last layer. Since there are then 80 layers in the full stack 

(40 bilayers), the final number of reflected waves that need to be tracked for the full 

multilayer would be a very manageable 80R waves. 

 

5.4 Methodology Roadmap 

 

 Before a detailed justification for the three key approximations is demonstrated, 

the general approach for how the new simulation methodology deals with a resonant 

multilayer structure will be outlined. The strategy for the push inward (stage 1) will be to 

take an electromagnetic wave incident on the multilayer and discretize the wave front 

into a set of rays that can be traced into the structure. Each ray will be tracked as it 

propagates through the structure and deposits its energy on each interface, creating new 

reflections. These newly generated reflected rays will be left at their original locations 

and will be used to calculate the reflection from a non-planar surface (stage 2). Figure 5.4 

. . . 

Figure 5.4. Schematic of the generation of reflected rays during the inward push using ray tracing. 
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shows a representative picture of how the incident rays will move into the structure, 

generating reflections at each interface. The first key approximation allows a single ray to 

be traced downward into the stack without generating additional forward propagating 

rays at new angles. The push inward will transmit the incident energy into the multilayer 

and both intra-bilayer resonance as well as inter-bilayer resonance will have to be 

corrected based on the incident angle for all the traced rays. These corrections can be 

applied by multiplying the traced rays by the analytic sums discussed from the second 

key approximation. The PWA generates one reflection for every layer interface for every 

ray.  

For the reflection from a non-planar surface, all the ray reflections at a single 

interface can be linked together to form the spatial electric field strung across the 

interface. These rays must be moved back to a regular x and y grid to undo the subtle 

effects of lateral spreading and wiggling upon transmission into the multilayer. This 

movement is facilitated by a linear interpolation at regular grid points for the electric field 

value between rays. After the reordering, the rays are still sitting at the layer interface 

which contains vertical displacements from the non-planar nature of the interface. These 

rays must then be flattened onto a single plane by doubling the phase differential between 

rays in the middle and those on the end to account for the round-trip propagation. This 

flattening is similar to the flattening performed by the SSA. Thus, the reflection from the 

non-planar surface is automatically calculated by the ray tracing, once the rays are 

reordered and flattened.  

Ray tracing cannot effectively propagate the reflected fields out of the multilayer 

since the rays begin to cross paths, creating shadow boundaries and ray caustics, as 
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described later in Section 5.8.3. However, a spectrum approach can now be used for the 

third stage, the outward push, where the reflected fields at each interface are propagated 

out of the multilayer. The flattened reflected fields can be Fourier transformed to break 

the electric fields into a set of newly propagating plane waves of many different angles. 

The reflections from the molybdenum to silicon interfaces are propagated up one layer so 

they sit outside of their source bilayer and have the intra-bilayer ACR applied to ensure 

the source bilayer resonance is counted. The PWA also allows the multilayer structure to 

be compacted into an ideal multilayer structure which is no longer defective. This 

compaction stems from the third key approximation where the back scatter from each 

layer cannot create another back scatter event. So, the reflected waves can only interact 

specularly with the multilayer, allowing the structure to be compacted. These waves can 

then be propagated out of the multilayer during the push outward. However, these 

reflected waves are sitting inside of a resonator and its resonance will have to be 

corrected in an angular dependent manner to limit the number of specular reflections. A 

dual mirror structure will be introduced which only requires a single inter-bilayer 

resonance correction to be applied during the push outward for all the plane waves 

Table 5.1. Summary of final approaches used for each problem segment of EUV scattering. 

Problem Segment Approach Used

Push Inward

Reflection from Non-
Planar Surface

Push Outward

Ray Tracing or 
Spectrum

Spectrum

Spectrum
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created inside the multilayer. Once outside the multilayer, the spectrums of each layer are 

added together and inverse Fourier transformed to obtain the total reflected field.  

Thus, a hybrid method is proposed for performing fast calculations of reflection 

from an EUV mask blank, which combines both geometrical and Fourier optics. The final 

proposed method can be summarized in Table 5.1 and a flow chart can be seen in Figure 

5.5. While in principle, the spectrum approach could be used for all segments of the 

scattering problem, ray tracing is proposed to handle the propagation of energy into the 

multilayer. The tracing of the individual rays will save some of the small phase 

information obtained from actually tracing the rays through the defective structure, while 

the spectrum approach would deposit the energy based on a defect free structure. Chapter 

6 

Figure 5.5. Flow chart of the new simulation methodology. 
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will show that each method can be used fairly generally, however, for certain buried 

defect geometries it will be more beneficial to use one over the other. The final method is 

a three stage process: 

 

For each layer 1:N, 

1) Ray trace the incident energy into the multilayer stack, correcting for resonant 

transmissions using an analytic model 

2) Calculate the reflection from the nth layer and flatten the source by doubling the 

phase differential (exactly akin to the SSA method) 

3) Propagate the spectrum out of the compacted multilayer using a dual mirror 

structure to correct for a single inter-bilayer resonance (FFT, propagate, IFFT) 

Finally, each layer reflection can then be added together to produce a total reflection for 

the entire multilayer stack.  

 

5.5 Justification for Neglecting Forward Diffraction 

 

 From the analysis in Section 5.1, an impossible number of waves would need to 

be calculated to properly compute the reflection from an EUV mask blank. Of the three 

key assumptions, neglecting the forward diffraction is the most critical factor in reducing 

the number of waves that need to be computed. This one effect will scale the number of 

waves needed to be tracked for a single layer by T2(k(N-2)+2). The following analysis will 

show that the forward diffraction can be neglected (T=1) because of the nature of the 

bilayer as a unit.  
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For an incident plane wave, diffraction will begin to occur when the wave front 

experiences inhomogeneous local phase distortions from the defective layers. Essentially, 

portions of the incident wave front will be sped up, or slowed down relative to other 

sections of the wave front. The magnitude and frequency of these distortions will directly 

impact the amount of diffraction observed. The optical homogeneity and optical 

smoothness of EUV mask blanks dictate that the change in the forward scattered fields 

and angular spreading will be small, since the magnitude and frequency of these phase 

distortions will be low.  

The optical smoothness of each bilayer prevents any individual section of the 

wave front from becoming sharply different from the fields surrounding it, and therefore 

the phase of the forward scattered field will vary smoothly and over long sections of the 

wave front. So the frequency of these phase distortions will be very low, resulting in low 

forward diffraction. The optical homogeneity of EUV mask blanks ensures the magnitude 

of any phase distortions will also be small. A phase distortion’ s magnitude is driven by 

the difference in the refractive indices seen at an interface, and the optical homogeneity 

of EUV masks guarantees that any section of the wave front will never see a large change 

in refractive index. Therefore, since both the magnitude and frequency of any potential 

phase distortions are expected to be small, the forward diffraction of an incident wave 

will also be small.  

Despite each individual layer having a small forward diffraction, the small 

forward diffraction will be amplified as it propagates down tKURXJK�WKH��� �WKLFN�PDVN�
blank and encounters about 80 other interfaces along the way. An extremely important 

addition to the above analysis is the effect of the bilayer as unit, which will make the 
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forward diffraction minimal, and hence negligible. The first layer of the bilayer acts as a 

lensing agent to create a small forward diffraction effect on the transmitted wave, 

however, the second interface in the bilayer acts a de-lensing agent which undoes nearly 

all of the small effect from the first interface. Since the second interface acts as a 

correction to the small error made from the first interface, the total transmission through 

the full bilayer will have negligible forward diffraction. This effect is numerically shown 

and schematically drawn in Figure 5.6. The numerical results come from the FDTD 

simulation of a 3nm high, 30nm FWHM Gaussian shaped bilayer which is typical of an 

upper layer from a printable defect coated with the smoothing process. Notice that the 

Figure 5.6. Data for a defective bilayer that has a 3nm high, 30nm FWHM Gaussian shape. The 
refractive indices are nsi= 0. 999942-j*0.00182099 and nmo=0 .922769-j*0.00621555��ZLWK�  ����QP�����
(a) Approximate back scatter values for the 0th and off axis diffracted orders from both individual 
layers, as well as their combined effect. (b) Approximate forward scatter values for the 0th and off 
axis diffracted orders from both individual layers, as well as their combined effect. (c) Schematic 
diagram of the individual scattering events and how their combinations add in the back scatter, but 
subtract in the forward scatter. 
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back scattering and forward scattering events are about the same order of magnitude 

(0.003) when taken individually from a single layer. However, when combined into a full 

bilayer, the back scattering events add together to produce a larger back scattering event, 

while the forward scattering events largely cancel and are a full order of magnitude 

smaller.  

An error bound for this approximation can be estimated using the data in Figure 

5.6.  The associated error from a single bilayer is |e|~ 0.0004, but this error has to reflect 

from the multilayer and transmit through the multilayer depending on the depth at which 

it was generated. Adding the error |e| for the full multilayer would lead to a sum: 

∑
=

−−=+++
39

1
40133722381139_ 0004.0...][0004.0|~|

m
mmmincincndiffractioforward trtEtrttrttrEe  

Here tm and rm mean the transmission or reflection through m bilayers. Explicitly 

calculating this sum results in a value of about 10, showing that a first order estimate of 

the total error associated with neglecting forward diffraction is |eforward_diffraction|~0.004, 

which is quite small. 

Minimal forward scattering can further be shown by the data from the FDTD 

simulation for the 3nm high, 30nm wide Gaussian bilayer. The forward scattering was 

compared to the backward scattering from reflections, and their angular spectrums can be 

shown in Figure 5.7a on a log scale. The backward scattering (reflection) is already 

small, since the first diffracted order is less than 7% the magnitude of the specular order, 

and a full 95% of the energy is contained within an angular cone of ±5.2º. It is also 

obvious that that the forward scattered field is significantly smaller than the backward 

scattered field, by as much as 10X for small angles. In fact, 99.9997% of the energy in 

the forward scattered direction is at the same incident angle, confirming that minimal 
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forward diffraction is a good approximation. Figure 5.7b plots the spectrum of the 

forward diffracted field from each individual layer in the bilayer, as well as the spectrum 

of the forward diffracted field from the full bilayer. It can be readily seen that each layer 

taken individually has significantly higher forward diffraction than the full bilayer. The 

combined effect of the two layers reduces the forward scattered field by about 10X. 

Figure 5.7. (a) The magnitude of the reflected and transmitted spectrum from a single bilayer. For small 
angles, the transmitted angular spread is at least 10X smaller than the reflected angular spread. (b) The 
transmitted spectrums for both individual layers of the bilayer as well as the total transmitted spectrum 
from the full bilayer. 
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To further push the limits of this approximation, a full bilayer with a 2D Gaussian 

shape that was 30nm high with a FWHM of 30nm was simulated with FDTD and 

compared again to a single layer interface of the bilayer. The shape of this bilayer 

represents those bilayers that are very close to the substrate defect and buried deep within 

the multilayer. The shape of this bilayer is severely distorted, having a peak height 

deviation that is almost 11 times the thickness of the molybdenum bilayer. Figure 5.8a 

shows plots of the full bilayer’ s forward scattering relative to the forward scattering from 

just the top surface of the bilayer. The total magnitude of the forward scatter is increased 

by almost 10X from the smaller bilayers, which is expected from the more defective 

shape of the bilayers. It is also evident that the full bilayer again dramatically reduces the 

forward scattering compared to a single interface by over 10X! This clearly demonstrates 

that as the bilayer becomes more distorted, the full bilayer still helps to limit the forward 

scattering of a bilayer, but the magnitude of the error from this approximation is 

increased. However, these layers are buried deep within the multilayer close to the buried 

defect and their impact will be significantly limited from the decay produced from the 

propagation inward and outward of the stack. 

As a final examination, a full 3D bilayer structure was tested with a Gaussian 

shape that was 3nm high and a FWHM of 30nm in both x and y directions. This layer 

would represent a typical bilayer in the upper half of a defective 3D stack. Figure 5.8b 

shows the transmitted spectrums of the full bilayer as well as a single layer interface of 

the bilayer for the largest magnitude cut line in the diffracted spectrum. Again, the 

simulations confirm that the full bilayer will reduce the total forward scatter produced 

from the distorted shape. The amount of reduction is smaller than that observed in 2D, 
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however, the magnitude of the largest error is roughly consistent at |E|~0.0003. This 

shows that forward scatter can be neglected even for 3D defects. 

 

 

 

Figure 5.8. The transmitted spectrums for an individual layer of the bilayer as well as the total 
transmitted spectrum from the full bilayer for a bilayer with (a) 2D Gaussian shape that is 30nm high 
with a FWHM of 30nm. (b) 3D Gaussian shape that is 3nm high with a FWHM of 30nm in both x and y 
directions. The full bilayer still acts to limit the forward scatter even both of these regimes. 
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5.6 Justification for Neglecting Multiple Back Scatter Events 

 

The optical homogeneity also allows a new method to neglect the effects of 

multiple back scatter events. A multiple back scattered wave is defined in this analysis as 

a plane wave whose k-vector has changed in the non-specular direction more than once 

when interacting with non-planar surfaces inside the multilayer. Essentially, the incident 

wave (k0) can produce scattered waves (k1) when interacting with a non-planar surface, 

but these scattered waves cannot again re-scatter from another non-planar surface to 

create a new wave (k2) in the non-specular direction. Thus, a multiply bounced wave that 

contributes to resonance is not considered a re-scattered wave since it is a specular 

reflection. Neglecting re-scattering is an approximation that makes the new method a 

perturbational approach, where only the first order effects are calculated. This 

approximation limits each layer to a single back scatter event (R applied once, k=1) and 

prevents a growing set of waves from multiple back scatters. 

A re-scattered wave’ s impact will be greatly influenced by its magnitude. A re-

VFDWWHUHG�ZDYH�WKDW�KDV�ERXQFHG�Q�WLPHV�ZLOO�VFDOH�DV� n��DQG�VLQFH�_ _a������Ior a single 

bilayer (see Figure 5.6a), the re-scattered waves will quickly die out in magnitude. 

However, the resonant nature of the multilayer dictates that there will be many of these 

re-scattered waves and one might question how the effects of all of these waves can be 

ignored. The answer comes from understanding bilayer interactions. It can be assumed 

that re-scattered waves will be largest when they re-scatter close the original scattering 

bilayer, since long propagations expose the wave to decay from the complex refractive 

index of the multilayer. Bilayers near the original scattering bilayer will have a similar 



 82 

shape since the defect shape evolves rather than producing sharp layer differences. So 

when the incident wave hits a non-planar bilayer, the surface height differences generate 

a phase perturbation in the field which causes it to diffract. When this newly scattered 

upward propagating field encounters a second non-planar bilayer, the second surface 

height actually appears to be the inverse of the surface from which it first scattered. 

Therefore, the second bilayer will very nearly undo the effects of the first surface upon 

reflection, just as we saw in section 5.5 for transmitted waves. So, re-scattered wave 

magnitudes from both near and far surfaces are constrained either by the inverse nature of 

close bilayers or by the long propagation requirements for far bilayers. The 

approximation that re-scattered waves can be ignored thus seems reasonably valid 

because the optical homogeneity dictates that these re-scattered waves will be very small 

and unable to resonate with the multilayer.  

A first order estimate for the error from this approximation can be made by some 

simple arguments. A re-scattered wave must scatter at least twice, resulting in 

|e|~(0.005)2=25E-6. This error estimate must further be multiplied by appropriate 

reflections and transmissions, depending on the depth where the back scatter occurred. 

This leads to a sum: 

∑
=

−− =++
39

1
40

2
23821391

2 )005.0(...][)005.0(|~|
m

mmmincincscatterre trtEtrttrtEe  

Again, tm and rm mean the transmission or reflection through m bilayers. Explicitly 

calculating the sum results in a number of about 10, showing that a first order estimate of 

the total error associated with neglecting re-scatter events is |ere-scatter|~.00025, which is 

quite small. 
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To test the validity of this approximation, the same Gaussian shaped bilayer in 

Section 5.5 was simulated as individual layers. The individual reflections can be added 

together with the analytic resonance included to obtain an approximate reflection 

calculation that excludes the effects of re-scattering. This approximate reflection can be 

subtracted from the full TEMPEST simulation to get an estimate of the magnitudes of 

any re-scattered waves present in the final solution. Figure 5.9 shows the errors in the 

reflected spectrums of the two calculations. Clearly, the error associated with neglecting 

re-scattering is very small (error < 10-4), and these effects will only get smaller on a 

relative basis when resonance begins to start guiding the reflection behavior for structures 

with more than 7 bilayers.  

 

Figure 5.9. Upper bound on the error made by neglecting re-scattering. The error is less that 10-4 in 
electric field. 
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5.7 Anticipating Resonance 

 

Analytic methods can be incorporated to model resonance within a fast simulation 

methodology. The following sections will provide analysis of a single bilayer and a 

multiple bilayer structure to show that resonance can be systematically understood for 

each bilayer in the multilayer and its effects summed analytically. The single bilayer 

analysis will provide information on modeling intra-bilayer resonance while the multiple 

bilayer analysis will show how to model inter-bilayer resonance. These analytic 

resonance terms can be calculated a priori and stored for later use. In this manner, the 

expected resonance of the multilayer can be anticipated, allowing a simulation 

methodology to eliminate any MBWs. Thus, a Primary Wave Approximation (PWA) is 

invoked, which will limit the creation of new waves to only those primary reflected or 

transmitted waves that spawn from the initial incident wave. A new methodology will 

then only need to track the primary waves during the calculation, and can apply the 

analytic correction factor to the primary waves as they propagate through the multilayer 

stack.  

 

5.7.1 A Single Bilayer: Intra-Bilayer Resonance 

 A single bilayer forms the building block of the full multilayer stack. A better 

understanding of how this individual piece behaves will help elucidate effects that must 
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be properly modeled in a defective multilayer stack. Figure 5.10 shows a single bilayer 

with a silicon thickness of 4.14nm and a molybdenum thickness of 2.76nm, for a total 

thickness of 6.9nm. Propagating an electromagnetic wave in an arbitrary direction can be 

accomplished by multiplying by S( x
*

): 

Equation 5.2:   xknjexS
�

�

* ⋅= 0
~

)(  

Here n~  is the complex refractive index of the material, 0k
*

 is the free space wave vector, 
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Wave (r12) 

Transmitted 
Wave (t12) 

Figure 5.11. Reflection from a single interface is governed by the Fresnel equations, the law of 
reflection, and Snell’ s law. 
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and x
*

 is the distance propagated in the material. Reflections and transmissions from a 

single surface (see Figure 5.11) for a wave propagating from material 1 into material 2 

can be calculated by solving the Fresnel equations, and the directionality of the reflected 

wave is given by the law of reflection, while the directionality of the transmitted wave is 

given by Snell’ s Law, shown below: 

Equation 5.3:  Snells Law:  2211 sinsin θθ nn =  

Equation 5.4:   Law of Reflection:  1
’

1 θθ −=  

Equation 5.5:  Fresnel Equations: 
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Here n~  represents the full complex refractive index of the material, while n represents 

the real part of the refractive index. Thus, the various reflections and transmissions on 

propagation of an electromagnetic wave, E0, through the silicon and molybdenum layers 

can be calculated by Equations 5.2-5.5. 

A common problem when propagating a wave into a multiple interface structure 

is the creation of new waves at each layer interface from multiple specular reflections. 

This is depicted in Figure 5.10 and results in quickly producing a geometrically growing 

set of waves which must be propagated simultaneously through the bilayer. For the single 

bilayer, there are two primary reflected waves and only a single primary transmitted 

wave, as shown in Figure 5.10. Figure 5.10 also clearly shows that the resonance for a 

single bilayer can be viewed as coming solely from the molybdenum layer (intra-layer 
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resonance), while resonance in the silicon layer can be handled by combining multiple 

bilayers (inter-layer resonance), as can be seen in the next section. 

Primary waves are very easy to calculate since Equations 5.2-5.5 only need to be 

applied a few times, however, resonant rays require the application of Equations 5.2-5.5 a 

significant number of times. For clarity, each reflected and transmitted wave can be 

calculated by brute force using Equations 5.2-5.5 and summed to obtain the total 

reflection and transmission (r1b,f , t1b,f ).  
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Here Ss/m is the operator from Equation 5.2 for a wave propagating at an arbitrary angle 

inside a silicon/molybdenum layer, and rnb,f  means the reflection coefficient for n bilayers 

in the forward direction. Conversely, rnb,b would be the reflection coefficient for n 

bilayers in the backwards direction. These rather long equations can be simplified by 

pulling out common multiples: 
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The above equations can be greatly simplified by adding the combination of multiply 

reflected waves inside the {… } brackets using the analytic sum from the well known 

infinite series: 

Equation 5.6:  
x

xn

n −
=Σ

∞

= 1
1

0
 

Thus, the full reflection and transmission coefficients for a wave propagating forward 

through a single bilayer are: 
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Equation 5.7:  [ ]
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The denominators of Equations 5.7-5.8 are easily recognizable as the analytic sum of the 

infinite resonant reflected and transmitted waves within the molybdenum layer, since 

they are identical in form to Equation 5.6. The remaining parts of the coefficients 

represent information from the primary waves. Using Equation 5.6 simplifies the 

reflection considerably by summing in closed form the effects of all the resonant waves. 

The infinite sum can be stored as the analytic correction for resonance (ACR) of a single 

bilayer.  

Equation 5.9:  
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In this manner, the effect of the two primary reflected waves can be calculated 

independently, and then the second primary reflected wave can be multiplied by the ACR 

and added to the first primary wave to predict the full reflection coefficient for the 

bilayer. Similarly, the primary transmitted wave can be multiplied by the ACR upon 

passing through a single bilayer to predict the correct transmission coefficient. This 

procedure can be written as: 

Equation 5.10:  )()( ,121,1 θθ bfb ACRPRWPRWTRW +=  

Equation 5.11:  )()( ,1,1 θθ bfb ACRPTWTTW =  

Here PRW stands for the primary reflected waves and PTW stands for the primary 

transmitted wave, while TRW stands for total reflected wave and TTW stands for total 

transmitted wave. 
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The reflection coefficient will be slightly different for a wave propagating 

backwards through bilayer, while the transmission coefficient will be the same. The 

backwards reflection coefficient can be found by setting Ss=1 (zero propagation distance 

in Silicon) on Equation 5.7: 

Equation 5.12:  [ ]
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Equation 5.13:  fbbb tt ,1,1 =  

 

5.7.2 Multilayer Structure: Inter-Bilayer Resonance 

 The above procedure derived the reflection and transmission coefficients for an 

arbitrary bilayer structure for both a forward and backward propagating wave. The 

calculation only relied on knowing the reflection and transmission coefficients of the two 

layers involved, and the rest could be calculated by propagating the waves throughout the 

geometrical structure. The process can be repeated to calculate the reflection and 

transmission coefficients of two bilayers stacked on top of each other. The distance 

between the bilayers would be zero (since the propagation through silicon and 

molybdenum was explicitly taken care of for the single bilayer case) and the reflection 

and transmission coefficients of the layers would simply utilize Equations 5.7, 5.8, 5.12, 

and 5.13. The resulting reflection and transmission coefficients are: 
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Equation 5.15:  











−

=
bbfb

fb
fb rr

t
t

,1,1

2
,1

,2 1
 



 90 

This process can be repeated iteratively to solve for the reflection and transmission 

coefficients of any arbitrary multilayer structure by simply using the previous coefficients 

from a reduced bilayer structure. This process effectively reduces the problem to solving 

multiple two layer reflection calculations until the full multilayer is built up. In this 

manner, the reflection and transmission coefficients of an n bilayer structure would be: 

Equation 5.16:  
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Equation 5.17:  
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Again, the denominators of Equations 5.16-5.17 can be stored as the ACR for the 

appropriate bilayer: 

Equation 5.18:  
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In this manner, the ACR for every bilayer and every propagation angle can be calculated 

and stored for later use. These ACRs for multiple bilayers represent the inter-bilayer 

resonance depicted in Figure 5.3, where the ACR is the analytic sum of every possible 

wave path for re-reflection between the n bilayers above the single bilayer of interest. 

Once stored, only primary rays need to be tracked through the structure and the ACRs 

applied as needed. For instance, to calculate the transmission through n bilayers (where n 

> 2), only the primary transmitted wave needs to be tracked: 

Equation 5.19:  
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Equation 5.19 applies the intra-bilayer resonance n times since it passes through n 

bilayers and it also applies the inter-bilayer resonance once for each bilayer set.  
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The same approach can be used to model an arbitrary dual mirror structure that 

will be useful during the push outward. Figure 5.12 demonstrates how an arbitrary plane 

wave in a spectrum behaves when it is trapped between two mirrors. Notice the 

similarities compared to Figure 5.10. The total transmission (tnb,1b) of the reflected 

spectrum between an n bilayer upper mirror and a single bilayer lower mirror can be 

calculated algebraically by applying Equations 5.7-5.8 and 5.16-5.17 and following the 

same approach laid out in Section 5.7.3: 
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Notice that the transmission and reflection coefficients for the upper mirror are assumed 

to be the forward direction, so that the silicon layer above the reflected primary waves is 

considered to be part of the bilayer above it. The lower mirror is then assumed to be a 

single bilayer in the backwards direction since it gave its silicon layer to the partial mirror 

above it. The equation above can be simplified by pulling out common multiples: 
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And applying Equation 5.6 to obtain: 
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Figure 5.12. Wave picture of transmission from a source trapped between two mirrors, the upper mirror 
is made of n bilayers, while the lower mirror is just a single bilayer. One primary transmitted wave and 
an infinite number of resonant transmitted MBWs can be seen. 

1 bilayer 

Source 
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Equation 5.20:  
bbfnb

fnb
bnb rr

t
t

,1,

,
1, 1−

=  

This equation is the transmission coefficient for a plane wave source sitting between two 

mirrors. The tnb,f is the transmission through the n bilayer mirror above it with all its 

resonance included, while the denominator is the ACR between the two partial mirrors: 

Equation 5.21:  


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
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θ  

 Equation 5.20 can now be recast into a primary wave interpretation by: 

Equation 5.22:  θθ ,1,,1, )( bnbfnbbnb ACRPTWTTW =  

With Equation 5.22, an arbitrary plane wave can be propagated out of a dual mirror 

structure. 

This iterative approach for calculating a reflection or transmission coefficient for 

a perfect multilayer structure is not the most efficient method. There are many methods 

which compute the coefficients in a much more direct manner. There are two reasons 

why the iterative approach is favorable for the EUV application. First, this approach 

allows the mathematics to be decomposed and easily interpreted in terms of the physical 

scattering inside the multilayer. The divisions between primary waves and resonant 

waves are easily distinguished, allowing their impact on the total reflection to be 

decoupled and handled separately. The analytic correction factor for each possible bilayer 

interaction can be pre-computed easily with this approach and stored for later use when 

analytic resonance corrections (ARCs) are needed in the code. The mathematical 

representation, while slightly less efficient, therefore supports the general strategy for 

solving the EUV scattering problem.  
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Secondly, the iterative approach allows an understanding of how each individual 

bilayer inside the multilayer contributes to the final reflection. Most analytic reflection 

calculations for stratified media use the equivalence of every layer to compress 

information, and thus an individual layer’ s contribution is lost in the final result. 

However, when extending such methods to the case when every layer has a different 

shape due to a defect perturbation, it is vitally important to understand the magnitude and 

phase contributions of each individual layer in the stack, and thus gain an understanding 

of the impact each layer makes relative to the total structure. The iterative approach 

allows this information to be captured so the individual layer contributions remain 

distinct. 

 

5.8 Generalized Fast Simulation Methodology 

 

 This Section will briefly describe the ray tracing and the spectrum approaches. It 

will then explicitly describe the implementation of the general simulation methodology 

outlined in Section 5.4. The three key approximations described previously will be 

invoked to create a very fast method for simulation. 

 

5.8.1 Geometrical Optics: Ray Tracing 

Ray tracing can provide excellent results only when diffraction is minimal, since 

the wave front needs to be fairly uniform. This fact places severe limitations on the 

applicability of ray tracing to electromagnetic scattering problems, however, it could be 

successfully used for two of the three segments of the EUV scattering problem. Since the 
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forward diffraction is minimal, ray tracing can be used for delivering the electromagnetic 

energy into the multilayer. The reflection from a non-planar surface can also be handled 

in a straightforward manner with the Fresnel equations. On the other hand, since 

diffraction is expected from the reflected field, problems would be expected if ray tracing 

was used to propagate the reflected fields out of the multilayer without first transforming 

the diffracted fields into plane waves.  

During ray tracing, a ray is propagated forward into the multilayer stack using 

local Fresnel reflections and transmissions, using the full complex refractive index of the 

multilayer stack. A ray can be interpreted as a local electric field value along the sampled 

wave front and it behaves identically to a plane wave. Thus, Equations 5.2-5.5 can fully 

describe a ray’ s behavior when interacting with the interfaces within the multilayer. 

 

5.8.2 Fourier Optics: Spectrum Approach 

 Fourier optics is another logical method for propagating the reflected fields into or 

out of the multilayer stack, since the Fourier transform can decompose the electric field 

into a set plane waves which can be easily handled via the Fresnel equations. 

Fundamentally, this approach works because the upward waves, once generated, undergo 

minimal forward diffraction as shown in Section 5.5. As such, this spectrum approach 

can be expected to work very well for the push inward, the reflection from the non-planar 

interface, and the push outward of the EUV reflection problem, since the spectrum 

approach is very robust.  

The spectrum approach uses the Fourier transform to decompose the complicated 

scattered field inside the multilayer into a simple set of plane waves. The plane waves can 
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then interact with the multilayer and diffraction is handled automatically by updating the 

phases of the plane wave spectrum as it propagates. In this manner, characterizing how 

plane waves interact with the multilayer will allow any complicated scattering to be 

analyzed. A plane wave will interact with a flat interface as described by the Equations 

5.2-5.5. A plane wave impinging on a non-planar interface will have its reflected phase 

modified by twice the geometrical height variation of the surface, given by the modified 

phase equation: 

Equation 5.23:  
0

0
00

)),((4
)),((2),(

λ
πϕ zyxzn

zyxznkyx
−

=−=  

Where z(x,y) is the surface height, z0 is the surface height of the defect free surface, k0 is 

the free space wave number, n is the real part of the refractive index, and 0 is the free 

space wavelength. This doubling of the phase difference is entirely analogous to the SSA 

approach [5] to account for the down and up propagation of a reflected field. The 

transmitted field would have its phase modified by the same equation, except with no 

phase doubling and n replaced by Q, where Q is the difference in refractive index for 

the upper and lower medium. 

 The spectrum approach also suffers from multiply bounced waves creating a 

geometrically growing set of waves to compute, but the same PWA approach can 

eliminate the multiply bounced waves, and the analytic solutions for resonance can be 

applied to waves as they propagate through the multilayer. Thus, a finite set of waves can 

be used to accurately calculate the reflected fields.  
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5.8.3 Implementation of the Fast Simulation Methodology 

Stage 1: The Push Inward: 

To define the geometry, an input matrix of numbers is needed that represents the 

locations of the interfaces between the molybdenum and silicon inside the multilayer. 

Once this is input, the push inward (first stage) can begin and a sampled incident wave 

front can be used to trace the electromagnetic energy into the multilayer in the form of 

rays. For simplicity, evenly spaced rays are used, though in principle any number of 

better sampling patterns can be used, such as a Gaussian distribution, to provide better 

ray density near the defect and thus lessen the number of rays needed to be traced at the 

edges.  

The PWA approach combined with the analytic anticipation of resonance is used 

to limit the creation of new rays to only the primary reflected and transmitted waves that 

spawn from the initial downward traced ray through the multilayer. The analytic 

correction factor for both intra and inter bilayer resonance must be applied to the 

downward traced rays as they propagate through the stack and is based on the number of 

bilayers traversed (as per Equation 5.19). The primary reflected rays that are created from 

ray tracing are left in their original positions to be propagated out of the multilayer by a 

later method. 

The ray position history of the initial downward traced rays can be used to 

understand how energy moves through the multilayer stack. The actual position histories 

for one such defect are plotted in Figure 5.13 for a normally incident wave front. The 

horizontal lines are the interface locations between molybdenum and silicon layers, while 

the vertical lines represent the paths that actual traced rays took when propagating 
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downward through the multilayer. These paths are very straight, showing very minimal 

diffraction from the forward propagation, as expected from the optical homogeneity of 

the problem.  A zoomed in picture of a representative ray path shows more local detail of 

how individual rays wiggle as they move. A shift of only 0.15nm over the course of 

300nms of propagation is seen. Of interesting note, is that the ray will slightly bend away 

from the local normal and the defect, which is due to the multilayer refractive indices 

being less than 1.  

The spectrum approach can also be used for the push inward instead of ray 

tracing, by simply applying the same principles. The entire wave can be propagated into 

an assumed defect-free structure since the forward diffraction is minimal. The intra- and 

inter-bilayer resonance can be applied based on Equation 5.19, depending on the depth of 

each bilayer the incident wave passes. Since the spectrum approach deposits energy 
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Figure 5.13. Position histories of rays traced into a sample defective multilayer. Zoomed image shows 
local detail of a ray traversal down through the stack. 
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based on a perfect structure, some minor phase information may be lost compared to ray 

tracing where the local phase information of tracing through a defective structure can be 

captured. The differences between using the spectrum approach or ray tracing is very 

small in practice, but Chapter 6 will show that there can be larger differences when 

dealing with specific types of multilayer defects. 

 

Stage 2: Reflection from a Non-Planar Surface: 

The initial downward push into the multilayer will result in one newly spawned, 

reflected ray for every layer in the multilayer stack, as shown illustratively in Figure 5.4. 

The inward push is finished when the initial downward traced ray propagates fully 

through the multilayer stack, leaving the newly reflected rays sitting at their original 

spawned locations within the multilayer. Ray tracing has naturally calculated the second 

stage of the problem: the reflection from a non-planar surface, and now the reflected 

fields must be propagated out of the multilayer stack. The reflected rays, however, do not 

sit on a regular x and y grid due to the lateral movement and wiggling of the rays as they 

propagated through the non-planar multilayers. The rays must be moved back to a regular 

grid in order to efficiently handle the outward push. Linear interpolations between rays 

are used to obtain the field values on a regular grid. For 3D interpolations, triangular 

planes are used, as shown in Figure 5.14, to move the electric fields back to regular grids. 

Once the rays are reordered to a regular grid, the rays must now be flattened onto a single 

plane to prepare for the push outward. This flattening can be accomplished by doubling 

the phase differential between rays located near the defect and those located near the 

edges of the domain, to account for the round trip propagation of the reflected fields.  
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If the spectrum approach was used on the inward push, the reflection from each 

non-planar surface can be calculated using Equation 5.5 to obtain the initial magnitude 

and phase of the reflected wave, and the modified phase of the reflected wave can be 

adjusted by Equation 5.23. In this manner, the electric fields are already on a regular grid 

inside the multilayer and are flattened by Equation 5.23. At this point, the spectrum 

approach has calculated the reflected fields sitting inside the multilayer, just as the ray 

tracing approach would have done.  

 

Stage 3: The Push Outward: 

Initially, ray tracing was explored to move the rays back out of the multilayer, but 

significant errors were encountered. Each primary reflected ray was traced upwards 

through the stack and the resonant corrections applied based on Equation 5.19. These 

rays never created downward propagating rays since the PWA eliminated their 

generation. Once each ray was traced back out, the rays were again moved back to a 

Figure 5.14. Schematic showing the ray locations and the interpolation planes. The regular grid is 
superposed over the rays, and the intersections of the dashed lines are where the electric field values are 
interpolated.  
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regular grid and recombined to form a global reflection for each layer. These reflections 

could then be added together to produce the total reflection from the multilayer. The total 

calculated electric field reflection from this ray tracing approach is plotted along with an 

FDTD simulation for comparison in Figure 5.15. A major difference between the two 

simulation methods immediately stands out, namely the large discrepancy between the 

central portion, where the ray tracing reflection shows very large spikes and a huge 

central dip in the electric field.  

The discrepancy in the central portion of the reflection is due to the angular nature 

of the outward propagated rays. The reflected rays inside the multilayer stack are 

generally scattered to small angles,�EXW�PXVW�SURSDJDWH�RXW�D�GLVWDQFH�RI�DV�PXFK�DV��� � 
resulting in rays that cross many neighbors’  paths on the outward journey. These 

crossings give rise to shadow boundaries and ray caustics, which would normally force a 

lateral redirection of energy via diffraction. However, ray tracing is incapable of 

modeling these diffractive effects, showing the outward propagation can no longer be 

described as simple geometrical optics. Ray tracing has been augmented to include the 
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Figure 5.15. Failure of ray tracing to predict the correct diffraction pattern exiting the multilayer, as 
expected from the ray caustics and shadow boundaries.  
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effects of diffraction via the Geometrical Theory of Diffraction (GTD) [66], however, the 

strength of GTD lies in its ability to predict far field results. For EUV mask blank 

scattering, the near fields are desired since all the machinery to calculate the far field 

image under partially coherent light already exists. Thus, the resulting diffraction during 

the outward propagation through the multilayer stack requires a new method for accurate 

calculations. 

For the final stage of the calculation, the push outward, the reflected fields 

(whether calculated by ray tracing or the spectrum approach) can then be Fourier 

transformed into its plane wave spectrum. Each plane wave in the spectrum of every 

layer can be considered a primary wave that must be pushed back up through the stack. 

The resonant corrections (both intra-bilayer and inter-bilayer) previously applied on the 

push inward have allowed the correct field to be incident on the individual layers, but 

resonant corrections must be applied a second time to account for the propagation during 

the push outward. As such, Equation 5.9 is used to apply the intra-bilayer ACR1b,  to the 

reflections from the molybdenum to silicon interfaces, and these plane waves are 

propagated up one layer so that they sit above the full bilayer that generated them. This 

ensures that intra-bilayer resonance is applied to the source bilayer for each reflection. 

Again, re-scattering between defective layers is neglected because the re-scattering 

interaction magnitudes fall very rapidly due to a bilayer’ s reflective properties. Thus, 

moving the plane wave spectrum out of the multilayer can be made easier by 

transforming the upper layers into perfect unperturbed layers (re-scattering neglected) 

and these perfect bilayers can be further compacted into a single perfect partial mirror (a 

single surface with no distortions). A single bilayer below the source (essentially the 
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bilayer from which the reflection came) is also compacted into a perfect partial mirror. 

The plane wave spectrum from an arbitrary layer will therefore act as a source radiating 

upwards inside of a dual mirror structure. This proposed dual mirror structure can be seen 

in Figure 5.16, where the source now sits between two partial mirrors. The source is now 

allowed to radiate and the analytic solution for the transmission upwards can be 

calculated from Equation 5.22. In this manner, the spectrum can be propagated through 

the upper layers with resonance included on an angular dependent basis by only applying 

a single inter-bilayer correction. Once the entire spectrum has been propagated out of the 

multilayer, the spectrum can be added to every other layer’ s spectrum and inverse Fourier 

transformed, giving a final total reflection.  

 

 

Source 

Partial 
Mirror 

Single 
Bilayer 

Proposed Dual Mirror Structure 
of Unperturbed layers 

Figure 5.16. Proposed dual mirror structure for incorporating resonance into the outward propagation. 
The reflection from the layer of interest acts as a source radiating between two mirrors. All bilayers 
above the layer of interest are assumed to be ideal, unperturbed layers that can be flattened into a single 
partial mirror. The layer that generated the reflection will act as an ideal bilayer beneath the source. The 
source then radiates upward using an analytic model to account for resonance. 



 103 

5.9 The Importance of Resonance 

 

It should be intuitive that resonance is an important factor in modeling a Bragg 

reflection structure, and this Chapter has argued that analytic resonance calculations must 

be included to obtain accurate calculations. To prove this, however, the analytic 

corrections within the code can be turned off to demonstrate what happens to the PWA 

when resonance is ignored. Figure 5.17 shows the reflected field magnitude from a defect 

free mirror for the new method when resonance is turned on and off for as a function of 

the number of bilayers in the stack. When resonance is included, the method produces 

results in good agreement with an analytic calculation for the reflection from the stack, 

which levels off around |E| ~ 0.85. When resonance is turned off, the ray tracing method 

produces a reflection magnitude that does not even conserve energy. The large 

discrepancy in the background energy when resonance is turned off can 

Figure 5.17. Reflection from a defect free multilayer of varying bilayer numbers. Both the hybrid 
raytracing/spectrum and the full spectrum models are shown along with an analytic calculation with 
and without resonance terms. 
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be shown to stem from the PWA. The same analytic model can be plotted once again, but 

with all resonance terms thrown out (essentially a PWA analytic approach), giving the 

dark line on the same plot. Notice that for less than about 7 bilayers, the reflection can be 

approximated quite well by the PWA, however, when the number of bilayers is larger 

than 7, the reflection coefficient of multiple layers grows large enough that the resonance 

terms can no longer be ignored. Notice, however, that both models predict the same as 

the analytic model without resonance. The nature of the PWA is that it captures only the 

first terms in an infinite series of waves which must all be added to get the correct result. 

The infinite series is actually an alternating series where the first terms are positive and 

alternate sign afterwards. This means that each layer’ s reflection will be over calculated, 

and this leads to the large over estimate of the reflection where energy is not conserved. 

 

5.10 Conclusions 

 

 By reinvestigating the problem specific attributes of EUVL, a new methodology 

has been proposed for simulating buried defects inside of EUVL multilayer mask blanks. 

The optical homogeneity and smoothness of EUVL mask blanks, along with the small 

numerical aperture of EUVL systems have allowed three key approximations to be made. 

First, that the forward scatter from wave propagation inside the multilayer can be 

neglected. This approximation stems from the nature of the bilayer, where each interface 

largely cancels in the forward scattered direction, resulting in an order of magnitude 

reduction in the forward scatter compared to a single layer. Neglecting forward scatter is 

crucial to minimizing the number of waves propagating in the multilayer. Second, that 
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resonance can be anticipated and analytically corrected with closed form summations of 

resonance from parallel surfaces of a bilayer or multilayer. Both intra-layer and inter-

layer resonance are analytically corrected for during the push inwards, while the dual 

mirror structure only requires a single inter-bilayer resonance correction to be applied on 

the push outwards. Finally, any re-scattering event that stems from multiple back scatter 

events will be sufficiently small that it can be ignored. This approximation limits each 

layer to a single back scatter event, so that scattering events never produce more 

scattering events.  

The general scattering problem from EUV mask blanks was decomposed into 3 

stages, and both geometrical optics and Fourier optics were leveraged to solve the 

individual segments of the reflection calculation. The newly proposed method can be 

viewed as a generalization of the SSA method to incorporate the entire multilayer stack 

by using a dual mirror structure to approximate the resonance conditions. Analytic 

models for resonance are seeded throughout the calculation and a primary wave 

approximation (PWA) is used to prevent tracking the multitude of newly spawned waves 

that are generated inside a resonant cavity. The perturbational approach created here will 

allow more thorough, quantitative studies on EUV buried defect printability to be 

accomplished on desktop computers.  
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6 Accuracy and Speed of      
Ray Tracing Methodology 

 

 

 This Chapter will systematically assess the accuracy and speed of the new ray 

tracing methodology for simulating EUV buried defects. A detailed investigation of an 

example defect will be shown, comparing the near fields, images, and spectrums of the 

buried defect to those predicted by FDTD and SSA. Both the dip in the image and the 

corresponding spectrums will be analyzed and compared. A scattered spectrum analysis 

will provide insights into the physical scattering process of buried defects, showing that 

the spectrums of the individual layers within the multilayer have a large impact on the 

total reflected spectrum. A speed analysis of the new method along with trade offs on 

speed and accuracy will also be demonstrated. Finally, a thorough investigation of the 

accuracy of FDTD is presented to better understand the differences between FDTD and 

the new method. It will be shown that FDTD can suffer from temporary convergence 

lulls as well as numerical dispersion problems when simulating resonant structures. These 

problems can cause significant errors to be made, and calls into question the belief that 

FDTD is a gold standard for simulating EUV buried defects. 

The “ dip strength”  is a common metric for defect analysis which measures the 

strength of the intensity dip and normalizes it to the background. Mathematically, the dip 

strength is defined as:  

Equation 6.1: backgroundimumbackground IIIhDipStrengt /)( min−=  
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This metric will allow the new method’ s applicability to be assessed for a host of 

differing 2D and 3D geometries. More specifically, the defect’ s shape and size will be 

considered. When referring to a defect’ s shape and size, these properties are measured for 

the defect as originally on the substrate, and do not account for any change produced by 

the multilayer growth.  

Before moving into the results of the above studies, it is useful to describe the 

simulation parameters. All substrate defects were simulated with the smoothing process 

developed by Mirkarimi [41] and modeled by Stearns [42]. The multilayer consists of 40 

bilayers, with molybdenum below silicon in the bilayer. The bilayers were 6.9nm in 

depth with 60% silicon (4.14nm) and 40% molybdenum (2.76nm) with a 2.5nm 

ruthenium capping layer on top. A 13.4nm wavelength was used for all simulations. The 

refractive indices used were nsi = 0.999942 – j*0.00182099, nmo = 0.922769 – 

j*0.00621555, nru = 0.888839982 –j*0.0160783362 which were obtained from [67]. All 

FDTD simulations were performed using UC Berkeley’ s TEMPEST software, and all 

aerial image calculations were performed with Panoramic Technologies aerial image 

software. All aerial image calculations were performed using a numerical aperture (NA) 

RI�����DQG�D�SDUWLDO�FRKHUHQFH�IDFWRU�� ��RI����� These parameters were used for all 

simulations in this Chapter unless otherwise noted. 

 

6.1 Detailed Accuracy Results 

 

The methodology proposed in Chapter 5 has produced excellent results when 

compared to FDTD simulations. The computed magnitudes and phases of the near fields 
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(a) 

(b) 

(c) 

(d) 

Figure 6.1. Reflection from a 60x60nm Gaussian defect for various methods. (a) The near field 
magnitude, (b) the near field phase, (c) the spectrum magnitude, (d) the spectrum phase. 
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for FDTD, SSA, and the new methodology are shown in Figure 6.1a and 6.1b for a 

60x60nm Gaussian defect (60nm high, 60nm FWHM) coated with the smoothing 

process. The SSA underestimates the impact of the phase and also assumes there is no 

magnitude disruption in the near field. The newly proposed methodology accurately 

predicts the phase and closely estimates the magnitude perturbations in the near field. A 

better understanding of how each method compares to FDTD, is to Fourier transform the 

fields into their plane wave spectrums. The spectrums of each method can be seen in 

Figure 6.1c and 6.1d. The SSA method is clearly off in the phases of the reflected 

spectrum, but does a decent job at computing the magnitudes of the plane waves. The 

newly proposed method does a good job of matching the phases of the plane waves, and 

closely matches the magnitudes of the plane waves out to about 10º. Recall, however, that 

EUVL systems use small NAs and only a small cone of reflected light will actually enter 

the collection optic. For a realistic�V\VWHP�DW��;��1$ �����DQG�SDUWLDO�FRKHUHQFH� � ����
some energy from all plane waves between 8.63º will be collected. This means that our 

method does an excellent job of matching the TTL spectrum of the FDTD simulation. 

 Since the TTL spectrum is excellently matched, propagation of the spectrum 

through an aerial image simulator should produce excellent results as well. The images 

through focus of a 60x60nm Gaussian defect coated with the smoothing process are 

shown in Figure 6.2. Notice that the newly proposed method nearly identically overlays 

the images from the FDTD simulator. Thus, excellent agreement at all focal values are 

achieved.  
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 6.2 Accuracy of 2D Line Defect Simulations 

 

A thorough investigation of defect shape would be very challenging since defects 

can exist in any arbitrary shape, however, a good understanding of a each methods’  

accuracy across variations in shape can be handled by investigating two extreme shapes: 

a box defect and a Gaussian defect. The box defect represents defect shapes that are most 

topographically challenging and could pose the greatest challenge to the fast simulators in 

their efforts to achieve results as accurate as TEMPEST. The steep sidewalls and corners 

could potentially generate scattering that is more difficult to capture within a fast 

simulator. The Gaussian defect represents defect shapes that are least topographically 

challenging since the defect is already smooth, and the scattering behavior is expected to 

be easier to capture in a fast simulator. Real world defects would typically fall 

somewhere between these two extremes; however, a simulation method that is accurate at 

both extremes, can be expected to behave accurately for any defect falling between the 

two extremes. 

The defect size is an easier consideration and can be uniquely identified with two 

numbers, a width and a height. Box defects will be identified by the obvious width and 

height characterizations of a box, and will be designated as “ width x height” . For 

example, a 20nm wide and 20nm high defect will be designated as 20x20. Gaussian 

defects will be formulated in the same structure if we take their Full Width Half Max 

(FWHM) to characterize the defect’ s width, and the peak height to characterize the 

defect’ s height. In this manner, a Gaussian defect with a 20nm FWHM and a 20nm peak 

height will be designated as 20x20. When varying defect size, all defects in this study 
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will have equal widths and heights, so a 70x70nm defect can be referred to as simply a 

70nm defect.  

Figure 6.3a shows the in focus image dip strengths of 2D line box defects for the 

three methods. It can be easily seen that the ray-tracing method gives very good 

agreement with the TEMPEST results for all defect sizes, while the SSA method gives 

mixed results. At small and large defect sizes, the SSA method correctly predicts the 

image dip strength, but underestimates the image dip strength in the transition region for 

mid-sized defects. A simple and common threshold model for the defect’ s resist 

printability can now be applied, where the defect becomes printable when the image 

minimum dips to 0.3 (30%) of the clear field, or equivalently, the defect dip strength is 

0.7 (70%) of the clear field. Applying this metric for printability, 2D line box defects 

become printable in focus when their size becomes greater than about 60x60nms. Thus, 

any 2D line box defect can be tolerated under this 60nm limit. While this Chapter does 

not specifically investigate defect printability in the presence of features, it has been 

shown that sub-printable defects in the clear field can become printable in the presence of 

features [68]. This fact makes the accurate calculation of image dip strength extremely 

important in the transition region, and provides extra incentive to have a fast and accurate 

simulation tool across all defect sizes. 

 The through focus behavior of the 2D line box defects are shown in Figure 6.3b 

and 6.3c for two focus settings of ±150nm, corresponding to ±2 Rayleigh Units (RU). 

The ray-tracing method once again shows very good agreement with the TEMPEST 

results across all defect sizes, and even the SSA method produces good results at these 

focal regions. These graphs show that 2D line box defects imaged at -150nm focus (-
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Figure 6.3. (a) Plot of the image dip strengths at best focus. (b) Plot of the image dip strengths 
at -150nm focus. (c) Plot of the image dip strengths at +150nm focus. (d) Plot of the image dip 
strengths for a 60x60nm box defect through focus. 
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2RU) become printable for defects greater than about 30nms. Thus, the defect tolerance 

is cut in half when tight focus controls cannot be implemented. The data also confirms 

that these buried defects are behaving as phase defects, since they print worse in one 

direction of focus than the other (notice none of the defects print at +150nm defocus), an 

effect shown by Watanabe[24]. It should be noted that the SSA cannot in general be 

assumed to give correct predictions of image dip strength at all regions of focus, as might 

be implied from the two focal positions (±150nms) above. Figure 6.3d shows the 

predicted image dip strengths through focus for a 60x60nm box defect for all three 

methods. As can now be clearly seen, between ±150nms, the SSA method can show 

significant deviations from TEMPEST, while the ray-tracing method gives very good 

accuracy across all focal settings.  

 The same analysis can be done for Gaussian defects and the same conclusions are 

achieved. Figure 6.4a, 6.4b, and 6.4c show the image dip strengths of 2D line Gaussian 

defects at the same focal positions studied above. Once again, very good agreement with 

TEMPEST can be seen for the ray-tracing method for all defect sizes. The SSA method, 

again has difficulties predicting accurate image dip strengths in the transition region 

between printability at focus, but gives good results at the two out of focus settings. The 

graphs show that 2D line Gaussian defects can be tolerated for those less than 45nm 

when in focus, while this tolerance drops almost in half to 25nms if tight focus controls 

cannot be implemented.  

 A surprising conclusion from the above results is that Gaussian defects print 

worse than box defects. In fact, some Gaussian defects can have up to twice the impact of 

a similar sized box defect! Figure 6.5 shows the image dip strengths of Gaussian and box 
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Figure 6.4. (a) Plot of the image dip strengths at best focus. (b) Plot of the image dip strengths at -
150nm focus. (c) Plot of the image dip strengths at +150nm focus. (d) Plot of the image dip strengths 
for a 40x40nm box defect through focus. 
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defects for their respective sizes. Prior to this study, it was assumed that box defects 

would have a greater impact than Gaussian defects because their topography would allow 

greater angular scattering from steep sidewalls and corners, relative to the smooth 

Gaussian shape. The reason for this discrepancy cannot be explained by a volume 

argument, since Gaussian defects only have about 6% more volume than a similar sized 

box defect. The discrepancy can be understood by investigating the smoothing process 

for multilayer deposition. The smoothing process is very effective at smoothing away 

defects due to its angular dependent etch that efficiently smoothes away very steep 

surfaces, and hence, the box defect is dramatically smoothed. When the smoothing 

process is applied to a Gaussian defect, the tails of the Gaussian shape have a very 

gradual slope and are left in tact by the angular dependent etch. These two tails form a 

low lying base that the angular dependent etch cannot efficiently smooth away, serving to 

entrench the Gaussian defect. This entrenchment allows the Gaussian defect to have a 

greater physical presence in the higher layers, generating worse scattering than the box 

Figure 6.5. Plot of image dip strengths for 2D line Gaussian and Box defects. Gaussian defects can 
print almost 2X worse than box defects in a worst case. 
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defects. With this knowledge, substrate defects should be made as compact as possible 

prior to deposition, so that the advantages of the smoothing process can be maximized.  

To better show the focal behavior of defects simulated with the new method, the 

dip strengths for through focus images of 10x10nm, 20x20nm, 30x30nm, and 50x50nm 

Gaussian defects are shown in Figure 6.6. Notice that for every sized defect, the newly 

proposed methodology nearly overlays the FDTD results. The SSA method does 

remarkably well at predicting the impact of a defect, and gives a good indication of the 

defect behavior, but is not sufficiently accurate to facilitate quantitative studies in this 

regime. In these curves, familiar behavior is shown that phase defects will print worse in 

one out of focus direction vs. the other [24,69]. These images indicate that results as 

accurate as FDTD simulations are achievable for smoothed defects. 
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Figure 6.6. Dip strengths through focus for a 10x10nm , 20x20nm , 30x30nm , and 50x50nm Gaussian 
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6.3 Accuracy of 3D Defect Simulations 

 

The ray-tracing method has been shown to be accurate across all defect sizes 

tested, as well as the two shape extremes for the 2D line defects in this study. The same 

study can now be rerun using 3D defects, providing useful defect tolerances for 

understanding defect printability in real EUV mask blanks. The 3D results show all the 

same trends as the 2D results, and in an effort to avoid redundancy, will not be explained 

as thoroughly as the 2D section. 

The in focus image dip strengths of 3D box defects are shown in Figure 6.7a. 

Once again, we see that the SSA method is under predicting the image dip strength 

compared to the ray-tracing method. It is important to note that only two TEMPEST 

simulations were run to verify the accuracy of the 3D ray-tracing and SSA calculations, 

due to the incredible complexity of simulating such structures with FDTD. A single 

TEMPEST point in Figure 6.7 took 46.5 hours to simulate on 8 processors at 500MHz, 

and used 7.6 Gbs of shared memory. The two TEMPEST points do agree with the ray 

tracing calculation, and from extrapolation from the 2D results, we can infer that the ray-

tracing method is producing results that agree well with general 3D FDTD results. Figure 

6.7b and 6.7c shows the image dip strengths of the 3D box defects at ±150nms (±2 RU). 

Figure 6.7d shows the through focus dip strengths from a 90nm box defect. The 3D 

results are similar to the 2D results for box defects. The simple threshold model for defect 

printability shows that 3D box defects do not print if smaller than about 90nms, whereas 

this tolerance drops to about 50nms if tight focus controls cannot be implemented.  
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Figure 6.7. (a) Plot of the image dip strengths at best focus. (b) Plot of the image dip strengths at -150nm 
focus. (c) Plot of the image dip strengths at +150nm focus. (d) Plot of the image dip strengths for a 
90x90nm box defect through focus. 
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Figure 6.8. (a) Plot of the image dip strengths at best focus. (b) Plot of the image dip strengths 
at -150nm focus. (c) Plot of the image dip strengths at +150nm focus. (d) Plot of the image dip 
strengths for a 90x90nm box defect through focus. 
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Figure 6.8a shows the in focus image dip strengths of 3D Gaussian defects, while Figure 

6.8b and 6.8c shows the image dip strengths for 3D Gaussian defects at ±150nms  (±2 

RU). Similar analysis to that above shows that 3D Gaussian defects become printable 

when they are greater than about 70nms, while this tolerance drops to 40nms if tight 

focus controls cannot be implemented. Table 6.1 shows the complete size tolerances for 

2D and 3D buried defects when imaged in the clear field. Negative focus values are 

colored red for poor imaging conditions, in focus values are colored yellow for decent 

imaging conditions, and positive focus values are colored green for good imaging 

conditions. 

Similar to the 2D results, Figure 6.9 shows that 3D Gaussian defects have a 

Figure 6.9. Shows 3D Gaussian defects print worse than 3D box defects. 
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Table 6.1. Shows defect tolerances for 2D and 3D buried defects for Gaussian and box defects. 

<40nm

<50nm

f = -2RU

<90nm

<100+nm

f = 2RU

3D2D

<100+nm<70nm<45nm<25nmGaussian

<100+nm<90nm<60nm<30nmBox

f = 2RUf = 0f = 0f = -2RUDefect Type

<40nm

<50nm

f = -2RU

<90nm

<100+nm

f = 2RU

3D2D

<100+nm<70nm<45nm<25nmGaussian

<100+nm<90nm<60nm<30nmBox

f = 2RUf = 0f = 0f = -2RUDefect Type



 122 

greater imaging impact than 3D box defects. Some 3D Gaussian defects can be as much 

as 2.5X worse than similarly sized box defects. A careful study of Figure 6.9 and Figure 

6.5 shows that 3D Gaussians differ from 3D boxes more so than 2D line Gaussians differ 

from 2D line box defects. This can once again be explained by the entrenchment of the 

Gaussian defect by the Gaussian tails. In 3D, however, this entrenchment is facilitated on 

all sides of the Gaussian defect, enabling the 3D Gaussians to differ even more from 3D 

box defects than their 2D counterparts.  

 

6.4 Analysis of Multilayer Scattering 

 

The end of the previous section demonstrated that subtleties in the deposition 

process used to coat substrate defects can greatly impact the printability of these defects. 

This section is therefore interested in understanding how the reflected spectrum is 

impacted by the spectral composition of the multilayer itself. A simple analysis of the 
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multilayer stack provides some interesting insight. The Fourier transform of the two 

substrate defect shapes provides us with either a sinc (for a box defect) or Gaussian (for a 

Gaussian defect) function, as shown in Figure 6.10a.  The top layer of the multilayer 

stack is shown in Figure 6.10b, and resembles the function: 

 

whose Fourier transform, plotted on a log scale, resembles a decaying triangular function. 

Since the total reflection from the multilayer is a combination of reflections from the 

individual layers within the multilayer, the final reflected spectrum should be a weighted 

combination of the original defect spectrum (sinc or Gaussian) and the decaying 

triangular function of the top layer of the multilayer.  

This implication is confirmed in Figure 6.11 which compares the multilayer 

spectrums of a small 20x20nm box defect and a large 100x100nm box defect. The 

original sinc function of the box defect can clearly be seen at the top of the graphs. For all 

the layers above the defect, the rapid degradation of the high frequencies can be 

observed, until the final top layer is reached. Notice that the top layer does indeed 

resemble this triangular decaying structure seen in Figure 6.10b. The multilayer spectrum 

of the small box defect contains very little modulation since the small box defect 

produces a very broad sinc function. The final reflected spectrum should be a weighted 

combination of these flat and smooth functions, which is exactly what is shown in Figure 

6.11a. This reflected spectrum can be directly contrasted to the reflected spectrum of the 

large box defect in 6.11b. The large box defect produces a more compact sinc function 

that is highly modulated. The growth of the upper layers decays this modulation away, 

until it reaches a more flat, triangular function, however, we see that the final reflected 

|]|exp[)( axxg −−=
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spectrum does indeed show the modulation coming from the more compact sinc function. 

This observation shows that the incident wave front is penetrating deep below the top 

surface of the multilayer, since the spectral characteristics of the bottom layers can be 

seen in the final reflection. Since the SSA method only uses information from the top 

surface to compute the reflection, it cannot fully account for the total reflection seen, and 

is precisely why the ray-tracing method provides a more accurate picture of defect 

printability. However, due to the decay experienced by EM waves entering the 

multilayer, the lower layers provide a smaller contribution of the total reflection 

compared to the top layers, enabling the SSA method to provide a general idea of defect 

printability despite its limited use of information.  
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6.5 Comparison of Computational Resources 

 

The new ray-tracing method has been shown to be as accurate as FDTD 

simulations for both 2D and 3D defects. The great advantage of the ray-tracing method 

over FDTD can now be seen in the speed and memory improvements that the method 

provides. First, the ray-tracing method has a grid-less z-direction, having only 1 point per 

layer (2 per bilayer) in the z-direction. A typical discretization for TEMPEST would have 

about 10 points per bilayer, reducing the number of cells required to describe the physical 

mirror geometry by about 5X. Second, the ray-tracing method only tracks the complex 

electric field, and not the full 6 components of the real electric and magnetic fields that 

TEMPEST tracks, giving a reduction of about 3X in field components. Most importantly, 

the NA and sigma of the optical system gives a maximum spatial frequency that is 

collected by the imaging system. It is only these Through The Lens (TTL) frequencies 

that must be computed accurately. The maximum spatial frequency (fsystem) that needs to 

be resolved by the optical system, allows a Nyquist frequency to be determined:  

systemNyquist ff 2=  

The Nyquist frequency can now give a discretization requirement for the ray-tracing 

method such that it will still compute an accurate result. Since the small NA of the EUV 

systems gives a relatively small spatial frequency that must be resolved, the resultant 

required discretization for the ray-tracing method can be very large. As an example, 

DVVXPH�D��'�GRPDLQ�LV�����QPV�ZLGH��)RU�DQ�1$ ����DQG� � ����RSWLFDO�V\VWHP��RQO\�
the first ±11 frequencies will enter the optical system. The Nyquist frequency tells us that 
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we will need to calculate the first ±22 frequencies, giving a total of 45 frequencies 

(including the 0th order). This means that our ray-tracing discretization, dx, can be: 

 

Thus, the ray-tracing method only needs to sample the domain every 20nms and it can 

still calculate an accurate result. This discretization may seem very surprising since it is 

about 50% greater than the wavelength of the system! Remembering that the multilayers 

are optically smooth and contain no vertical edges or corners, helps to understand why 

the discretization can be so large, as well as the small NA of the system. The ability to 

use such large discretizations enables the ray-tracing method to have huge speedups 
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relative to TEMPEST, which typically has discretizations on the order of 0.35-0.7nms for 

EUV simulations.  

Figure 6.12 verifies that this 20nm discretization can be used and still obtain the 

same results as FDTD, regardless of defect size. Figure 6.12a shows the magnitude of the 

reflected spectrum of a small 20x20nm Gaussian defect for various levels of 

discretization. Notice that all ray-tracing simulations give the same results until the 

discretization rises above the 20nm limit. At a 30nm discretization, small deviations can 

begin to be seen. The same results apply to Figure 6.12b where the defect is now a large 

100x100nms.  

Table 6.2 provides speed statistics from two typical defect cases (one 2D and one 

3D) that were run with TEMPEST and the ray-tracing method. The “ speedup factor”  is 

defined as the TEMPEST runtime divided by the runtime of the method, and the 

“ memory reduction factor”  is defined as the TEMPEST memory divided by the memory 

of the method. For TEMPEST, these ratios are simply 1. TEMPEST took almost 3,300 

seconds and 94.1Mb to run the 2D buried defect simulation on a 3.2 GHz processor. The 
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(20nm Res) 0.14s         23,300      1.88 Mb         50

Ray Trace (3D)
(20nm Res) 1.61s       100,000     171.5 Mb         44

Table 6.2. Computational resource table. Comparison of FDTD (TEMPEST) and the new ray tracing 
method 
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newly proposed method had a total runtime of 0.14 seconds and used 1.88Mb of memory 

on a 3.2Ghz processor when the incident wave front was sampled every 20nm (maximum 

discretization allowed). The 2D ray-tracing results have a speedup of nearly 23,000X 

relative to TEMPEST, and a memory reduction factor of about 50X. To emphasize just 

how much quicker the ray-tracing method is, relative to FDTD, we recall the 3D 

TEMPEST result from the defect landscape that took 46.5 hours to run and 7.6 Gbs of 

memory. Using the ray-tracing approach, the 3D results took only 1.61 seconds (a 

speedup of about 100,000X) and used only 171.5Mb of memory (a memory reduction of 

about 44X). It is also noted that further optimizations to the code could produce 

additional gains in its speed and memory use. While the speed gains of the new method 

are quite impressive, the memory reduction is even more important because FDTD 

simulations are limited to about 2Gbs on 32-bit architecture non-parallel systems due to 

addressable memory constraints and operating system allocation of memory. This new 

method allows much larger 3D simulations to be accomplished on desktop computers. Of 

final note, Figure 6.13 shows a breakdown of where the ray tracing program spent most 
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Ray Tracing
13%

Spectrum 
Propagation

32%

Outputing Data
0%

Figure 6.13. Percentage of total time spent on various duties for the 3D ray tracing example. 
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of its time for the largest 3D case. Only 13% of the runtime was spent tracing the rays 

into the multilayer stack, while 32% of the time was spent Fourier transforming and 

propagating the spectrum of the scattered fields outside of the stack. A large portion of 

the runtime, about 55%, was spent loading in the multilayer file for the locations of the 

interfaces. The multilayer file also accounted for a staggering 168Mb of the memory 

used, or about 98% of the total memory costs! All the multilayer interface files were 

stored with sub-nm resolution (0.69nm), to obtain the most accurate representation of the 

multilayer possible. However, with 55% of the time spent reading in the multilayer data, 

and 98% of the memory coming from the multilayer data, great gains could be 

accomplished by simply using fewer samples in the multilayer file. If the multilayer was 

sampled every couple nms instead of every 0.69nms, the memory could be further 

reduced by a factor of over 8, and achieve an additional speedup of about 2. 

 

6.6 Analysis of FDTD Results 

  

 The accuracy results from the new method have been shown to be very similar to 

what FDTD produces across a broad variety of shapes and sizes. One must look very 

carefully to uncover the small differences that can be found, and understand which 

approximations might cause such small deviations. A careful investigation of FDTD has 

led to some surprising results regarding its ability to calculate accurate results due to the 

resonant nature of the multilayer. Figure 6.14a shows the analytic reflection from a 

perfect multilayer structure as a function of incident angle, as well as the FDTD 

predictions of the reflection. Clearly the FDTD method has significant errors in its 
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answer compared to the analytic solution. FDTD should produce much better results than 

these simulations predict, so what went wrong? To answer this, the 12º incident angle 

simulation was rerun again and the reflected field was outputted over many wave cycles 

(over 500 cycles). The results are plotted in Figure 6.15, and can be split into three 

regions. In the first region, the reflected field ramps up very quickly within 25 cycles. 

Interestingly, the distance from the excitation plane to the bottom of the mask is about 

�� ��PHDQLQJ�WKDW�DV�WKH�LQLWLDO�LQFLGHQW�ZDYH�ILQDOO\�H[LWV�WKH�ERWWRP�RI�WKH�VWUXFWXUH��WKH�
initial reflections from almost half the layers in the stack will have reached the measured 
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reflection plane. This is in good agreement with Figure 5.16 which shows that the first 

half of the multilayer is responsible for about 90% of the total reflected field.  

In the second region, the reflected fields seem to converge to a steady value and 

the convergence criterion in TEMPEST is tricked into outputting the fields after 41 

cycles. This region is a temporary convergence lull however, and is likely due to the 

movement of energy within the stack. Within the resonant structure, the reflected waves 

must bounce around a significant number of times. During this time period, the reflected 

fields inside the cavity are likely gathering coherence among all the other reflected 

waves, and very little energy is actually allowed to escape. After another 25 cycles, the 

third region is reached, where the energy begins to leak out of the structure and slowly 

build towards a truly converged solution. The final reflected field value is not fully 

reached until about 120 cycles. This implies that TEMPEST simulations might need to be 

run about 3 times longer than they have been run previously, in order to avoid a false 

convergence of the fields.   

Figure 6.15. Reflection coefficient from a flat mirror at 12º incidence as a function of the number of 
wave cycles simulated. The reflection is spit into 3 regions: (1) High reflection ramp, (2) gathering 
coherence, (3) final convergence. 
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 Figure 6.14a can be regenerated by allowing sufficient time for the FDTD 

simulations to properly converge to their final values, and the data is plotted in Figure 

6.14b. The fields are certainly in better agreement with the analytic solution, but still 

contain quite a few errors along the falling edge of plot. This regime is where the incident 

angle of the wave no longer allows itself to coherently interact with the other layers of 

stack, resulting in reduced reflectivity. The Bragg condition is effectively no longer met. 

To understand where these differences come from, we need to understand numerical 

dispersion. 

  All FDTD simulators contain numerical dispersion [70], which comes from the 

nature of their finite differences. The finite difference approximation to a real derivative 

makes an error when trying to correctly compute the wave number k. The wave number 

error is normally very small, and scales based on the cell density [8]: 

2

2

3d
kerror

π=  

Where d is the number of cells per wavelength. The simulations were run with d=38.84, 

so the estimated wave number error is kerror=0.002181. This error will produce a relative 

error in the simulated wavelength of: 

002186.1
0

=
λ

λerror  

So the simulated wavelength will be changed by about 0.2%. This wavelength change 

normally might only produce a few degree change in the wave propagation for DUV 

structures [71] , however, the resonant nature of the EUV multilayer and the long 

propagation distances involved, make the multilayer hyper-sensitive to small wavelength 

changes. The analytic reflection can be recomputed for the same multilayer at the new 



 133 

wavelength based on the numerical dispersion estimate, and plot the results in Figure 

6.14c. Incredibly, using the first order estimate for numerical dispersion to modify the 

wavelength gives excellent agreement with the TEMPEST results.  

 Figure 6.14c clearly shows that FDTD results can no longer be adequately trusted 

when the angle of propagation goes beyond 10º, where the multilayer transitions to a non-

resonant structure. Past this angle, the FDTD and analytic solutions provide vastly 

different reflection computations due to numerical dispersion. The ray tracing spectrum 

and the FDTD spectrum for the example defect seen in Figure 6.1c, can be reanalyzed. 

The differences in their calculated spectrums become significant past about 10º, where 

there is a significant drop in the spectrum magnitudes before peaking again at about 17º. 

The significant drop and corresponding peak at 17º are very similar to the behavior seen 

in Figure 6.14c where the structure transitions to non-resonance. The fact that the major 

differences occur at greater than 10º, and are followed by a quick peak around 17º is 

clearly suggestive that numerical dispersion plays a role in the different results observed. 

These differences will affect the final image since EUV systems are telecentric about 6º, 

ZKHUH�D�  ����V\VWHP�ZRXOG�FROOHFW�DQJOHV�EHWZHHQ�DERXW��º-12º. Larger ¶V�ZRXOG�UHVXOW�
in higher collected angles and if future EUV systems have larger NAs, these differences 

may become more important. Numerical dispersion is a complicated phenomenon, since 

it also depends on the angle of propagation. Small phase changes in the propagation due 

to numerical dispersion will be amplified inside the resonant structure as the waves travel 

multiple wavelengths, so the final results will be impacted across all diffracted orders. 

Numerical dispersion is likely a major contributor to the observed error between FDTD 

and the ray tracing method. 
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6.7 Conclusions 

 

The new ray-tracing method was shown to accurately and rapidly simulate buried 

defect printability across a wide variety of 2D and 3D defects coated with the smoothing 

process for EUVL multilayers. The method can produce results as accurate as FDTD, but 

up to 100,000X faster and with about 40-50X less memory required. To emphasize how 

large of a time reduction this represents, a single 3D FDTD data point took 46.5 hours on 

8 processors at 500MHz, while the ray tracing simulator obtained the results in 1.61 

seconds on a 3.2GHz processor. The ray-tracing approach allows a sampling reduction of 

about 10X in the z-direction, and more than a 10X reduction in both the x and y-

directions, allowing the simulator to be up to 5 orders of magnitude faster than FDTD. It 

was also shown that the multilayer file represented about 98% of the memory used in the 

new method, and took 55% of the runtime just to read the file in. Additional lowering of 

the computational resources could be accomplished by using larger discretizations within 

the multilayer file. 

Simulation results show that subtleties in the deposition process can greatly 

impact a defect’ s printability, causing smooth Gaussian defects to print worse than box 

defects due to an entrenchment effect during the smoothing process. As such, substrate 

defects should be made as compact as possible prior to deposition with the smoothing 

process, in order to achieve the best results. Defect printability guidelines for 2D and 3D 

defects were established. It was shown that 2D line defects are sub-printable below 

45nms, while 3D defects are sub-printable below 70nms. Due to the phase behavior of 
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buried defects, these tolerances fall to 25nms in 2D and 40nms in 3D when -2 RU of 

defocus is applied. Reflected spectra show that the bottom layers of the multilayer do 

impact the final reflected spectrum, and show that it is necessary to use information from 

all layers to accurately compute the final reflected fields. The SSA approach was shown 

to underestimate defect printability at various focal regions for many defects of interest.  

A surprising result was uncovered when carefully analyzing the accuracy of 

FDTD. The resonant nature of the multilayer can cause a temporary convergence lull to 

be determined, since the energy bounces around inside the resonant structure until it 

gathers coherence and is able to leak energy out. To avoid this convergence lull, FDTD 

might have to be run up to 3X longer than normal in order to assure convergence. 

Numerical dispersion was also shown to have a large impact on the observed scattering 

from FDTD. Specifically, the numerical dispersion causes a small change in the 

simulated wavelength which becomes noticeable when it interacts with the resonant 

multilayer. The multilayer is hyper-sensitive to small wavelength changes on the edge of 

resonance where the Bragg condition begins to fail. Numerical dispersion within FDTD 

can be reduced by increasing the cell density, which increases the memory requirements 

dramatically. Therefore, simulating buried defects accurately with FDTD would require 

even more memory and require even more time (to avoid convergence lulls) when 

computational constraints are already significantly limiting FDTD’ s application. 
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7 EUV Buried Defect 
Landscape Maps 

 
 

 This Chapter will demonstrate three applications of the new simulation 

methodology for scattering from non-planar buried defects as well as provide guidelines 

for defect requirements for mask blank tolerances. First, detailed investigations of the 

performance of the new simulator when applying off-axis illumination will be performed. 

Second, the method’ s performance will be tested on defects coated with a standard 

deposition process, which produces very low smoothing for the substrate defects. Thirdly, 

printability tests for defects deposited during the smoothing deposition process will be 

performed such as allowing defects to appear between layers inside the multilayer. These 

types of defects can appear from particles falling onto a partially coated multilayer 

structure during deposition, and can have significantly greater printability impacts since 

there are fewer bilayers on top of the defect to smooth its presence. The goal of these 

investigations is to characterize the robustness and speed for the many current defect 

concerns as well future deposition techniques.  

Finally, the chapter will explore isolated defect printability requirements for mask 

blank tolerances. The defect printability maps will be generated for both the standard and 

smoothing deposition processes, both 2D and 3D structures, as well as Gaussian and box 

type defects. For each of these cases, a wide range of aspect ratios will be tested to better 
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understand defect parameters that most influence printability. These tolerances will give a 

greater understanding of defect printability for a host of defect situations. 

 

7.1 Off – Axis Illumination 

 

 The impact of off-axis illumination will likely need to be modeled for EUVL 

since the multilayer mirror is a sensitive function of the angle of incidence. Most imaging 

programs assume constant scattering regardless of the angle of incidence on the mask, 

allowing a single near field simulation to be used as a template for scattering from all 

angles coming from the partial coherence. Pistor [23] showed that this approximation 

works very well for angles <10º when using FDTD to simulate DUV masks. This 

approximation, however, cannot be justified when simulating EUV masks, as seen in 

Figure 7.1 which shows the analytic sensitivity of the multilayer stack to off-axis 

illumination. For instance, an NA=0.35 system, operating at 4X reduction wLWK� � �����
will collect a solid angular cone of about 13º, which will nominally be centered about 

6.5º off-axis. This range implies that the optical system will collect from about 0º-13º, 
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Figure 7.1. Analytic reflection magnitude of a perfect multilayer as a function of angle of incidence. 
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where the tail end of this range will dip into the region where the structure transitions out 

of being a Bragg reflector. Also, if dipole illumination or other illumination setting which 

emphasizes off axis waves is used to print features, then the edges of the angular range 

will be used, and more accurate simulations of the reflectivity will be needed. The ability 

to simulate multiple angles of incidence will thus allow even better predictions of defect 

printability under partial coherence. 

Multiple simulations at off-axis angles will likely be needed for accurate 

simulations of EUV masks. Multiple FDTD simulations are feasible, but highly 

impractical as Chapter 6 showed that the computational resources required to run a single 

simulation are already significantly challenging in 3D. The SSA assumes a normally 

incident plane wave onto the multilayer structure, and thus provides no information on 

how the printability of a defect differs at various angles of incidence. The ray-tracing 

methodology is therefore a very good candidate to explore multiple off-axis simulations 

as long as its accuracy holds for various angles of incidence. 

 The accuracy of the ray-tracing simulation methodology was tested for various 

angles of incidence and compared to the SSA and FDTD methods for both a large 

(60x60nm) and small (30x30nm) 2D line Gaussian defect. Each defect was simulated at a 

few off-axis angles, and the reflected spectrums were shifted to place the main order at 

the normal incidence position. Shifting the spectrum actually mimics an imaging system 

that is telecentric about the incident off-axis angle so that the images could be properly 

investigated without energy loss from the main order scattering outside of the pupil. An 

1$� �����DQG�SDUWLDO�FRKHUHQFH�RI� � �����ZDV�DVVXPHG��DQG�WKH�FRQVWDQW�VFDWWHULQJ�
approximation was also used.  
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The dip strength, given by Equation 6.1, is plotted as a function of the angle of 

incidence in Figure 7.2 for focus values of -2 RU, 0 RU, and +2 RU for a 60x60nm 2D 

line Gaussian defect. The ±2 RU positions were chosen based off of the plots in Figures 

6.3d, 6.4d, and 6.5 which show that the peak signal for smoothed defects generally occurs 
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Figure 7.2. Plot of the image dip strengths for a 2D line 60x60nm defect coated with the smoothing 
process as a function of illumination angle: (a) best focus. (b) -150nm focus. (c) +150nm focus.  
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at about -2 RU. Clearly the FDTD results in Figure 7.2 change as the angle of incidence 

is increased. The ray tracing method tracks these small changes fairly well below 6º angle 

of incidence, but starts to differ from the FDTD results at higher angles. These 

differences largely stem from the differences in the background level that FDTD predicts 

at angles greater than about 9º due to the numerical dispersion inherent to the method, as 

shown in Chapter 6. Figure 7.3 shows a plot of the full images at angles greater than 9º, 

showing that FDTD is predicting significantly different background results from the ray 

tracing method despite showing the shape of the curves are similar. For comparison, the 

analytic background values for 12º and 15º are plotted in big circles on the left hand side 

of Figure 7.3. Notice that the ray tracing method predicts the correct background value 

while the FDTD results are off. This background intensity difference influences the dip 

strength metric, especially when the value of the background is significantly reduced 

from losing the Bragg coherence at angles greater than 9º. Because of this background 

level offset, the ray tracing results are believed to be more accurate than the FDTD results 

for angles greater than 9º. 

Figure 7.3. Analytic reflection magnitude of a perfect multilayer as a function of angle of incidence 
showing that the ray tracing method picks up the defect intensity shape while not suffering the 
inaccuracy of a level shift of FDTD due to numerical dispersion. 
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For a smaller defect (30x30 nm 2D line Gaussian defect), the results are similar. 

Figure 7.4 shows the dip strengths of the small defect plotted as a function of the angle of 

incidence for focus values of -2 RU, 0 RU, and +2RU. The ray tracing method is again 

producing results in agreement with FDTD for angles less than 6º, while beginning to 
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Figure 7.4. Plot of the image dip strengths for a 2D line 30x30nm defect coated with the smoothing 
process as a function of illumination angle: (a) best focus. (b) -150nm focus. (c) +150nm focus.  
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diverge at larger angles. The divergence can be similarly shown to stem from the 

background level differences between FDTD and analytic solutions. The SSA 

unfortunately cannot capture the dramatic increase in defect printability shown in Figure 

7.4a from off axis illumination because it does not include the appropriate information.  

These two defect examples show that the ray tracing method is able to accurately 

model off axis illumination relative to FDTD when the angles are less than 9º. Past 9º, the 

FDTD method starts giving erroneous background levels which directly impact the dip 

strength metric, and the results can no longer be trusted. It is expected that the ray tracing 

results are more accurate than FDTD at these larger angles of incidence. An unfortunate 

result of the above studies is that buried defects print worse when off axis illumination is 

used. This result is likely due to a cosine effect for the defect volume since the defect is 

fairly localized in x and y but propagates a long distance in the z direction. When the 

plane wave is normally incident, only a small x-y cross section of the plane wave is 

disturbed by the defect, while an off-axis plane wave will begin to be impacted by the 

vertical presence in the multilayer, broadening the defects impact. This fact will have a 

negative impact on EUVL since off-axis illumination schemes, such as dipole or Quasar, 

are common engineering techniques used to enhance feature printability, but will also 

enhance the printability of buried defects in EUVL.  

 

7.2 Standard Deposition Techniques 

 

It is important to test the robustness of the ray tracing method to various 

deposition strategies since EUVL implementation is still significantly far away. In this 
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time frame, various deposition strategies may be developed to help cope with buried 

defect printability and the simulation tool must be able to handle the new techniques.  

The ray tracing method was shown in Chapter 6 to be capable of handling defects coated 

with the smoothing process, and the method is now tested for defects coated with a 

standard deposition process.  Since the standard deposition process does not contain an 

etching step, defects coated with such a process have significantly more challenging 

topographies which result in greater printability.  Therefore, much smaller defect sizes 

are expected to become printable relative to those found for defects coated with the 

smoothing process. 

Figure 7.5 shows the image dip strengths for 2D line Gaussian defects coated with 

the standard deposition process. FDTD, SSA, and ray tracing results are all plotted. For 

all focus values, the ray tracing method is giving excellent results compared to FDTD, 

showing that even defects coated with standard deposition techniques can be accurately 

simulated with the ray tracing methodology. Notice that significantly smaller defect sizes 

are printable (~12.5x12.5nm in focus) relative to defects coated with the smoothing 

process when the simple dip strength metric of 0.7 is applied as a printability condition. 

The SSA results are actually quite good as well and offer much better results for 

these standard coated defects compared to those defects coated with the smoothing 

process. This fact makes intuitive sense, since the SSA assumes the top surface is 

representative of all the layers inside the multilayer. During standard deposition, the 

deposited layers change very little compared to the smoothing process and so the top 

layer is expected to be much more representative of the whole structure. Notice, however, 
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Figure 7.5. Plot of the image dip strengths versus size for defects coated with a standard deposition 
process: (a) best focus. (b) -150nm focus. (c) +150nm focus. (d) Image dip strengths for a 12.5x12.5 
nm Gaussian defect through focus. 
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that the SSA results are not nearly as good as the ray tracing results for predicting the 

quantitative numbers from FDTD.  

Even though the above results are only for one 2D line shape, the ray tracing 

method can be expected to produce excellent results for other 2D line shapes, as well as 

3D shapes coated with a standard deposition process. Chapter 6 already detailed the 

evolution from 2D results to 3D results for the smoothing process, and similar results can 

be expected for defects coated with the standard deposition process. 

 

7.3 Defects Located Inside the Multilayer 

 

 Another important class of buried defects to consider is those which are partially 

buried inside the multilayer due to a particle falling on the mask blank during deposition. 

Their imaging severity will be increased since there are fewer layers above the defect to 

help mitigate its presence. The ray tracing method is once again compared to FDTD and 

SSA to test its accuracy on this class of defects. Three defect sizes were chosen to 

represent various defect categories: a 20x20nm box defect (very sub-printable), a 

40x40nm box defect (slightly sub-printable), and a 60x60nm box defect (printable). 

These three sizes of defects were simulated at various locations inside the multilayer, 

starting from the substrate and moving up to the 35 bilayer of a 40 bilayer structure.  

 Figure 7.6 shows a matrix plot of the dip strengths at various locations within the 

multilayer for the three defect sizes at three different focal positions. From the in focus 

plots, it is clear that a buried defect will generally print worse as it is raised upwards 

inside the multilayer. A maximum printability impact begins to occur somewhere around 
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Figure 7.6. Matrix plot of the image dip strengths for 2D line box defects coated with the smoothing 
process. Three defect sizes and three focal positions can be compared.  
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the middle of the multilayer (depending on the defect size) since the defect begins to split 

the upper and lower portions of the multilayer in half, effectively limiting the multilayer’ s 

reflectivity. When a defect is raised extremely high in the multilayer (about top 10 

bilayers, depending on defect size), it's printability impact is actually lessened since it 

leaves a large chunk of the multilayer undisturbed directly below it which can begin to 

compensate for the distorted layers above it. The printability impact for out of focus 

values remains relatively unperturbed, until the defect reaches about the middle of the 

multilayer, where the out of focus impact begins to decrease.  

The SSA clearly shows strong deviations from FDTD predictions of defect 

printability when the defect is located higher in the multilayer, regardless of defect size or 

focal position. The ray tracing method generally shows good agreement with FDTD for 

defects located below 20 bilayers, but can begin to show large deviations for defects 

located very high in the multilayer. As the defect is pushed higher in the multilayer, the 

incident rays begin to see much more challenging topography and begin to refract to 

fairly large angles. The bilayers directly above the defect are no longer adequately 

approximated by two similar shaped layers and thus the second layer cannot act to undo 

the lensing effect of the first layer in the bilayer. So forward diffraction no longer can be 

neglected and the ray tracing method begins to become less accurate as the downward 

traced rays in the vicinity of the defect begin to cross each others paths and create shadow 

regions where diffraction must be modeled.  

A fourth method is shown on the plots as the triangles and is listed as “ waves” . 

This method uses the spectrum approach for the inward push to deliver the incident 

energy into the multilayer, rather than ray tracing. All other aspects of the two methods 
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are the same. The waves approach generally does not differ significantly from the ray 

tracing approach (as stated in Chapter 6), however, the waves approach can be seen in 

Figure 7.6 to be more accurate than ray tracing for this particular application. While the 

waves approach still neglects the forward diffraction, it does not suffer from ray crossings 

or other errant rays which are diffracted to larger angles from the steep side walls of the 

defect when it is located very high in the multilayer. So, for this particular application, 

the use of the wave method is recommended to avoid the complications that arise from 

ray tracing into the more challenging topographies.  

 The ray tracing and waves approaches give good estimates of defect printability 

when the defects are located below at least 20 bilayers of material. While both the waves 

approach and the ray tracing approach fail to reliably give quantitative numbers of defect 

printability for defects located very high in the multilayer, both methods do give a 

general understanding of the trends involved and can thus still serve as a useful tool for 

understanding qualitative information in this regime.  

 

7.4 Standard Deposition Landscapes  

 

 The simulation method can now be used to map out the landscape of 2D line 

defects that are printable when coated with a standard deposition process. Both Gaussian 

and box defects were simulated with heights and widths ranging from 2.5nm – 25nm in 

steps of 2.5nm. This range produced a total of 100 simulations per defect shape, and the 

dip strengths of all aerial images were taken and plotted at three different focal positions 

corresponding to 0 RU, +2RU, and -2RU (0nm, +150nm, -150nm). Contours were taken 
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(c) f = -150nm 

f = +150nm 

f = 0nm 

2D Line Gaussian Defect Printability – Standard Deposition 

Figure 7.7. Printability landscape maps for 2D line Gaussian defects coated with a standard deposition 
process for various heights and widths. Contour lines are also shown: black (0.7) and white (0.25).  
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at the 0.7 and 0.25 dip strengths to better show regions of printability. All defect sizes 

with dip strengths at or above the 0.7 contour represent isolated defects that are printable. 

All defect sizes above the 0.25 dip strength contour, but below the 0.7 contour, represent 

a warning region that are potentially printable when features are present above the 

surface.  

 Figure 7.7 shows the printability maps for 2D line Gaussian defects coated with a 

standard deposition process. The dark black lines represent the 0.7 dip strength contours, 

while the white dashed lines represent the 0.25 dip strength contours. Similar maps could 

be made for box defects, but are not shown. Notice that the in focus printability maps for 

Gaussian defects report a fairly large printability region in the upper right portion of the 

graph, with a thin warning region. All the defects are nominally sub-printable on the 

positive 150nm focal side, however, most of these defects still fall in the warning region 

which flags potential problems when features are present. The defects print very strong 

on the negative 150nm focal side, with a slight lull in the printability near the upper right 

corner, before being pulled back up with larger defect sizes. The greater imaging severity 

on only one side of focus shows that buried defects are behaving just as DUV phase 

defects were shown to behave in Section 4.2. Once again, the buried defect can be viewed 

as subtracting its electric field and reinjecting the reflected light with a new phase, while 

the focal variation serves to rotate a defect vector arm about the background electric field, 

as shown schematically in Figure 4.5. The addition of these vectors serves to create a 

maximum printability impact at the focal value that rotates the defect vector arm so that it 

points completely opposite the background field (180º phase difference). As a side note, 
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the plots from Figure 7.5abc can be compared to the diagrams in Figure 7.7 by simply 

imagining a diagonal cut line across the printability maps. 

 One of the more useful aspects of these maps can be demonstrated by comparing 

all the defect sizes along the 0.7 contour at zero focus, which will allow the extraction of 

a key parameter that will characterize whether a defect will be printable without running 

a simulation. Table 7.1 shows the defect sizes along the 0.7 dip strength contour for both 

Gaussian and box defects, while Figure 7.8a plots the original defect volumes as a 

function of the original defect’ s aspect ratio (max height/FWHM or max height/width) 

for both the Gaussian and box defects. A striking similarity can be immediately seen, that 

their volumes are nearly constant for all aspect ratios and both shapes. This implies that a 

defect must have a minimum volume (~160 nm3) in order to be printable, regardless of its 

physical shape or dimensions. A general rule can now be formulated: an arbitrary 2D line 

Table 7.1. Printability size parameters extracted from 0.7 dip strength contours of 2D line defects 
coated with a standard deposition process. 

Box Defect Gaussian Defect
Original Size (nm) Volume Original Size (nm) Volume
Width Height (nm^3) FWHM Height (nm^3)

7.2389 25 180.9725 6.579 25 175.0782
7.5 24.1508 181.131 7.1797 22.5 171.9575

8.0316 22.5 180.711 7.5 21.3698 170.6059
8.8745 20 177.49 8.0335 20 171.0279
9.8328 17.5 172.074 9.091 17.5 169.3487

10 17.1398 171.398 10 15.6865 166.9776
11.2537 15 168.8055 10.4441 15 166.761

12.5 13.1987 164.9838 12.3393 12.5 164.1847
13.2636 12.5 165.795 12.5 12.332 164.0876

15 11.2369 168.5535 15 10.2097 163.0183
16.4644 10 164.644 15.2907 10 162.7645

17.5 9.3395 163.4413 17.5 8.8341 164.5631
20 8.3307 166.614 20 7.7282 164.5283

21.6772 7.5 162.579 20.5726 7.5 164.2414
22.5 7.2173 162.3893 22.5 6.991 167.438

25 6.5215 163.0375 25 6.4691 172.1536
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defect coated with a standard deposition process will be printable if its defect volume 

exceeds 160nm3.  

A closer look at Figure 7.8b shows that there is a slight dependence on the aspect 

ratio, namely that slightly larger defect volumes can be tolerated if their aspect ratios are 

large. The plot in Figure 7.8b is slightly deceptive however, because larger aspect ratio 

defects actually undergo a slight clipping effect that may not be physically real when 

coated with the growth model. Figure 7.9 demonstrates how larger aspect ratio defects 

begin to become clipped, so their actual volumes are slightly smaller than those 

calculated from their original defect dimensions.  As such, the upward trend seen in 

Figure 7.9. Effects of standard model growth on various aspect ratio defects. Clipping begins to affect 
aspect ratios greater than about 1.5. (a) Low aspect ratio. (b) Mid level aspect ratio. (c) High aspect 
ratio. 

Height: 7.5nm
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Width: 7.5nm
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Clipping 

Figure 7.8. (a) Original substrate defect volumes for printable defects coated with a standard 
deposition process at zero focus. (b) Zoomed picture of (a). 
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Figure 7.8b is slightly exaggerated by this clipping effect, and the actual volumes of these 

higher aspect ratio defects are probably smaller and thus the defect printability volume is 

more constant across all aspect ratios than the graph might suggest.  

 Defect printability maps for 3D defects coated with the standard deposition 

process can also be generated. For simplicity in generating the 3D defects, the width in 

both the x and y directions was assumed to be the same. Figure 7.10a plots the volumes of 

printable 3D defects as a function of their aspect ratio for both Gaussian and box defects, 

while Table 7.2 lists the defect sizes along the 0.7 contour. Constant volumes for defect 

Table 7.2. Printability size parameters extracted from 0.7 dip strength contours of 3D defects coated 
with a standard deposition process. 

Box Defect Gaussian Defect
Original Size (nm) Volume Original Size (nm) Volume
Width Height (nm^3) FWHM Height (nm^3)

29.0838 35 29605.36 23.206 35 21356.65
29.7345 30 26524.21 24.0908 30 19728.23

30 28.9742 26076.78 25 26.1378 18510.3
31.3796 25 24616.98 25.4875 25 18401.74
33.1026 20 21915.64 28.0548 20 17836.46
34.9466 15 18318.97 30 17.1121 17450.59

31.6912 15 17069.98

Figure 7.10. (a) Original substrate defect volumes for printable 3D defects coated with the standard 
deposition process at zero focus. (b) Various contours for smaller defects at constant dip strength 
show constant volume. Clipping is therefore likely responsible plot (a) not being constant in volume. 
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printability are no longer observed to be true. However, the size of these defects are 

larger than their 2D counterparts and have a large amount of clipping that occurs for all 

aspect ratios, especially box defects. Box defects are more vulnerable to clipping, since 

they have sharp corners that protrude outwards and this manifests itself in the larger 

upward slope in Figure 7.10a for box defects. To verify that clipping is the cause for non-

constant volumes across aspect ratios, Figure 7.10b compares various dip strength 

contours which are generated by 3D defects that are smaller and thus have less clipping. 

It can be seen that these contours obey a more constant volume prediction just like in 2D.  

 

7.5 Smoothing Deposition Landscapes 

 

The same procedure in Section 7.4 can be performed on 2D line defects coated 

with the smoothing process. Both Gaussian and box defects were simulated with widths 

of 20nm – 100nm in steps of 10nm and with heights of 10nm – 100nm in steps of 10nm. 

The printability maps for 2D line Gaussian defects coated with the smoothing process are 

plotted in Figure 7.11 along with the same 0.7 and 0.25 dip strength contours. The 

contour extraction of both shapes allows the defect sizes and volumes to be computed for 

defects that just start to become printable. Figure 7.12 plots the original defect volumes as 

a function of the original defect’ s aspect ratio (max height/FWHM or max height/width) 

for both the Gaussian and box defects with a focus of zero, while the defect sizes on the 

0.7 contour are listed in Table 7.3. Clearly, no such general rule of thumb based on the 

volume of the substrate defect can be formed since the smoothing process changes the 

defect profile based on its shape. This effect was previously noted in Chapter 6 when 



 155 

Figure 7.11. Printability landscape maps for 2D line Gaussian defects coated with the smoothing 
process for various heights and widths. Contour lines are also shown: black (0.7) and white (0.25).  
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Gaussian defects were shown to print worse than box defects when using the smoothing 

process. Figure 7.12 demonstrates the ability of the smoothing process to rapidly mitigate 

the effect of a defect with steep sidewalls, as box defects are allowed to have much larger 

volumes compared to the more smooth Gaussian shape before beginning to print. Figure 

7.12 also shows that higher aspect ratio defects can be tolerated significantly better than 

low aspect ratio defects due to the smoothing. For instance, a defect with an aspect ratio 

of 3 is required to have 3 times more volume than a very low aspect ratio defect to 
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Figure 7.12. Original substrate defect volumes for printable 2D line defects coated with the 
smoothing deposition process at zero focus. 

Table 7.3. Printability size parameters extracted from 0.7 dip strength contours of 2D line defects 
coated with the smoothing deposition process. 
 

Box Defect Gaussian Defect
Original Size (nm) Volume Original Size (nm) Volume
Width Height (nm^3) FWHM Height (nm^3)

41.7276 100 174119.3 67.5717 100 129033.2
43.8851 90 173331.2 68.908 90 123484.7
46.1953 80 170720.5 70 82.5104 116832.9
48.7172 70 166135.6 70.5194 80 108860.1

50 65.4978 163744.5 72.7662 70 99626.1
51.9945 60 162205.7 75.1948 60 89086.69
55.819 50 155788 78.0163 50 86812.1

60 40.0313 144112.7 80 44.6177 79058.27
60.0162 40 144077.8 82.266 40 66824.23
65.5604 30 128945 88.9066 30 52342.53

70 22.3416 109473.8 90 29.048 49903.83
71.5864 20 102492.3 100 22.2058 38009.58
78.727 10 61979.41
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Figure 7.13. Printability landscape maps for 3D Gaussian defects coated with the smoothing process 
for various heights and widths. Contour lines are also shown: black (0.7) and white (0.25).  
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achieve the same printability. The smoothing deposition makes understanding defect 

printability much more difficult because there is not a single defect parameter that can be 

directly linked to printability (like volume was for standard coated defects). Thus, 

simulations will be needed to understand a smoothed defect’ s printability.  

 Finally, 3D printability maps can be generated for defects coated with the 

smoothing process. Figure 7.13 shows the image dip strengths for 3D Gaussian defects 

across a host of different sized defects. For simplicity, all 3D defects were assumed to 

have the same width in the x and y directions. These printability maps are similar to their 

2D counterparts and the 0.7 dip strength contour can be extracted from the f=-150nm plot 

and the defect volumes can be plotted in Figure 7.14. Figure 7.14 is very similar to Figure 

7.12 and shows the same generality that box defects are smoothed much better than 

Gaussian defects. Again, it is seen that the smoothing deposition process turns defect 

printability into a complicated process that is shape and aspect ratio dependent, allowing 

no general rules of thumb can be utilized to understand defect printability without 

performing simulations. 
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7.6 Conclusions 

 

 The ray tracing method was shown to be accurate for modeling off axis 

illumination incident on the EUV mask blank. The accurate modeling of off axis 

illumination will be necessary for more accurate studies of EUV printability when more 

advanced illumination settings are used, since the constant scattering approximation will 

begin to break down. FDTD and the ray tracing method begin to differ in dip strength 

predictions for angles >9º. This difference stems from the numerical dispersion 

documented in Chapter 6 which changes the Bragg transition region and leads the FDTD 

method to predict wrong background reflection levels. At these larger angles of 

illumination, the ray tracing method may very well be more accurate than FDTD. 

The ray tracing approach was also shown to accurately predict defect printability 

for defects coated with the standard deposition process. The accuracy attained on the 

smoothed defects shown in Chapter 6 as well as standard coated defects, which are more 

topographically challenging, shows that the ray tracing method is very robust for 

different deposition techniques and should be sufficient to predict defect printability as 

future deposition strategies are unveiled.  

The defect printability maps generated for standard coated defects showed that a 

key parameter for defect printability is the defect’ s volume. In 2D, any arbitrary shape 

and dimensions were found to successfully print when the defect’ s volume was larger 

than 160nm3.  The extrapolation of this rule to 3D defects coated with the standard 

deposition process was more difficult. The size of 3D defects that began to print under 

standard deposition conditions was large enough that the growth model began to show 
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clipping of the defect. This clipping is probably not physically real since the standard 

deposition process does not have an etching step. The impact of clipping, however, is 

seen in the volume results which require greater volumes at higher aspect ratios in order 

to successfully print.  

Defect printability maps for 2D and 3D defects coated under the smoothing 

process were generated. Smoothed defects have significant clipping of the defect from 

the etching step which dramatically lowers the actual volume of the defect on the 

substrate and alters its printability. The clipping effect is highly shape and aspect ratio 

dependent, making it difficult to create a general printability rule for such defects. 

However, if the substrate volume after clipping were calculated, it is likely a constant or 

nearly constant volume rule would result. The difficult part is predicting the changed 

volume from the deposition process.  

Of final note, Chapter 6 showed that the defect printability is highly dependent on 

the deposition process. The defect printability maps in this Chapter were generated from 

defects coated with the growth model developed by Stearns [42]. Different multilayer 

growth models will likely produce different printability results. 
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8 EUV Simulation Extensions: 
Defect Feature Interactions 
and Inspection 

 
 

This Chapter will explore extensions of the ray tracing methodology to two 

additional challenges in EUV lithography. The first extension is to link the buried defect 

simulator to a new thin mask model for transmission through absorber features to rapidly 

assess a buried defect’ s impact on the printability of nearby features. Toward this end, the 

underlying physics of an absorber edge scattering is thoroughly investigated and 

simplified models for two of the key physical effects are shown to produce excellent 

results when compared to FDTD edge scattering. The simplified model effectively 

converts the electrically thick nature of the abVRUEHU�SDWWHUQV��a��QP�RU�a� �WKLFN��LQWR�D�
thin mask model, while capturing all of the appropriate effects that are demonstrated in 

the far field image. Line and space example patterns for dense 32nm, 22nm, and 15nm 

features (on wafer) will be shown which demonstrate the accuracy of the new thin mask 

model for even very tight pitches.  

The second extension is to show the buried defect simulator can accurately handle 

the case of optical inspection, where the wavelength of light is much larger (488nm or 

266nm) than the EUV 13.4nm exposure wavelength. At these larger wavelengths, the 

refractive indices are considerably different from those at EUV wavelengths and the 

defect sizes become significantly sub-wavelength, resulting in vastly different scattering 
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profiles and conditions. The buried defect simulator will be shown to accurately handle 

the case of optical inspection, despite a dramatically altered scattering environment. 

 All of the simulations performed in this Chapter assume that the absorber features 

are 70nm in height and made of TaN with a refractive index at � �13.4nm of nTaN = 

0.9272128642 – j*0.0429253317. For the inspection simulations, the refractive indices of 

the multilayer materials DW� � ����QP�DUH nsilicon = 3.2942 – j*3.6812, nmoly = 4.47784 –

j*1.14546, and nru = 3.16 – j*4.71. All other parameters for the multilayer are similar to 

those used in previous chapters. 

 

8.1 Method for Linking Feature Transmissions and Buried Defects 

 

 The complete EUV photomask scattering problem is shown schematically in 

Figure 8.1 and can be decomposed into two smaller problems: 1) a transmission through 

the absorber features and 2) a reflection from a non-planar multilayer. Evanschitzky [53] 

has also noted a similar decomposition can effectively handle the full scattering problem 

by linking FDTD transmission through absorber features to a simplified model for 

Figure 8.1. Complete EUV photomask domain with absorber features placed on top of a multilayer 
reflection stack. A buried defect is shown sitting below the multilayers. 

Reflection from 
multilayer

Transmission 
through 
Features



 163 

defective multilayers. The methodology developed in Chapter 5 has already been 

demonstrated to effectively handle the second part of the EUV scattering problem, and so 

a fast and accurate method for handling the transmission through the absorber features is 

all that is needed to completely model the problem.  

 Once appropriate methodologies have been identified for each part of the 

problem, they can be linked together by the flow chart in Figure 8.2. An incident plane 

wave onto the example structure in Figure 8.1 can be reflected and transmitted through 

the absorber features via an appropriate simulator. The electric fields below the absorber 

features can be Fourier transformed into its plane wave spectrum and each plane wave 

fed into the buried defect simulator. The total reflection from the defective multilayer can 

again be Fourier transformed into its plane wave spectrum and each plane wave 

transmitted upward through the absorber features a second time. In this manner the 

electric fields have been doubly diffracted by the absorber features during the downward 

and upward pass. The total scattering from the EUV problem can then be made by adding 

the initial reflection from the absorber features with the final output of the doubly 

diffracted electric fields. This simple process ignores any secondary coupling between the 

absorber features and the multilayer reflection. A full scattering matrix approach could 

also be used to understand multiple re-reflections between the absorber features and the 

Figure 8.2. Proposed methodology flow for linking feature printability and buried defect printability. 
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multilayer structure. This approach would cause a significant increase in the computation 

time since each individual plane wave would couple into a set of many diffracted plane 

waves. However, the reflected fields computed from both objects for each angle of 

incidence could be reused for each additional reflection that occurs. It is anticipated that 

these second order effects are relatively small, since the reflection from the absorber 

features is on the order of 4% and should decay very quickly. Of final note, the initial 

incident plane wave can be generalized to a set of plane waves to account for partial 

coherence incident on the mask. The above process would then be repeated for each 

plane wave. 

 The full process outlined in Figure 8.2 will undoubtedly take longer to fully 

simulate an EUV structure than the buried defect simulator alone. While the additional 

step of creating a thin mask transmission function will not add appreciably to the runtime, 

the buried defect simulator will have to be run multiple times to properly reflect the 

diffracted fields passing down through the absorber features. A single incident plane 

wave will transmit through the absorber and be diffracted into a new set of n plane waves 

which each must be simulated with the buried defect simulator. Each of the n plane 

waves incident on the multilayer will produce another n plane waves that must be 

propagated upwards through the absorber features. In this sense, the full method will 

need to run the buried defect simulator at least n times, and thus should be at least n times 

slower when simulating features on top of a buried defect. A good estimate for a large 3D 

simulation would be about 50-100 times slower. 
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8.2 Analysis of Physical Edge Scattering 

 

 Before developing an appropriate model for transmission through the absorber 

features, the physical mechanisms that occur during transmission must be characterized 

and understood. There are three distinct regions in Figure 8.3 that must be analyzed to 

understand the transmission through the absorber features. First, a large dark area of 

absorber can be simply understood and characterized by understanding the transmission 

and reflection from a single bilayer made of the absorber material with the absorber’ s 

thickness. This can be easily modeled by Equations 5.7 and 5.8 which characterize the 

reflection and transmission from an arbitrary bilayer. Second, a large open area of the 

photomask can easily be understood by simply propagating the incident plane wave in 

free space by a distance equal to the absorber thickness. The last region consists of the 

area in the vicinity of an absorber edge. This region is the most interesting 

electromagnetically and the most complicated to understand. FDTD analysis will aid in 

verifying some of the physical characteristics that can be expected from scattering near 

an edge. 

 
Figure 8.3. Definitions of (a) left absorber edge and (b) right absorber edge. 
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 A simple manner to probe the edge scattering effects is to take the large dark area 

solution (a thick bilayer) and the large open area solution (propagating a wave in free 

space) and place each one next to an edge. This analysis forces two imposed solutions on 

Maxwell’ s equations on each side of the edge. Maxwell’ s equations will then respond to 

these imposed solutions, creating additional fields that will simply add via superposition 

to make the imposed solutions satisfy the appropriate boundary conditions at the edge 

interface. These additional fields can be viewed as physical response fields associated 

with approximating a thick mask scattering problem with a thin mask model based on 

vertical propagation. These response fields must also be modeled to fully calculate the 

near field transmission.  

Two types of edges, a left edge and a right edge, will have to be investigated to 

deal with the edge orientation relative to off-axis illumination. A left edge is defined in 

this analysis as an edge with absorber on the left and air on the right with the incident 

light coming across the edge from left to right, as shown in Figure 8.3a. A right edge is 

defined in this analysis as an edge with absorber on the right and air on the left with the 

incident light coming across the edge from left to right, as shown in Figure 8.3b. Each 

type of edge can be analyzed under normal incidence and off-normal incidence.  

Under normal incidence light, both a left edge and a right edge behave as mirror 

images of each other, so only a left edge will be investigated. The first half of the 

imposed solution, the light propagating down on the air side of the edge, will have to set 

up a new set of fields within the absorber to satisfy the boundary conditions on the edge. 

Snell’ s Law and the Fresnel Equations (Equations 5.3 and 5.5) show that the plane wave 

propagating down the interface will have a transmission coefficient of 0 along the 
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interface, showing that no energy is transferred across the vertical interface and an 

evanescent wave is set up in the absorber that decays exponentially laterally into the 

absorber but propagates vertically down the edge interface. The second imposed solution, 

a plane wave propagating vertically down the interface in the absorber region, the plane 

wave will actually refract out of the absorber material and begin propagating in the air at 

an angle of about 23º relative to the vertical. This angle can be directly calculated by 

solving Equations 5.3 for 2�JLYHQ� 1 = 90º. These two effects can be seen in Figure 8.4, 

where FDTD has simulated a TE plane wave scattering from an isolated left absorber 

edge. Figure 8.4a shows the total electric fields in the vicinity of the edge, while Figure 

8.4b shows the total electric fields of an edge with the imposed solutions subtracted out. 

Obviously from Figure 8.4b, the response fields from imposing these two solutions come 

from the edge effects, which were expected.  

The physical response fields can be further analyzed by looking at their phase and 

instantaneous magnitudes. On the left of the edge location in Figure 8.5, an evanescent 

field is set up inside of the absorber while a refracted transmitted wave is being generated 

on the right side of the edge location in air. These effects are the two first order 

corrections that were described above to the imposed solutions. The refracted wave’ s 

angle can be measured and it appears to be traveling at approximately 23º which was 

predicted. Another interesting effect is seen in Figure 8.5a whereby a point source is 

actually radiating from the top corner of the absorber edge. Figure 8.5b confirms the 

cylindrical nature of the point source by looking at the phase of the error fields.  

A left and right edge can be analyzed at an off-axis angle by looking at FDTD 

simulations as well. A left edge will still have a refracted wave propagating from the 
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Figure 8.4. (a) |E| for isolated left absorber edge with absorber outline, (b) |E| of error field for 
isolated left absorber edge with absorber outline. 
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Figure 8.5. (a) Instantaneous error field for isolated left absorber edge with absorber outline at normal 
incidence, (b) Phase of error field for isolated left absorber edge with absorber outline at normal 
incidence. 
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Figure 8.6. (a) Instantaneous error field for isolated left absorber edge with absorber outline for a 12º 
incident wave, (b) Instantaneous error field for isolated right absorber edge with absorber outline for 
a 12º incident wave. 
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absorber material into the air region due to the double refraction at the top surface and the 

edge interface. The angle of the refracted wave will be larger with an off-axis incident 

wave since the additional incident angle will provide an even larger refracted angle. The 

evanescent field within the absorber material, however, will be greatly diminished with 

angle due to the shadow region created by the thick absorber feature. Figure 8.6a shows 

the response fields for a left absorber edge for an incident off-axis plane wave. The 

double refracted wave is clearly seen and the evanescent field inside the absorber is 

significantly reduced. A point source at the top corner of the absorber is also present, just 

like at normal incidence. A right edge will have some interesting changes at off-normal 

incidence. First, the incident light impinging on the edge will be totally externally 

reflected (TER) from the edge interface for any incident angle less than 23º (note that this 

angle is consistent with the previous angle of minimum angular deviation for a refracted 

wave due to reciprocity). This reflection creates a wave propagating at the negative 

incident angle that folds back on top of the original incident wave. The TER at the 

interface also creates an evanescent field inside the absorber material. The refraction at 

the top surface of the absorber creates a shadow region in the absorber material that limits 

any refraction of light back out of the absorber into the air. Figure 8.6b shows the 

instantaneous response electric fields from a right absorber edge. The TER can be 

immediately seen to the left of the edge location and its angular spread is significantly 

less than the double refracted wave (which is absent from the right edge) for the left edge 

case. The evanescent field from the TER can also be seen inside of the absorber. A point 

source can once again be seen emanating from the top corner of the absorber edge.  
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8.3 Simplified Model of Feature Transmission 

 

 The simple thin mask transmission model that was used as an imposed solution on 

Maxwell’ s equations is the starting point of a simplified model for predicting the 

transmission of a plane wave through the absorber features. The physical response fields 

discussed in the above section represent the sources of error that the thin mask model 

makes relative to a rigorous solution for the diffraction scattering. It appears that 

significant errors are encountered when imposing the thin mask model onto the scattering 

from an isolated edge. Point sources, refracted fields, TER fields, and evanescent fields 

are all missing from the thin mask model and cause significant deviations to be 

encountered in the vicinity of an absorber edge. Each one of these effects would need to 

be accurately modeled and added to the thin mask approximation to obtain an accurate 

near field description of the edge scattering.  

However, all except for one of these sources of error can be largely ignored in the 

far field image since their effects are mostly contained in the high spatial frequencies that 

scatter outside of the imaging optic. This limited angular collection will allow three of the 

four response fields to be neglected in a new scattering model. First, the evanescent fields 

are likely negligible in the far field due to the nature of evanescent fields and the high 

spatial frequency content of their laterally localized fields. Second, the refracted waves 

can also be largely ignored because they propagate at a minimum angle of 23º, which is 

significantly larger than the maximum collection angle of the EUV optic with an NA = 

0.4. Similarly, the TER fields can be neglected because they propagate at negative the 

incident angle. This is because EUV systems are telecentric about 6º and the TER fields 
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would scatter to an angle equal to their propagation angle plus 6º out of the center of the 

pupil. This argument means the TER fields will likely scatter outside of the pupil as well 

for incident angles greater than 3º. A sine effect can be used to argue that TER fields 

under 3º are also negligible since the amount of absorber edge that the incident fields 

actually see is proportional to the sine of the incident angle. Thus, the magnitude of those 

TER fields that are under 3º is likely very small. The point sources observed in Figures 

8.5 and 8.6 cannot be neglected, however, since they fill the entire pupil of the imaging 

system and will definitely contribute some energy to the final observed image.  

To prove that the above approximations are reasonable, cut lines of the thin mask 

model and the rigorous FDTD results must be compared. Figure 8.7 shows the calculated 

magnitude and phase of the near field transmissions of a normally incident plane wave 

for FDTD and the thin mask model for two edges separated by a large distance. The thin 

mask model is quite accurate far away from the edge locations, while significant errors 

are observed close to the edge. A better understanding of the errors can be obtained by 

Figure 8.7. Cut lines below the absorber for the electric field from a normally incident plane wave. 
Solid blue lines are FDTD and red dashed lines are the thin mask model. (a) magnitude and (b) phase. 
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looking at the spectrums of the two methods, as shown in Figure 8.8. For angles within a 

±20º cone, the thin mask model is predicting very nice results compared with FDTD for 

all of the odd orders, but all of the even orders are wrong. The thin mask model assumes 

a perfectly odd function describes the transmission function, leaving all the even orders 

set to zero. From Fourier analysis, the even orders come from an even symmetry in the 

transmission function that is double the period of the original odd function. Figure 8.8 

shows that the even orders are nearly flat across all the angles of interest, and so a simple 

model for these even orders is to simply add a constant background to the even orders 

that exactly matches those taken from the FDTD solution. Doing this and inverse Fourier 

transforming the constant even orders, results in a spatial representation of the error fields 

between FDTD and the thin mask model when looking inside a small angular cone. 

These error fields turn out to simply be shifted and scaled impulse functions that occur at 

the absorber edges! So in fact, the point sources observed in Figures 8.5 and 8.6 at the 

corners of the absorber are the only edge effects needed to improve the thin mask model. 

And these can be modeled by simply adding the scaled impulse functions to every edge 

Figure 8.8. Angular spectrum of cut lines for two absorber edges very far apart for both FDTD and 
the thin mask model.  
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in the simulation. Figure 8.9a shows a new transmission function with the corner point 

sources added plotted on a log10 scale, while Figure 8.9b shows the |E| of the spectrum 

from both FDTD and the improved thin mask model. The point sources can be more 

clearly seen on the log scale and provide a constant background in the even orders in the 

corresponding spectrum. In this manner, the corner point sources will need to be 

characterized for the type of material and thickness that is used for the absorber using a 

single FDTD simulation, but these point sources will then scale any arbitrary 

configuration. The point sources for the TaN absorber with thickness of 70nms are: 

Equations 8.1, 8.2: 
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An investigation into the phase of the spectrum is needed to fully characterize an 

isolated edge scattering. Figure 8.10a shows the phases of the angular spectrums for the 

FDTD results and the improved thin mask model for a normally incident plane wave. 

Clearly the phases of the thin mask spectrum are significantly different from the phases 

Figure 8.9. (a) New transmission function with corner point sources plotted on a log10 scale with the 
FDTD results. Solid blue lines are FDTD while red dashed are the thin mask model. (b) the spectrum 
of the two methods showing excellent agreement in all of the orders.  
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of the FDTD results. The thin mask model has zero phase dependence on the angular 

spectrum while the FDTD has an almost parabolic dependence on spectrum angle. This 

effect most likely comes from the instantaneous aperturing assumptions built into a thin 

mask model. As its name suggests, a thin mask is infinitely thin and its effects on an 

incident plane wave are instantaneous. However, the EUV absorber features are very 

thick (~5 ��DQG�WDNH�VRPH�SURSDJDWLRQ�GLVWDQFH�WR�DFWXDOO\�DUULYH�DW�WKHLU�ILQDO�YDOXHV�
below the mask absorber. If the improved thin mask model is propagated forward by 

some distance zo, the flat phase dependence will begin to take on the characteristic 

Figure 8.10. (a) Spectrum phases of thin mask model and FDTD without propagation (b) Spectrum of 
phases of thin mask model and FDTD with 40nm propagation.  
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parabolic (or spherical wave) phase dependence for the angular spectrum. The 

propagation distance zo will also depend on the material properties and thickness of the 

absorber, just like the corner point sources. However, the propagation distance can be 

characterized for the type of absorber and then used for arbitrary configurations of 

absorber edges. For the 70nm thick TaN absorber in these simulations, zo = 40nm was 

found to match the spectrum phases very nicely, as seen in Figure 8.10b. The 40nms 

seems reasonably valid since it represents about half the absorber thickness. 

 The simple model proposed above should work for off-axis illumination as well, 

since the point sources are relatively independent of angle of incidence. The constant 

spectrum approximation can therefore be used as a simple way to model off-axis 

illumination. The final methodology for obtaining a thin mask model of transmission 

through EUV absorber features is a four step process: 

 

1) Create an on-axis, binary transmission function by looking at the transmission 

through a large open area and a large dark area of the mask.  

2) Add scaled impulse functions to every edge in the pattern. 

3) Shift the 0th order of the transmission function to the appropriate incident 

angle. 

4) Propagate the orders by zo and inverse Fouier transform to obtain the near 

fields. 
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8.4 Examples: Dense Line and Space Pattern Transmissions 

 

 The simplified model for a thin mask transmission function described in the 

previous Section worked very well for modeling an isolated EUV absorber edge. It is 

only natural to question whether such a simple model will hold as feature edges become 

significantly closer together. This Section provides several examples of feature 

transmissions through dense line and space patterns. Since the targeted entry of EUV 

lithography is below the 32nm node, three line space patterns (32nm, 22nm, and 15nm 

features on wafer) will be tested for both polarizations at three different angles of 

incidence (0º, ~6º, ~12º), resulting in 18 test cases. 

 The 32nm line and space pattern actually has dimensions of 128nm on the mask 

(4X magnification). To properly compare the FDTD and thin mask model results, the 

final transmissions can be filtered down to only those plane waves physically entering a 

NA=1.0 system operating at 4X reduction, resulting in an angular collection cone of 

about ±15º. Since real EUV systems will operate at significantly reduced NA’ s, the true 

results are expected to be even better than those compared here. Figure 8.11 shows the 

filtered near field magnitude and phase for the TE polarization at various angles of 

incidence on the mask. Clearly, the thin mask model does an exceptional job of modeling 

the FDTD results for 0º and 6º, however, the model becomes less accurate as the angles 
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Figure 8.11. Filtered (NA = 1.0), coherent, near field transmissions of a TE plane wave for various 
angles of incidence through line space patterns giving 32nm features on the wafer. 
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Line-Space Mask Transmission - 22nm Features

0

0.2

0.4

0.6

0.8

1

1.2

0 100 200 300

x-axis (nm - 4X)

|E
|

FDTD

Thin Mask

Line-Space Mask Transmission - 22nm Features

-2.5

-2

-1.5

-1

-0.5

0

0.5

1

0 100 200 300

x-axis (nm - 4X)

P
ha

se
 (

R
ad

ia
ns

)

FDTD

Thin Mask

Figure 8.12. Filtered (NA = 1.0), coherent, near field transmissions of a TE plane wave for various 
angles of incidence through line space patterns giving 22nm features on the wafer. 
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Line-Space Mask Transmission - 15nm Features
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Figure 8.13. Filtered (NA = 1.0), coherent, near field transmissions of a TE plane wave for various 
angles of incidence through line space patterns giving 15nm features on the wafer. 
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approach the more oblique 12º angles. While the TM data is not shown, the thin mask 

model works very well for this polarization as well. 

 The 22nm line and space pattern actually has dimensions of 88nm on the mask 

(4X magnification). Again, the near fields can be filtered down to an angular collection 

cone of about ±15º. Figure 8.12 shows the filtered near fields for the TE polarization for 

various angles of incidence on the mask. Once again, the thin mask model does an 

exceptional job of modeling the 0º and 6º angles, while the model becomes less accurate 

as the angles approach more oblique incidence. While the TM data is not shown, the thin 

mask model works very well for this polarization as well. 

 Finally, a very aggressive 15nm line and space pattern was tested which actually 

has dimensions of 60nm on the mask (4X magnification). Figure 8.13 shows the filtered  

(±15º) near fields for the TE polarization at various angles of incidence on the mask. 

Even at these very small feature sizes, the thin mask model predicts the filtered near 

fields very well for the 0º and 6º fields, while the 12º fields become significantly prone to 

errors. While the TM data is not shown, the thin mask model works very well for this 

polarization as well.  

 The above examples show that a simplified model for absorber feature 

transmission can be implemented and have extremely good accuracy. All the structures 

tested began to lose accuracy as the angles approached more oblique 12º. Most likely the 

simple point source model begins to break down at higher angles of incidence, and a 
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more complicated model that takes into account the angular dependency of the point 

source will have to be implemented if higher accuracy is desired. To confirm this, an 

isolated edge illuminated at 12º incidence can be use to observe what happens to the even 

orders. Figure 8.14 shows the magnitude of the diffracted spectrum from the isolated 

edge with a 12º incident plane wave. The even orders begin to become asymmetrical for 

off-axis illumination and this is a likely cause for the errors observed in the above 

examples. The examples also show absorber edges on EUV masks can be modeled as 

independent edges with very little interactions on a single transmission through the 

features. Dense line and space features down to 15nm were shown to be sufficiently 

independent to allow the thin mask model to accurately approximate the transmission. 

 As a final proof of concept, the total reflection from a defect free 32nm line and 

space pattern will be calculated according to the procedure outlined in Figure 8.2 and 
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compared to a full FDTD simulation for the same pattern. Figure 8.15 shows the final 

reflected electric fields which have been filtered down to only those waves entering a 4X 

system centered at 0º with an NA = 0.4. Clearly, the thin mask model and FDTD are 

agreeing very well, and so this method for simulating features has been verified.  

 

8.5 Inspection Simulations 

 

 Inspection simulations present a vastly different scattering environment compared 

to exposure wavelengths since the material properties (see beginning of Chapter 8) of the 

multilayer are significantly changed at optical (488nm or 266nm) wavelengths. For 

instance, the top surface of the capping layer is now responsible for about 85% of the 

observed reflection coefficient. The top layer’ s importance is due to a significantly larger 

refractive index contrast between air and the capping layer, and also that optical 

Figure 8.15. Full reflection from a 32nm line and space pattern for FDTD and the thin mask model 
linked to analytic calculations of reflection from a perfect multilayer structure. (a) Magnitude, (b) 
Phase. 
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wavelengths entering the multilayer experience a 5-50X smaller skin depth (more decay) 

than at EUV wavelengths. Therefore, it is only the top few bilayers that actually 

contribute any significant part of the total reflection.  

 Inspection simulations are always challenging since the imaging systems operate 

at 1X and typically have very large NAs. The resulting angular collection cone is very 

wide and nearly all propagating orders must be computed correctly. This need for highly 

accurate results across all angles of propagation might severely constrain the 

implementation of a simple and fast method to model inspection. Aside from this 

concern, an investigation into the 3 key assumptions of the ray tracing method is needed 

to really understand whether it is sufficient to simulate the reflection in this changed 

material environment. The first key assumption that the forward diffraction is negligible 

has not changed. This assumption relied on the inverse nature of the two surfaces within 

the bilayer, which is directly related to the geometry. Since, only the scattering 

wavelength has changed in inspection simulations, this key assumption has not been 

violated.  

Second, the ray tracing method assumed that multiple back scattering was 

negligible. This assumption relied on the fact that the largest multiple back scatter event 

had to undergo at least 2 more reflections relative to the primary reflection. So the 

PDJQLWXGH�RI�WKHVH�HYHQWV�ZRXOG�VFDOH�DV� 2 in the worst case. The reflection coefficients 

for the interfaces in the multilayer are about 7X larger than at EUV wavelengths, 

resulting in multiple back scatter events that are likely 50X larger. This increase is 

tempered, however, by knowledge that the first layer is responsible for 85% of the 

observed reflection coefficient, which makes it impossible for a majority of the energy to 
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even enter the multilayer and undergo multiple back scatter events. Additionally, the skin 

depth of the multilayer materials at these optical wavelengths is 5-50X shorter than at 

EUV wavelengths. This creates an environment where it is very difficult for light to 

move large distances inside the multilayer and retain its energy, limiting multiple 

reflections inside the stack. The shorter skin depth and larger reflection at the top surface 

act in conjunction to allow multiple back scatter events to be ignored. 

The third and final key assumption is that resonance can be anticipated and 

analytically corrected for inside the stack. Nothing physical has changed to compromise 

this assumption and it can easily be accomplished. The shorter skin depths discussed in 

the previous paragraph also help to cut the efficiency of resonance in the multilayer such 

that the resonance conditions have not changed too dramatically from that seen at EUV 

wavelengths. 

 The accuracy of TEMPEST, the ray tracing method, and the SSA were all tested 

on a buried Gaussian defect that was 100nm high with a 100nm FWHM. The defect was 

coated with the smoothing process resulting in a peak disturbance of 15nm on the top 

surface of the multilayer. Each of the three simulation methods were then used to 

calculate the reflected fields. Figure 8.16 shows the near reflected fields, filtered down to 

all propagating waves (NA=1.0, 1X) for the FDTD and ray tracing methods. The SSA 

method is producing nearly identical results as the ray tracing method and is not shown. 

The similarity between the SSA and the ray tracing results at inspection wavelengths is 

expected since so much of the reflection coefficient is dependent on the top surface. All 

methods appear to be giving reasonably similar results. Once again, an inconsistency 

exists between the background level that FDTD is predicting compared to the ray tracing 
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method. To understand which background level is more accurate, the analytic 

background electric field was calculated and is plotted in Figure 8.16a. Clearly, the ray 

tracing methodology is calculating the background level more accurately than FDTD. 

The discrepancy of the FDTD results likely stems from the unusually high cell density 

(~700 cells/wavelength) that inspection simulations must operate at to accurately describe 

the multilayer geometry. The extremely high cell densities might allow roundoff errors to 
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significantly increase when subtracting neighboring cells that have electric fields that are 

too similar due to their close proximity. 

Another issue with the FDTD data is that there is an asymmetry to the reflection 

coming from a perfectly symmetric scattering object. The asymmetry shows up more 

clearly in the diffracted orders shown in Figure 8.17. The FDTD spectrum is tilted with 

respect to the spectrum from the ray tracing method, which is perfectly symmetric. The 

asymmetry is therefore due to some numerical noise within the FDTD algorithm or 

possibly due to the staggered electric field grid that FDTD uses for updating the E and H 

Figure 8.17. Plots of the filtered near field spectrum for all propagating waves scattered from a 
100nm high Gaussian defect with a FWHM of 100nm coated with the smoothing process.                
(a) Magnitude, (b) phase. 
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fields. Because of these inconsistencies, the ray tracing method and the SSA are believed 

to be more accurate than FDTD for simulating the case for inspection. Also, since SSA 

and the ray tracing methodology are giving nearly identical results, the SSA method 

should probably be used because of its simple implementation. 

 

8.6 Conclusions 

 

 A complete methodology was proposed for simulating the impact of buried 

defects on absorber feature printability. The methodology relied on breaking the full 

EUV scattering problem into two simpler parts: 1) a transmission through the absorber 

features, and 2) the reflection from a non-planar multilayer. The buried defect simulator 

proposed in Chapter 5 clearly solves the second part of the scattering problem. A 

simplified thin mask transmission model was introduced to solve the first part of the 

scattering problem. The thin mask model was derived from investigations of the physical 

edge scattering associated with a thick (~5 ��PDVN��Studies of the additional physical 

contributions from edges showed to first order, that only one out of the four observed 

physical effects contribute non-negligble energy to the final transmitted fields. The 

response fields could therefore be accurately approximated in the thin mask model by 

only including point sources that scatter from the top corners of the absorber material. 

The thin mask model must also be propagated vertically to account for the mask 

thickness. The magnitude and phase of the modeled point sources can be characterized 

based on the type and thickness of material used for the absorber. Additionally, the 
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vertical propagation distance must be characterized based on the same parameters, but is 

expected to be about half the mask thickness.  

 The thin mask model was tested on the transmissions through 32nm, 22nm, and 

15nm (wafer dimensions) line and space patterns to confirm its accuracy. The thin mask 

model works very well for all of the line and space patterns, demonstrating that it should 

be sufficient to model absorber features for a few generations. However, the accuracy of 

the model does depend fairly strongly on the angle of incidence on the mask. For angles 

approaching about 12º incidence, the thin mask model begins to predict some erroneous 

results, but still gives a generally good idea of the behavior that can be expected. The 

breakdown of the method is likely do to the simple model used for the point sources at 

the corners of the mask. Asymmetries in the scattering of the point sources begin to occur 

at larger angles of incidence, and these effects will need to be modeled to achieve more 

accuracy at these oblique angles.  

 This Chapter only offered a proof of concept that feature transmissions could be 

linked into the multilayer reflection. Much work is still needed to be done to characterize 

the material and thickness effects of the mask absorber on the generation of the thin mask 

model. More detailed studies will also need to be performed to investigate the accuracy 

of linking the features to the multilayer reflection. Specifically, whether resonance 

between the absorber features and the multilayer can be ignored, and whether []. 

Investigations into the numerical dispersion of FDTD and its effect on propagation 

through a thick absorber feature and the reflection from the multilayer will need to be 

accomplished to better understand sources of error when comparing the linked fields with 

FDTD simulations. 
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 Finally, the buried defect simulator was shown to accurately calculate the 

reflection from EUV mask blanks during simulated inspection cases. In fact, the ray 

tracing method is believed to be more accurate than FDTD due to erroneous background 

level and asymmetries observed in the FDTD data. The SSA also was tested, giving 

nearly identical results with the ray tracing method.  The similarities between the SSA 

and the ray tracing method are due to the fact that 85% of the reflection coefficient from 

the multilayer stack is due to the top surface alone. This regime allows the SSA to model 

the inspection reflections very well, despite its limitations in other areas.   
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9  Conclusions 

The fast simulation methods described within this dissertation will provide a 

significant enhancement to the modeling tools used for better understanding the 

printability of phase defects in photomasks for DUV and EUV lithography. The greatly 

improved speed will allow more thorough printability studies to be performed, while 

retaining the detailed accuracy needed for predicting small perturbations in CD.  

Each of the new methods began by breaking the physical scattering problem into 

smaller pieces and isolating the physics of each phenomenon. The individual pieces could 

then be analyzed to understand the magnitude of their impact on the final solution. Those 

pieces whose impact were minimal could then be removed from the process and simple 

models for the remaining components could be linked together to produce a final model. 

In this sense, each of the methods described here are approximate models that capture 

only the necessary physics that pertain to each application. Their broad application to 

other areas of engineering and science might be limited by this customized strategy; 

however, the customization of each method has allowed tremendous gains in speed that 

might not otherwise be possible. There exists a tradeoff in speed between a more 

customized solution and a more general solution for a larger class of problems. 

This dissertation provided a better physical understanding of DUV phase defect 

behavior by investigating the differences found by Adam[7] between thin mask model 

defects and rigorously modeled defects. The differences were found to be physically 
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linked by the three-parameter algebraic models proposed by Neureuther and 

Mastromarco [25,26,27], and these models were extended to incorporate these 

differences. The degeneracy of phase defects at sub-wavelength dimensions allowed a 

systematic method for extracting new thin mask model parameters that could be used to 

capture the same electromagnetic behavior as rigorously modeled defects. This 

equivalence could then be used to rapidly simulate the effects of a given defect without 

resorting to a rigorous simulation tool.  

Domain Decomposition Methods were extended to model inspection simulations, 

where the implementation of edge-DDM is complicated by the high NA and 1X imaging 

system of inspection tools. A Corner Error Function (CEF) was introduced into the edge-

DDM library to allow the simulated errors to be reduced by as much as 60% compared to 

traditional edge-DDM when simulating inspection. A significant portion of the calculated 

error for both edge-DDM and corner-DDM was shown to stem from highly oblique TE 

waves that are a result of the inability of rigorous simulations to isolate the structure of 

interest. The error estimates for DDM when applied to inspection are therefore 

conservative in nature, and are likely significantly lower when synthesizing the fields of 

isolated structures. 

The defect projector method was introduced to rapidly sift non-critical defects 

from a host of possible locations. It can predict the CD change of features containing 

defects to within 30% of rigorous simulations (worst case), but can be expected to 

perform much better in general. The defect projector can be combined with edge-DDM to 

produce an extremely fast and reliable simulation tool for modeling defective DUV 

photomasks.  
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The largest contributions of this dissertation are the methodologies developed for 

simulating EUV photomasks. The electrically large nature of an EUV photomask 

combined with the seemingly complex interactions within the multilayer have made the 

problem difficult to handle in the past. The buried defect simulator presented in the 

dissertation is as accurate at predicting defect printability when compared to more 

rigorous methods like FDTD. The hybrid method combines ray tracing and Fourier optics 

to understand the scattering that occurs from non-planar surfaces inside a resonant cavity. 

The ability to neglect forward scattering, neglect multiple back scattering, and 

analytically anticipate the resonance conditions inside the multilayer have produced an 

effective and efficient method for assessing a buried defect’ s printability impact. The 

method is extremely robust, correctly predicting the printability of very large and small 

defects, coated with a variety of deposition techniques.  

The ray tracing method is not without its limits. Some of the underlying 

assumptions begin to break down as the buried defect is placed higher in the multilayer. 

The extension of the method to handle these defects would be nice addition to its 

capabilities. While the defective layers become more seriously contorted as the defect 

nears the surface, the rest of the multilayer is unperturbed by the defect’ s presence and 

may lead to a simplification of the physics needed to model these defects.  

A detailed analysis of the FDTD method was investigated when applied to the 

EUV scattering problem. Significant new challenges were uncovered that amplify the 

already demanding computational difficulties with simulating EUV structures. The 

resonant multilayer undergoes temporary convergence lulls on its path to equilibrium 

which can cause TEMPEST to mistakenly predict convergence, resulting in incorrect 
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results. Numerical dispersion inside the FDTD algorithm also causes a small (0.2%) shift 

in the simulated wavelength. This wavelength shift is usually imperceptible in DUV 

applications, but its effect is amplified in EUV photomasks due to the resonance within 

the multilayer structure which makes the stack extremely sensitive to small wavelength 

changes. The net result is that FDTD results can predict significantly incorrect reflection 

coefficients for a given multilayer stack at angles greater than about 10º. The ray tracing 

methodology is therefore believed to be more accurate for this application. 

Defect landscape maps were calculated to aid in predicting buried defect 

tolerances for the manufacturing of EUV mask blanks. A defect’ s initial volume was 

found to play a crucial role in determining whether the defect would be printable. The 

smoothing process thus provides an excellent means to decrease the printability of a 

buried defect.  

The printability of a defect was also found to be very sensitive to the shape and 

growth of the multilayer interfaces. This dissertation used the growth model developed 

by Stearns [42]. To the extent that this model accurately predicts the bilayer growth over 

the defect, the printability maps should be accurate. However, the clipping effects 

observed on standard coated defects are probably physically incorrect. Also, it is unlikely 

that extremely high aspect ratio defects actually exist on EUV mask blanks, and is 

unknown whether the smoothing growth model correctly predicts the defect evolution of 

such defects. The buried defect simulator is highly accurate relative to FDTD on the 

structures simulated, but future work in EUVL will need to verify that a robust and 

accurate growth model exists so that the simulated structures are indeed correct. 
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Various extensions to the buried defect simulator were presented, including a 

method for solving the full EUV scattering problem. The buried defect simulator could be 

linked directly into a near field transmission simulator to accurately predict the 

printability of 2D features in the presence of 2D defects. Investigations of the physical 

scattering of an isolated absorber edge were used to understand the essential physics that 

needed to be captured into a transmission model. These investigations resulted in a 

simplified thin mask model for the transmission through the electrically thick absorber 

features. The thin mask model gives accurate results even for dense line and space 

patterns of 15nm (wafer dimensions). This model incorporated a simple model for point 

sources located at the top corner of absorber edges.  

A significant amount of work can still be accomplished in this area. The proposed 

thin mask model was only tested in 2D as a proof of concept, and investigations need to 

be performed to understand its extendibility to 3D features. Characterizations of the 

physical effects associated with scattering from a 3D corner will need to be performed. 

Additionally, a more intelligent model for the top corner point sources could be used to 

eliminate some of the errors predicted in the thin mask model at more oblique angles of 

incidence (~12º). Investigations need to be performed to show whether the effects  of 

resonance between the mask absorber and the multilayer can truly be neglected.  Also, a 

better understanding of the errors in FDTD and their impact on the final observed 

reflection will give a greater understanding of the sources of differences between the 

calculated fields that can be used to better ascertain the accuracy of the method. 

Finally, the last extension of the buried defect simulator is to the case of optical 

inspection. The large jump in wavelength relative to EUV wavelengths results in a 
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significantly different scattering environment. The refractive index contrast is very large 

at the top surface of the capping layer, resulting in the top surface producing 85% of the 

reflection coefficient from the entire structure. Additionally, the skin depths of the 

materials at the larger optical wavelengths have decreased by 5-50X, resulting in a 

tremendous amount of decay upon propagation inside the multilayer. None of the 3 key 

assumptions of the ray tracing methodology are violated in this regime, allowing it to 

successfully model the reflection from EUV mask blanks at optical wavelengths. Both 

the SSA and ray tracing give nearly identical results for the calculated reflection, as 

expected since the top surface is responsible for 85% of the reflection coefficient. In fact, 

both methods produce results that are believed to be more accurate than FDTD since 

background level inconsistencies and asymmetries were observed in the FDTD data. 
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