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Chapter 1

Introduction

With Moore’s law driving the cost of a square millimiter ofison steadily down,
the economic potential for electronics to become ubiquitoas appeared. In the
last ten years,portable devices such as cell-phones,PDAgtops have first made
their appareance in the market, to then continuously stppcreased function-
ality andintelligence While the current spread of such devices is of the order of
one or two per persot)it is natural to think that the ongoing decrease of cost wil
enable electronic devices to be present in the environmightdensities of tens,
or maybe hundreds, per person. Such devices would not reigde allocated
substantial computation power individually; however, wtalowed to commu-
nicate, they could perform useful tasks such as online enment monitoring
and response, distributed computation and similia. Tomize deployment cost
and effort and minimize network adaptability and lifetintee interconnection
amongst nodes should happen over the air, without requamgwiring. The
electronic system described above is a Wireless SensordldagWSN)( [1], [2]).
The major obstacle to the massive deployment of Wireless@dxetworks has
to do with power. Power dissipation dictates battery sizgctvhas usually a sub-
stantial impact on electronic system size. Achieving a seraugh size will be(
and already is ) in turn one of the discriminating factors éciding wether such

1At least in so-called developed countries
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dense networks of electronic components will be a reality.

The ultimate choice in reduction of battery size is the reaho¥ the battery, and
the usage of circumstant environment as an energy sourée patadigm is usu-
ally referred to as energy scavenging( [3]). Miniature ation-to-electrical, or
heat to electrical power converters subject of ongoingare$eare expected to be
able to provide an average power in the order of tens of miattsyntroducing an
extremely tight power constraints on any system using thei @rimary power
source.

Part of the power reduction necessary to meet the scavemngqgrement can
come fromfunctionality redistributionin a large enough network system-level
optimizations can be exploited to ensure functionalitgrein the case where in-
dividual nodes do not have large computational capalslitiEhe power savings
obtainable through such system level decisions are howetaufficient to break
the scavenging barrier, and must be reinforced with cidewiél innovations.

A sector where improvements in the state of art were necegsé#re radio link.
The observation that communication power, would mostyikiEiminate the total
node budget motivated several research efforts, inclutiaigpf Otis,Chee,Pletcher
and Prof.Rabaey at Berkeley, that of Cook,Molnar and PristePstill at Berke-
ley and most recently, that of Gyselick and Ryckaert at IMEEse efforts aimed
at reducing the communication power to an extent where it@voot be a concern
for the total budget.

For different reasons, however,not all of these works astare the design of the
A/D converter. In [4], a UWB system is considered, where aidgrandwidth and
data-rate are large and power can be reduced through daligpgyAn A/D con-
verter with moderate power consumption and fast turn-oe pnovides therefore
a viable solution. In [5] and in [6], FSK modulation is usedtkat an ADC is not
required neither for demodulation nor for synchronization

For the system proposed in [7] instead, conversion of baskbmgnals into the
digital domain enables the implementation of channel egion and timing ac-
quisition routines in digital. As described in [8], this v#ts in shorter packet
headers and lower system energy.

The design of an A/D converter suitable for sensor netwodkosais the topic of



this work. As we show in a following section, the specificai®@f a converter de-
signed to be used in a radio system are different than theseatly described in

previous low-power data converter literature, which motsttget kilohertz-range,
high resolution sensing applications.

In addition to meet the specifications dictated by coopemnatvith the radio, the

converter should operate from an operating supply as lovossilple, to facilitate

integration with low-voltage, power efficient digital cuits. Therefore, results of
this thesis also highligth some of the challenge that desgwill face as technol-

ogy nodes keep progressing.

1.1 Background on radios for wireless sensor net-

works developed in the picoradio project

The converter systems designed in this work were conceigdaeang comple-
mentary to the radios described in [9] and in [10]. Table &dorts the key per-
formance figures of these RF front-ends. These receivenatgpaccording to
different principles, even though their design was drivgriie common goal of
eliminating the power hungry local oscillator and usingedope-detection down-
conversion. When this approach is taken, the major diffydalto provide enough
RF gain to suppress the high noise figure of the envelopetdetdc a tuned-RF
architecture ( [9]), the gain is provided by conventionaled-amplifiers; since
providing RF gain is expensive, however, a sharp powerksahstradeoff is
present.

Super-regeneration( [10] ) on the other hand, allows to get iiigh RF gain by
periodically modulating the loop-gain of a tuned oscillatbhe baseband output
of a receiver employing this architecture is a pulse-widitbdulated signal, where
the pulse duration depends logarithmically on the inputaligThis pulse width
modulated signal contains strong tones at the harmonidgeajuench frequency.
In [10], these tones are filtered by a third order Butterwoggponse to relax A/D

conversion specification.



[9] [10]
Architecture Tuned RF| SuperRegenerative
Sensitivity -78dBm -100dBm
Maximum Data Rate 100 Kbps 20Kbps
Modulation type OOK OOK
Power Dissipation | 3mW 400puW

Table 1.1: Performance Summary for On-Off Keyed(OOK) vessl sensor net-

works radios

1.1.1 Converter performance requirements

In this section, we derive specifications for analog-tatdigconverters to be
used in wireless sensor receivers. These specificationsbdagned through a
MATLAB-based system-level analysis.First, radio [9] imsalered.

The graph in figure 1.1 reports bit-error-rate versus AD®©lggon for the radio
receiver in [9].This graph was obtained by simulating in MAAB a simple model
of the front-end, including digitazion and matched filtgfinFor 50Kbs comuni-
cation,an 8-bits,750KS/s converter seems to providgfaat®y performance(BER=3e-
3 @ -72dBm RF input, the simulated sensitivity limit). Siariperformance can
be achieved by preceding a 6-bits ADC with a 25dB gain stadps Jain stage
should be made programmable to accomodate large inputdesferers. This
choice is regarded in [8] as suboptimal, as the training o6& Bvould increase
packet length and hence system energy consumption. Ans¢hef constraints
on ADC performance comes from the digital synchronizatigo@thm [8]. The
algorithm assumes each packet bears a known header of armitss based on a
cross-correlation scheme. The digitized output of theivecés oversampled by a
factor of K and correlated against the upsampled versioheheader sequence.
From the properties of auto-correlation functions, thecesampling interval can

be estimated by the argmax of this cross-correlation.

2(Note that these figures are somewhat pessimistic becaigsgysivas performed without
prior timing acquisition, so the matched-filter output isngded with an unknown delay w.r.t. the
optimal instant)



0.014

-9-Radio #1@-72dBm
-©-Radio #1,AGC=30dB| |

0.0121

0.01r

o©
o
S
o

0.006

Bit Error Rate

0.0041

0.002f —O—— )

6 ‘7 é é 1b 1‘1 1‘2 1‘3 14

ADC Resolution
Figure 1.1: Simulated Bit Error of receiver in [9] versus ADGmber of bits for
data reception

The ADC introduces two non-idealities on this process: ,fitlsé finite ampli-
tude resolution perturbates the calculation of the caiimapeak; second, the
finite timing resolution (K choices per bit interval are dahie instead of the
whole continuum) results in quantization of the optimalreated instant. Ac-
cording to [8] an ADC with 8 bits of resolution and 500KS/s gdimg rate is
sufficient with large margin. MATLAB simulations of the wheteceiver chain,
however, indicated the the amplitude resolution can beaeditio 6 bits without
loss of performance(see figures 1.2-1.3) while sampling cahnot be reduced
below 500KS/s(OSR=5). A similar analysis can also be peréat for the super-
regenerative radio receiver of [f0]Figure 1.4 shows the results the results of a
series of behavioral simulations where bit-error rate issoeed against versus
ADC resolution at the simulated sensitivity level of -87dBirhe resulting min-
imum resoluion for data reception is again 6 bits, with a pedusamplign rate
requirement o200k S/s(for 20Kbps data communication) . The requirements
induced by the synchronization algorithm are similar tosthof the previous ra-
dio. Table 1.2 reports the specifications derived for the gamon converters of
both receivers.

3A different front-end model is needed for this analysis
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finite envelope-detector bandwidth
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envelope-detector bandwidth
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Figure 1.4: Simulated super-regenarative receiver BiHRate versus ADC res-

olution
Radio [9] [10]
Resolution 8 bits(no AGC)/6 bits(25dB AGC) 6 bits
Sampling Rate 1MS/s 100KS/s
Power Dissipationk;) < 100puW < 40uW

Table 1.2: Summary of converter specifications



1.2 Thesis organization

In the next chapters, the realization of the specificatiartalle 1.2 is described.
Chapter 2 covers the chosen design methodology, and irdesdhe main chal-
lenges for low-voltage,low-power designs in fineline teadbgies, namely re-
duced signal swing, reduced switély;/ R,,, ratio and degraded amplifier gain.
The rest of this work describes the implementation of thiélerént converters.

In chapter 3, a first prototype successive approximationexar that resolves 6
bits at 1.5MS/s is described. Underestimated digital lgaldominates the power
budget of this converter, which still consumes oily:1¥ from a 0.5V supply.

In chapter 4, a revised 6 bits, 1MS/s successive approxamainverter is de-
scribed. This converter, which incorporates referenceggion and distribution
and is equipped with a mixed signal offset-cancellatiortirey consumes$7 W

of which only 6u1W s are spent in the ADC core. Chapter 6 finally describes
an experimentat — A modulator, designed to perform digital pulse width de-
modulation for the super-regenerative receiver [10]. Toigverter uses low-gain
operational amplifier to minimize flicker an thermal noise achieves over 65dB
dynamic range in 50KHz bandiwdth, while dissipati2ify.}¥. Conclusions are
drawn in chapter 6.



Chapter 2

Design considerations for
low-voltage analog/mixed-signal

circuits

In this chapter, we develop a framework to perform low-pgleervoltage de-
sign. As a first step,we fit a current mode compact model to thigeeadevices
available in this process. After briefly discussing the famental limitations of
analog design, i.e. thermal noise and device mismatch, algzmthe bottlenecks
in the design of the principal mixed-signal building blocksh as switches, com-
parators and operational amplifiers at low operating seppldentifying the ma-
jor challenges and devising possible strategies to ovezdbem.

Finally, we move one step forward in the abstraction hidénato consider power

efficient converter architectures.

2.1 Process Technology

The designs described in this thesis were realized usingmm $ature size CMOS
technology with a peak transition frequenﬁym) of the order of 100GHz. At

17



the MHz operating frequencies used in this work, the rafi8™ /F, is a few
tens of thousands; even if we restrict ourselves to the &gse= 0.5V, the
peak f; remains of the order of the tens of GHz and the aforementioaka a
few thousands. Clearly, the process intrinsic speed chipediare almost infi-
nite compared to the applications needs. The increasedirmspeed however,
is accompanied by lower device intrinsic gain due to shartennel length and
by decreased stacking capability, and hence per amplihgesgain, due to re-
duced supply. Furthermore, gate and drain leakage andrfinckse are much in-
creased. These characteristics naturally favor highesppplications with small
signal swings and small precision requirements (i.e. Réuds ). In a certain
sense, as the process gets faster, the minimum frequendyict iwcan be effi-
ciently used quickly increases. This trend is bound to catiworsen over the
next technological nodes, and is already inducing somedionashtal change in the
way analog circuits are designed [11].

2.1.1 MOSFET model

Throughout this work, we use a current-based MOSFET modaivkras ACM
model [12]. This model bears a high degree of resemblanchedKYV [13]
model, with which it shares the current-based approacts dur belief that this
category of models is better suited to represent the intriastive device char-
acteristics in the weak and moderate inversion regions atteatypically used in
low-power design.Also, a current-based model more closlgcts the practice
of circuit design, in which devices are more often curreasbd than voltage bi-
ased.
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Figure 2.1: Simulatedl,, — I, curves of a diode connected device for a short and
a long channel device. The reverse short channel effedtaftethe longer device

is apparent in this figure

2.1.2 Small signal gain and capacitance

The ACM expressions fo@’és andG,, of a are reported below.

G - 2I; V1+1C —1 2.1)
n‘/th 1C
20, WL q(q+3)
— . 2.2
¢g=V1+1IC -1 (2.3)
IC = % (2.4)
KT
Vi = T (2.5)

The model is parametrized in terms Bf= 2u,,C,.(nV;;)?,the current predicted
from the quadratic model of the mosfet whep = V, + 2nVj,,i.e. at the edge
of moderate inversion. There are several way to obtain aevalu/, for a given

technology. A naive one is to meastitee(semilogarithmic), — V,; characteris-
tic of a diode connected device. As long as the current is logugh to keep the
device in weak inversion, such characteristic is a strdigbt while it becomes an
exponential in strong inversion. The result of two such sanons, respectively
for a short and a long channel devices, are shown in figureRad this technol-
ogy this method results ify ~ 1A for NMOS,[; ~ .3uA for PMOS. As seen in

lin this paragraph, the word measurement is used to refentpracedure regarded as refer-
ence, either simulation through a device simulator or BSIdMlads or actual measurement



figure 2.1,however, the transition from weak to strong isi@r is smooth, so that
the selection of a single point as separator is error-prdherefore, this method
can only be used for a quick estimate of the model paranigter

A more accurate way to extrags is described in [14]. When circuit in figure 2.2
is considered, it can be shown that the slépef the /I, — V, curve, extracted
when the device is in strong-inversion, equg%. Therefore, S is measured

through a DC sweep, ang can be calculated as
Ip=(S-n-Vy)? (2.6)

(n can be extracted separately through a sindple V,, simulation in subthresh-

old). For the given process, extraction results are sunmaeain table 2.1. Finally,

Polarity | L n I
N dp | 1.5 | 167TuA
N 1p | 1.35] .25uA
N(CFT) | 1p | 1.15] .13uA
N(CFT) | 1p | 1.5 | 37uA
P dp | 1.5 | 38nA
P 1p | 1.5 ] 34nA
P(CFT) | 1p | 1.5 | 63nA
P(CFT) | 1u | 1.15| 48nA

Table 2.1: MOSFET model as extracted from simulations

one can choose to determine model parameters through ctimg, fhaving the
further degrees of freedom of what data to use for the fit, ahdtyarameters
to fit versus what to measure are added. In this work we estohidte model
parameter through curve fitting using data from the trandaotance versus bias
current of a diode connected device. The circuit is showngaré 2.2. The de-
vice hasW/ L = 10, while the bias current, is varied betweem0n A and200u A.
MATLAB Isqgcurvefit routine was then used to determine theuealfor parame-
tersl, andn. As shown in figure 2.3, both extraction after [14] and fittnegult
in excellent agreement with full BSIM simulation, showirat both the model

equation and the extraction procedure described in [14@uad and can be used
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V, curve(bottom).

even at the 90nm technological node.

Sincelj is the only parameter in the model, the value determinediquely
should be used also to compute the bias-dependent gateesiayracitance’,;.Oxide
capacitance per unit ar€a,,,overlap capacitance per unit widéh, and effec-
tive length L.;; are the additional parameters needed for this calcul&inoe
such values are typically reported in the process manualyéfue ofC,, can
be directly calculated oncg is known. As reported in figure 2.5, this method

guarantees 80% worst case accuracy far,,. The accuracy can be improved
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by defining a new normalization currefﬁ“p, to be determined through curve fit-
ting and used only for capacitance calculations. To exttgct diode connected
device was simulated faf; = 10uA,1 < W/L < 1000. The rough results are
shown in figures 2.4. Especially for longer channel lengtis, linear regions
can be distinguished in the plot éf,, versus W at fixed bias current. In the
strong inversion regio,, ~ %COIW - L; in the weak inversion region instead
Cys = CyW. Since usuallyC,, < % using the strong inversion equations to
estimate capacitance can result in very pessimistic predg In the moderate
inversion region, the overlap and intrinsic capacitandeesare comparable, and
device models are typically inaccurate. Using this extrpditameter allows to
improve the agreement can be 8% . Table 2.2 summarizes the results from
curve fitting of the capacitance curve. The adopted modelallus to combine

Polarity | L n I Cy Cou
N(CFT) | 1| 15| 2uA | 346 —10 | 17¢ — 3
N(CFT) | 1 | 1.5| 12uA | 5.6¢ — 10 | 17¢ — 3
P(CFT) | 1p| 15| 6pA | 3.1le—10| 17e —3
P(CFT) | 1u | 1.5| .25uA | 5.3e —10 | 17e — 3

Table 2.2: MOSFET model capacitance model extracted framulsition and

curve fitting

information on transconductance and capacitance to gstitha transition fre-

quencyfr = 2%’;5 of a device with a30% maximum error compared to BSIM.

In fact, usuallyft(l) = zf—ggg is more relevant to circuit design thgh SinceCy,

IS not as bias point dependent@g, this figure can be estimated with even better
accuracy. Consider finally the intrinsic device gain= g,,/gqs. The definition

of a physical model ford,, has remained elusive despite considerable amount of
research effort. However, we found that a very simple exgioascan be used to

fit the peak gain of a device as a function of channel lengthis Ehshown in
figure 2.6, which reports the simulated intrinsic trangigin of an MOS device
versus inversion coefficients for different channel lesgtiAs usual, the curves
have been obtained by simulating a diode-connected demnttexracting values

of transconductance,, and output conductangg, from a DC analysis. The plot
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in the right-half of figure 2.6 shows4** versusy/L. We found that for this mea-
surement setup and technology the expressifhi® = —20.5 + 91.51/L(u)(L
is the device channel length), approximates the peak gdimami accuracy better

than3% for N-type devices with L ranging between .1 and 2 microns.

2.1.3 Thermal Noise

For a long channel CMOS device the noise resistance is ysxlessed as

Rnoz’se - L (2 . 7)

agm

. The parametey depends on the charge distribution and electric field madait
in the channel, and it varies between 1/2 in weak inversiahzi8 in strong in-
version. For a short channel device, higher values bave been observed [15]
in measurements. Such observation triggered a large anobuesearch in the
device community with the aim to discover the physical arigf such increase
in the noise floor. Interestingly enough, despite the higldfeffects in the chan-
nel are often invoked to explain mismatch between measun@édgianulation data,
such effects are supposed to appear only when the electddarfithe channel ap-
proaches the critical field.,;;, which hardly happens even at the source end for
bias voltage values used in analog design. Not a single waokvk to the author
presents excess noise measurements for devices biasedknowenoderate in-
version regions. As mostly non-minimum length devices wesed in the design,
the formula 2.7 was trusted, with= 1/2,« = 1 for design purposes. It is the
author’s belief that,in the low-transverse-field opemonditions that are typical
of analog design, this model is accurate not only for bothtséwed log channel

devices.



2.1.4 Gain-Speed Tradeoff

Using the results gathered so far, we can look at what kindngfles stage gain
can be realized at a given operating speed. This value, ecadbiith an open
loop gain specification determines the number of amplifystages to be used,

and therefore has very significant impact on power dissipatin this respect,

the most interesting parameterfi§ = 27fggs |1c=1, the transition frequency of

a device biased in weak inversion. Such a parameter has leadyarecog-
nized in [16] as a fundamental milestone to distinguish sjgations that can
be implemented in a power-efficient manner. /&t = .1, one can confidently
substituteg,, = —2— andC,, = 10C,W = Col%L. Also, by using equation

Vru

A, = Ko+ KiVL, L = (#5)2, Therefore

(8) _ Iy ( K,
T 207 - CynVy, A, — Ko

)2 (2.8)

A few numerical values are reported in table 2.3. Equatiédhé&hd tab. 2.3

Minimum Gain(dB) t(S)
18 3GHz
33 S5GHz
37.2 .28GHz
39 .19GHz
40 .15GHz

Table 2.3: Transition frequendcly achieved by a MOSFET biased at IC=.1 versus
gain for NMOS in this process

show that increasing channel length only ensures margaalsgn maximum
per-transistor amplification, while steadily decreasimgdevice intrinsic speed.
However, minimum-sized devices are not a particularly gselktction in low-
voltage, low-speed environments, due to the extremely idrnisic gain(and also
high flicker noise). An optimal channel length should ratherchosen based on

overall system specifications and selected amplifier tapolo



2.2 Switches

Transistors used as switches are also a fundamental lyibtbok of every sampled-
data system. The main limitations of such a building blockehiaeen recognized
in the literature( [17], [18]) to be finite(and input depentjeon resistance and
charge injection. These limitations should be re-examindtie context of very

low voltage operation.The main points addressed in thesk are three:

1. The conventional transistor on-conductance model iscunate for very
low supplies. A new model is proposed and evaluated to oweecthis

limitation

2. For low-supply, MHz-speed applications the main bo#t#nis not on-
resistance, but charge leakage. This effect is analyze@taildn the fol-
lowing in terms of reduced,, /I, s, ratio and is ultimately a consequence
of the fact the MHz-range applications are starting to géttbe optimal

operating range of fine line CMOS

3. In the lowd/;,; regime, charge injection is substantially different thathe
high — V4, regime.

2.2.1 Switch Conductance Model

The on conductance of a device in the triode region, with a gatirce voltage of

Vs is usually expressed as

(on)

|44
[P —— ,uncomf(‘/gs - %h(%n)) ‘/93 2 Vi
Jds = 0 ‘/gs < Vi
‘/gs = ‘/dd - ‘/7,71

In implementations, switches are typically built using gdementary topology,
leading tog,, = ¢ + g5 . In this case, equation 2.9 predigts, = 0 when

Vaa < Vi + V. This conclusion is incorrect. In fact, as confirmed by 2ttt



—
_|

/|

< ~

Figure 2.7: Simple NMOS switch

reports the on resistance of an elementary switch versysysupltage and input
voltage(expressed on the x axis as fractiorV/gf), for low values ofV/;; the on
resistance increases substantially but stays bounded.

Since,this work is primarily concerned with circuits operg in the V,; <
VA + VP regime a model of switch on-resistance for devices opeagatirsub-
threshold is needed. In developing such a model, a fundahemice is to opt
for a device-physics based approach or for a curve-fittirsgtd@pproach. In the
interest of time, we opted for the second option,using aerpalation function to
smoothen the transition between weak and strong invergeration. We there-
fore need to derive a model fo,, (V,;, W, L), with special emphasis on the region
Vgs < Vi In order to simplify the task, we make the key observatidras for
V4=V, assuming perfectly conducting gate electrodes, the ehdiggribution in
the channel of an MOS transistor will be uniform across leragtd (neglecting
edge effects) width. That iQ..(z,y) = ¢ - Nex(0,0) = Q.4(0,0). Given that
one can always express conductance(as = “2X<: the problem of calculating

AX
resistance is equivalent of that of finding an expressiorniferchannel charge of

an MOS device, so that modeling charge injection and mogelimresistance are
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closely related tasks. The asymptotic requirements of mgnolationf (V,, Vi1)

for triode devices are readily derived. For high, f ~ V,, — V};, should hold.

(Vgs—Vin)

ForV,, < Vj, on the other handf, ~ exp ( i

). This constraints are met by

the function 2.9

Vgs—Vin

1474
gon(Vqs,W,VV,L)szllog(lJre ") (2.9)

Wheren = 1.5,V;, = 26mV, while k1 was determined through curve fitting.
This model guarantees an accuracy better &t3&h on the range o¥f;; = .2V to
Via = 1V (See 4.6).

2.2.2 Charge Injection

In order to keep device resistance(and hence settling tioregtant when reducing
supply voltage, device width has to be increased. Poténtihls could increase

charge injection. A closer look reveals that absolute valueharge injected by
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the switch is constant, while its dependance on the inpubanged. Consider
the device in figure 2.7, which has been purposely drawn \Wwitbulk connected
to the source, so that no body effect is present. \ggr= 1V, the charge in the
channel is well approximated by = C,.(Vyg — Vin). Wheand is reduced to
Vd(j), this charge per unit width is also reduced® = Q- % Vdd Vth . Given that
on-resistance is reduced by the same amount, the prUdpth should also stay
constant, so that the total charge in the channel should h&tamat. However, the
dependence of the charge in the channel on the voltage toitened s different.
In the extreme case 6f;,; ~ V}, Qaevgii_vtm. Therefore distortion due to charge

injection is expected to increase for scaled supplies.

2.2.3 Charge Leakage

CMOS switch off resistance does not(to first order) depentthesupply voltage,
while it does depend on the device width. This means whilesthiage is scaled



from Vd(;) to Vd(j), and width is increased in order to ke, constant,R,;; is
(2)

roughly decreased by a factor é%ﬁ)i‘vjhi R,./R.sy ratio is therefore increase
dd +Vth

by the same amount. This effect, combined with the signpeddent nature of

R,ss, creates large distortion at low supply values.

2.2.4 Sampling distortion simulations

Summarizing,we have individuated three mechanisms lgadirdegraded sam-
pling linearity at low-supply. First, the increased semgit of resistance to volt-
age typical of subthreshold region results in higRer,../ R..., ratio when, for a
givenV,,, V;, is varied. Second, the channel charge injected by the swialhs
a strongly nonlinear relation to the gate-source voltagais Tesults into higher
signal dependent charge injection even in the absence of &itett. Third, de-
gradedR,,, /R,y ratio leads to signal dependent leakage. All of these effect
are simultaneously present, although we expect theirivelabntributions to be
different in different contexts. Intuitively, charge iojgon and signal dependent
on-resistance should be significant for relatively higkejs, while charge loss
should limit low speed designs. To isolate these effectsmulkation, three differ-
ent instances of the sampling switch are used(See figurg. 2.4 first is a plain
transmission gate switch, acting as a single ended passivegls and hold. In the
second instance, an AHDL component operating as a switdhweity small on-
resistance and very high off resistance is added in seribstia¢ complementary
device. This switch is opened slightly before the transibssed switch, to sup-
press charge injection and charge leakage errors. Thiraleahly bootstrapped
switch(such thaV,; = V;,/2 for both devices independently &f, is used to
isolate the charge leakage contribution. Using this condiion, three different
cases were evaluated. First, we focus on the low-speed bgs#gsigning an
8-bit linear sampling switch at;; = 1V. The sampling capacitance is set to
C, = 1pF, while the clock has duty cycle= .1252, and frequency’, = 1M H 2.

2Typical of a Successive Approximation ADC



To achieve 8-bits settling the on resistance of the switclukhbe such that

)
< — =~ 10KQ 2.10
h< 8log (2)F,Cs 0 ( )

at mid-rail. In fact, a minimum sized switch witlv,, = .12, W, = .36, L, =

L, = .1p hasR,, = 6.6K(). Table 2.4 reports the switches designed at reduced
supply, along with the simulatel,,, and R, value. AtV,; = 1V, the simulated
HD3 is 56dB, compliant with the 8-bits specification. In figu2.11, the third
order harmonic distortion of the switch in setup 1 is repayrtegether with those

of switches 2(no charge injection, bootstrapped on rasisfaand 3(no charge
leakage) are reported.

Vaa | Device Widthp] | R KQ | Ropr(MSQ)
1 i 6.62 80
8 A3 10.3 60
.6 .6 10.5 45
5 1.4 10 19.3
4 3.6 10 7
3 10.8 10 2

Table 2.4: On and Off resistance of low-speed switch design

Clearly, while both the nonlinearity due to input dependamresistance and
that due to input-dependent off resistance increase withaed voltage, the sec-
ond is dominant in this setting. This is an optimistic pietuas process and tem-
perature variations have not been considered. When thiesgseéire taken into
account, wider devices are necessary to achieve low-cstaese in the slow cor-
ner, low-temperature corner. This results in a furthereased off conductance
on the fast,high-temperature case, leading to higherrtito
As expected, the breakdown is different when the speed isased. If the same
simulation setup is used to repeat the analysisftor 10M Hz,6 = .5, as well
as forF, = 100M Hz, § = .5, the results shown in Fig.2.12 are found.The target
on resistances for 8-bits linearity driving a 1pF load irstheases are respectively
8.4 and .84K ). Figure 2.12 reports the simulated performance , whichaarty
always limited by nonlinear resistance.
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Discussion

Subthreshold conduction drastically limits the perforceaonf low-speed charge
based circuits. It is very interesting to notice how whil8 thdicates an upper
limit on the operating frequency where operational ampbfan be designed in
a power-efficient fashion, charge leakage dictates a ldwet-on the operating
frequency. While charge leakage has been reported bef®@@gla limitation to
the performance of S/H amplifiers, in [19] the operating freacy was a few Hz;
while the combination of technology and voltage scalingeahe bar to a few
MHz.This result goes a long way in describing the effectscafiag.

In a different perspective, this result is quite similar tieawis stated in [20], where
the energy optimal,; of an FFT processor is studied.In both cases, subthreshold
conduction discriminates what &owin the given process.

We also found that switch nonlinear resistance appearsisistently contribute a

larger fraction of the total distortion than what the chargection does. Accurate
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Figure 2.13: Idealized Sampling circuit

analytical modeling or measurements might give more confid®n the validity
of this point, given that simulated results for charge itiggtare traditionally re-
garded as dubious.

Finally, note that the traditional view of NMOS beirigster devices, or better
switches has to be revised in thev — Vpp regime.For the process at hand the
NMOS have a slightly higher threshold, which dominates tighdér mobility
effect for low values ofl;;. Due to this effect, low voltage transmission gate
switches(See Chapter 5), sized for operating at 0.5 V hademiMOS than
PMOS devices.

2.3 Circuit design limitations

2.3.1 Thermal Noise

Consider the circuit shown in figure 2.13. It is known [21]tttiee variance of the
noise sampled on the capacitor Cli§ = KT/C. In a real switched capacitor
circuit, noise from the active circuitry adds to the sheengling noise, so that in

reality
FKT
V2=
n Cs

(2.11)



where the noise factor F depends on amplifier topology andgsiZ-or a given
dynamic range specification, equation 2.11 can be usedd¢alatd the minimum

sampling capacitor size to be used by puttiffg< mg% or

F . 10PR/10
C > £72KT (2.12)

Not depending on any fabrication parameter, thermal n@segnanimously
recognized the most fundamental limitation in analog é¢irdasign.As a result,
equation 2.12 has been used as the basis of more than onegpagealog volt-
age scaling( [22], [23]). In such works, the argument flowsadlews: first, it
is assumed that,,, = f(V4) where f is a monotonically nondecreasing func-
tion. Given an SNR specification, and the value of the noistofaF, one can
derive the capacitor siz€,. Power dissipation is then estimated making assump-
tions on the type of amplifier used, and the type of settliray. éxample, assume
f(Vaa) = Vaq. In this case, itP;aVy, ViaCr(slew-rate limited design), Eq. 2.13
holds

PyaF - 10PN KT (2.13)

. Therefore, power dissipation of slew-limited design dtide to first order con-
stant when the supply is scaled. For analog circuits thanatrslew-rate limited,
power dissipation is not proportional to the swing, so tlna termV,, would
drop out of equation 2.13, Ieavin@iaﬁ. These predictions have traditionally
been disproved by experimental results for several reasarss, supply scaling is
usually accompanied by feature size scaling, and tradilipthe increased base-
line speed of new technologies provides gains that offeetéolsses due to swing
reduction. Second, these results assume that circuit itetinby thermal noise,
and power consumption by that of operational amplifiers.\@aer architectures
that do not employ operational amplifiers are not includetiisianalysis, and are

good candidates to have better scaling potential.



2.3.2 Device mismatch

Mismatch amongst active or passive components limits tinimeance of most
low-resolution signal processing systems, including Atibverters. Active de-
vice mismatch is mainly determined by fluctuations in theeshiold voltage of
transistors, due to manufacturing tolerances. At the ttiteuel, it causes input
referred offset in comparators and amplifiers. Flash caaeveare well known to
be limited by offset in their comparators. Performance afent steering DACs
is also limited by active device mismatch.

Passive device mismatch limits amongst others, resisiwsiahn D/A converters
and capacitive division D/A converters, and all those datarersion systems that
use these as building blocks. Errors due to capacitive mcdn@an be written
asV,,, = Vdd%, and therefore scale with the supply. Accordingly, the sike
passives, as dictated by mismatch constraints, is indepm¢dthe operating sup-
ply V4. This is remarked in figure 2.14, which also shows how, for dewange
of values ofV,,;, matching limitations are way more stringent than noisatéim
tions, or there is a Wwaste of nois&s long as the supply voltage value is in this
range,in virtue of the independence of switched capaatancvoltage C, power

dissipation improves with decreasing supply.

2.3.3 Operational amplifier scaling

We now review operational amplifier design in a scalggenvironmentin a quan-
titative manner. The factors limiting op-amp power dissggracan be summarized
in three categories, settling constraints, gain condsand stability constraints.

These constraints are summarized in the following.



Capacitance(Farad)

\ = Noise Limited Capacitance 1

T T 3
=== Matching Limited Capacitance| 3

0.7 0.8 0.9 1

Clock Network
Estimated Power(W)

Figure 2.14:

1
0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Supply Voltage

Minimum sampling capacitor size as derivedhf@&nbits noise and

matching constraints

N
¢S q)l
i T
4T ol _
T o, s @, Vo
' L L
"5 — 7T

Figure 2.15: Example Switched Capacitor Integrator



Settling constraints I:Slewing

Consider the circuit shown in figure 2.15. The step respomsach a circuit
can be roughly divided into two sections, a slewing portiae do finite cur-
rent drive ability of the operational amplifier, and a lingaortion due to lin-
ear single(or multiple) pole settling. During the lineattlseg phase,V,(t) =
Vi + (Vy(00) = Vo(t))(1 — exp (—(t — %) /7)), with 7 = S, with €5/ be-
ing the effective load at the output of the amplifier, equalto+ (C, + C;) F'.

C; is the sampling capacitanc€), the amplifier input parasitic capacitance, and
F = % Due to linear nature of the equations, the single poleisgttl
portion is not influenced, to first order, by supply scalintpe Blewing portion is

however strongly dependent on it. We assume that duringéhersy period, the

current is limited to the valué,.,,, so thatSR = 2=« The end of the slewing

, clern”
period is the instant* such thatSR = 8‘/;3;1;”) = V"(OO);V"“*), or
(eff)
1
o (LF Xl)‘l/ddCL (2.14)
x is the charge sharing factor satisfying
C
Gy= ="
I C;
a = ﬁ
=G
C
h— P
Cs
1
X (2.15)

T 1t+a(l+ Gy +bGa)+b
Downscaling ofV; reduces the slewing fraction of the settling, at the ex-
pense of increased linear settling [24], irrespectivé.gf,. This fact, combined
with reducedl,, /I, ratio, favors class A amplifiers over class AB ones. We'll
therefore limit considerations in this paragraph designthe former type. If
a specified slew-rat® R* is required, the slewing current should be larger than
SR.Cp!T = Yo P! This value of current depends linearly on the supply, so
that if one estimates power dissipation finds:

Vid
f(Vaa)

Pflewa

(2.16)



which shows less pronounced dependencggthan the equivalent for the settling-
limited regime.

Settling constraints Il:Linear settling

For a single pole amplifier,assuming the settling error ibédess thanr,, one
finds

-1
T 2.17
- 2Tclk lOg (Ed) ( )
1
T=FUCE (2.18)
vep = 9 (2.19)
ClLess
which can be solved faizm giving
20Leff
> L :
G > T log (€q) (2.20)
Finally, one can estimate the power dissipation as
2G 2C %
PP > oy, = 9 T ad 2.21
d = Grneys dd F T og (€q) Gmess ( )

Stability constraints

Another set of limitations comes from stability consideras. In order to guaran-
tee good phase margin, non dominant palgsin the amplifier response should
be at least twice as large as the amplifier unity gain bandwidsF. For a large
class of amplifier topologies, the lowest-frequency non ishamt pole can be writ-
ten asw,, = Kwr with K a topology dependent constant. Amplifier stability
therefore trades off with per-transistor gain and speedieisa speed and gain
requirement, Table 2.3 can be used for every fixed ampliffgsltmy to derive the
necessary channel length and number of stages.

Intuitively, as the bandwidth increases, higher inversiorfficients and shorter



channels lengths have to be used, resulting in lower pesigtam gain and there-
fore higher number number of stages. As the number of stagesreased, in-
creasingly complex compensation techniques have to béappthich typically

result in increased power dissipation.

Comparison of different topologies

Since the final goal of this section is to determine what ardejunes for the de-
sign of operational amplifiers at low supply voltage, we cangg quantitatively
different class A amplifier topologies. The comparison rscured as follows.
First, we introduce a reference ideal amplifier and a set cdmpaters to charac-
terize different amplifier topologies in a compact way.

As reference class A amplifier, we choose an ideal componéhtwise re-
sistancel /G,,,, output swingV,,, = Vg4, and pure single polse response. The
transconductance efficiency is assumed to be 25, sdthat= 1,. = 2G,,/25.

A real amplifier will be described by the set of parameterswel

e Noise factor¥' = G,, - R,, whereG,, is the transconductance amit] the
equivalent noise resistance.
In low-voltage designs, we can assume that all transisterdiased sub-
threshold(to maximize swing), so that the noise factor Fjisaéto the sum
performed over all the devices contributing to total noi$éias current
normalized to the input device bias current. No reductioeffactive noise
resistance through biasing is possible, as the price paterims of swing
is too high in these conditions.This implies that simplectures are better

suited for low-voltage,low-power design.

e Output swingV,,.
Under the same assumption stated before of all devicestopesaibthresh-

old, the output swing is well approximated by 2.22:

f(Vag) = Vgg —n-120m — b - 45m (2.22)



being n the number of transistors stacked in the output stadd is one if
the amplifier has a tail current source, O otherwise. For g@nan output
stage with n stacked transistors, where n is assumed to log bas n/2
transistors stacked between the output &pdand n/2 between the output
and ground. The output can therefore swing betwiegh™ = V,, — n/2-
120mV and V.M = n/2 . 120mV, so thatVEP = Vyy — n - 120mV.

If the output stage includes a current source, as in the dasdescopic
amplifiers or of a standard differential pair, the output $swamed to be
able to swing as low as/2 - 120mV 4+ 90mV and the swing is reduced to
VED = Vg —n-120mV — 45mV.

e Power Factor P, equal to the ratio of total DC current drawmfthe supply
to DC current contributing to transconductance. Powelrofactlose to 1

are desirable for low power.

e Non-dominant pole frequency*, expressed as a fraction of device transi-
tion frequency. Topologies with higher /wr allow the use of longer chan-
nel devices, and hence provide higher per-transistor géims improves

power efficiency

Example I: Folded Cascode Amplifier

For a folded cascode amplifier(shown in figure 2.16, the sviinthe upward
direction is limited by the PMOS current sourcestg — 240m. The downward
limit for the swing is given by240mV’, enforced by the folding devices and the
current source load of the first stage. The contribution effifst stage to the total
noise has been pessimistically assumed to be 2. The catinbef the folding
stage to the total noise is given by the ratio of the currerthéfolding stage to
the current in the trans conducting stage. In general, ¢his will range between
.5 and 1.1t is therefore limited by the condition on the of the folding devices.
These devices introduce a non dominant pole’at= % ~ wl/4(The
superscript is for Folding), which for stability reasonshl beo ~ 2 times
higher than the unity gain bandwidth of the op-amp. In genéés ratio will
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range between .5 and 1, so that the total noise factor eesluat3 or 4. The
power factor P equals respectively 1.5 or 2.

Example Il:Pseudo-Differential common-source amplifer

A pseudo-differential common source amplifier with PMOSunhpnd feedfor-
ward common-mode cancellation circuit is shown in figure’ 21t this case, only
two transistors are stacked betwdépn and ground so that,,, = V;; — 240mV
and F=2. The speed limitation comes from the common modeetiation circuit,

FC]\{C

which is readily shown to have a poledri = BT
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Figure 2.18: Power Dissipation scaling for different aripititopologies operating
in the settling limited regime

x10”

— Differential Pair
18- — Telescopic Cascode
= Folded Cascode
16 Pseudo Diff. Common-Source|
Pseudo Diff. Telescopic
g 14 = Two Stage

7 0.8 0.9 1 11 12
Supply Voltage(Vdd)

Figure 2.19: Power Dissipation scaling for different aripititopologies operating
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Results

In the hypotheses of the analysis, relative power dissipaif any topology com-
pared to the reference will be

25P - FV2,

- 2.23

Gz Vi (2.23)
for settling limited designs, and

2P FVa (2.24)

GmeffVsw

for slew-rate limited designs. The results of the analyses shown in figure
2.18for settling limited designs and in figure 2.19 for slegvlimited designs
We see that in any circumstance, the simplest topologiéfeyeintial pair ampli-
fiers and pseudo-differential amplifiers, provide the bestgr efficiency. Note
that even though if the supply were to be scaled below .6V,dtage amplifiers

would finally gain an advantage over differential pair angefi these should still



be the preferred choice, as long as the low gain providedesdole.

If however only topologies capable of providing a gain ofetdt(g,,r,)? are con-
sidered, two stage amplifiers appear the best choice in thimgdimited regime
for voltage less than about .9V, while a telescopic strgctetains a superior ef-
ficiency for longer time in the slewing-limited regime. Alsehile being out-
performed by multistage amplifiers, telescopic structue¢min better power effi-
ciency than folded ones for power supply values as low as d@f/to the better

power factor P.

Analysis Limitations and amplifier bias point optimization

The presented analysis did not take into account self |Igeefifects. In real am-
plifier implementations , the parasitic input capacitantéhe amplifierC, de-
grades the feedback factor F, resulting in decreased pdfi@ercy. This effect

can be analyzed by using the simple 1-transistor amplifi@.20. For this am-
C,

Cf"'csj"‘cgg )

increases botldr,, and C,,, so that an optimal value of IC(or equivalently W)

plifier, ' = For a given bias current, increasing the device width
can be chosen. In this work, this task has been solved acallytby assuming
Cyg = W(LC,y + Cy) = %Co. If Fis further assumed to be independent of

C,q.the resulting optimal inversion coefficient is given by atjon 2.25.

Coly
b=F—"°
(Cs+ Cp) 1y
ICop = b+ 2V (2.25)

The price paid in settling speed for operating at in invarsavel higher than
the optimal one is modest for moderate misalignment. Howéve price paid for
operating at inversion lev&@wer than the optimal is very high. This should there-
fore be avoided. The results fot; = 1.5pF,Cs, = 500fF,Cf, = 250fF,1; =
10pA are shown in figure 2.21 for different values of device chalemgth. These
curves have been obtained using a much more accurate nahmeddel that takes
into account bias dependefit,, slewing and variable feedback factor F. Using

this method, the predicted optimal inversion coefficienBigor L = .35um and
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Figure 2.20: 1-transistor amplifier used for bias pointmation
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1.5 for L = 1.75pum. Using formula 2.25 , one finds respectively,,, to equal
.38 and 2.1, which is reasonably close to the optimal valuestows that equa-
tion 2.25 can be used for amplifier sizing. In fact, it is ie&ing to observe that
since for a given dynamic range the relative advantage ofyusidifferential pair
amplifier instead of two-stage amplifier is a factor of 3 or Bemait is possible
that the power reduction gained from being able to use smelii@annel length
devices will overcome this limitation. For instance, widfarence to figure 2.21,
for a sampling capacitor of 500fF, using3®. device in the input stage instead
of a1.75u one results into a boost 66% in the maximum settling speed, and in a
25% transconductance efficiency improvement. These effectbowe for already
60% of the power advantage of the simpler stage.Multistage idicgilon should
therefore be considered in the range of available optionfe-power design at

low supplies.

2.3.4 Other building blocks

Comparators

Comparators are quite resilient to voltage scaling.Inqipile, the minimum oper-
ating voltage for cross coupled latch-based comparattiisvialue such that the
gain of a CMOS inverter operating under sucha decreases below 1 and is on

the order of 100mV.In practice this limit is hardly achieleafor multiple reasons:

e Running digital logic at .1V is possible only if the logic isistom de-
signed.This increases substantially design time andgirdimits speed.Also,
.1V almost surely is also an inconvenient choice in termsiefgy/operation(
[20])

e The design of any circuit other than an inverter will be obiading at such

low voltage. Think for example of preamplifier and samplimgteh design



o Offset specifications become challenging as the supplydigoed. For in-
stance, achieving & — o offset at the 4 bit level requires, fof,; = .1V
requireso (V;,) < 3‘% = 2mV. This requires large devices and relatively
high power dissipation

Nonetheless, comparators typically consume very littiegrowhen running at
MHz speed, so that they do not constitute a particular woFyrthermore, in
chapter 3 we report experimental data showing correct tiparaf a comparator
whenV,; = .3V, demonstrating that comparators are unlikely to constitut

problem in low-voltage designs.

Digital logic

Most converters require a certain amount of digital logipé&sform operations
such as bit-realignment in a pipeline architecture,segugnn a SAR architec-
ture or decimation in oversampling converters. The costuchdogic in terms
of power is negligible in most applications, and very litnsideration has been
devoted to its evaluation. At the bare minimum, in order toiqgren decoding
each comparator output needs to be sampled with a regisieB it of resolu-
tion, B registers are necessary. From simulation, it wasddhat a standard-cell
library flip-flop, when configured as a frequency divider bys260nW when the
input frequency is 10MHz an#fy; = .5V. Although very small, this number
becomes significant when the total budget is only a few miattssurthermore,
leakage power, which is poorly modeled and highly procegeddent, typically
contributes a large fraction of digital power so that makingservative design is
a necessity. This is made clearer in Tab.2.5, where the nuaid€O4 registers
that would contributd 0% of the power budget when running at .5V reported for
different values of total power consumption. Although thpower can be re-
duced by using custom designed gates, keeping complex#yg psssible low in

the digital domain is clearly advisable.



Power budget Number of registers
LW 2
10puW 20
ImW 2000

Table 2.5: Equivalent number of digital gates for a powerdaid

Sampling operation and clock tree constraints

We have seen in a previous section howgsis decreased, ensuring sampling
linearity requires an increase in switch width. This notyomlakes the switch
design challenging as discussed above, but also increlasdead of the clock
tree. Using equation 2.9, the width of the sampling devi@esle selected, that
yelds the desired on-resistance value. Fropp ~ C,.(W, L, + W,L,), the
capacitive loading contributed by every sampling swif¢h, on the clock tree
can be calculated, and from this, an optimal clock bufferloaesigned. Called

F = ZC—S(IB(CUZ is the input capacitance of a unit inverter), the optimaé tre
hasK = |log (F')]| stages , and the power dissipation of the clock tree results
expressed by:

Plree = C V2 (F —1)/(1.7). (2.26)

In figure 2.22, normalized power dissipation of the clocletre shown versus
supply voltage when the sampling switches are designedtle sath 8-bits ac-
curacy on the worst case mid-rail input voltage and the dipadoad is fixed. As
long as the supply voltage is significantly higher than threghold voltage of the
switches, the power in the clock network is reduced. Thigsbisd '« vddl—w SO

2
that P«

o As V,, approache¥;, however, the capacitance increases expo-
nentially, so that power in the clock network increases dttarally. In the case in

Vi
Vaa—

the example , the optimal supply voltage may not be calcdlatealytically, but
it apparently is located around .5V. For values@f below .5V, the power raises
quickly, and starts to be significant oven@u1/ budget. The situation is even
worse in noise limited designs, where the capacitor sineldifaus F) scale aﬁg
leading to much faster increase of the clock power. It is egapfrom the figure
that to keep the clock power below% of a10u1W budget,V,, should in this case



05 0.6
Vdd(v)

Figure 2.22: Power dissipation in the clock network wheridg a constant ca-
pacitance(red) and when a driving a capacitance prop@itionthe squared in-
verse of Vdd(blue, noise-limited scenario). The capaciadriven by the clock

network is assumed equal to 100fF at 1V

be larger than .65 V.

2.4 Converter Architecture selection

In light of the considerations in chapter 2, the followingdglines have been
derived

e A 100KS/s Nyquist converter could hardly be implementeddnd CMOS
due to sampling switches charge leakage. The high speedgimtebkage
of the technology demand oversampling techniques to be used

¢ Digital complexity should be minimized.

e The number of high gain stages shoud be minimized.



Architectures fulfilling these guidelines are recognizede¢ flash,successive ap-
proximation converters, aid— A converters{). Due to their fully parallel nature,
Flash converters are immediately recognized to be inefficiempared to succes-
sive approximation ones when the sampling frequency is nhawer than the
device fr. As this is definitely the case in this work, they are congdaro fur-
ther. A set of power estimation routines were implementedATLAB based on
equations 2.26-2.21. Table 2.6 summarize this analysie wdble 2.7 presents a
literature survey of recently published low-power analogigital converters.

For amplifier-based converters, such as pipelined ADCxand\, the power was
assumed to be contributed by the clock network and the firgt; @r the suc-
cessive approximation converter instead, it was assumbd ttbominated by the

comparator and the clock network. The estimated performaft¢he consid-

Architecture| Resolution F, Est.Power| Est. Input Cap| Vg | FOM(pJ/conv)
SAR 8b 100KS/s| .25uW 1.28pF 1V .009
SAR 6b 1.5MS/s| 4uW 320fF SV .004

Pipelined 6b IMS/s | 144puW 50fF 1v 2.2
Y—A 12b 100KS/s| 12uW 65f F .65V .029
Y—A 14b 40KS/s | 147uW 220fF 1v .22

SAR 12b 100KS/s| 1.6uW 180pF SV .004

Table 2.6: Comparison of low power ADC architectures(iaated power and

input capacitance

Reference(Arch.) Resolution F Power | Input Cap.| V;; | FOM(pJ/conv)
[25](SAR) 8b 100KS/s| 3uW 3pF i\ 24
[26](Z — A) 14b 40KS/s | 140uW 6pF 1V 22
[27](SAR) 12b 100KS/s| 25uW n.r. Y 165
[28](SAR) 12b 1IMS/s | 15mW | 21pF |5V 3.6

Table 2.7: Comparison of low power ADC architectures(lifekature Survey

3for the latter, the decimator will consume significant pav¢owever, the large oversampling
ratio in this case enables also other system-level advastagch as alias and channel select filter
complexity reduction



ered architectures matches that of published results tasorable degree. The
capacitance estimate is however fairly inaccurate,angesely optimistic for
Y — A modulators since only sampling noise is considered ane gassimistic
for high-resolution SAR converters since fully binary DA&laitectures are al-
ways assumed.

Some conclusions can still be drawn. Pipelined converfgpear less power effi-
cient than botlt — A and successive approximation converter, due to the tighter
amplifier gain and settling constraints. SAR converterseapps ideal candidates
for low-voltage, low power implementation when the resioltis limited to 6 or

8 bits; however, they suffer from increased input capacgasompared t& — A
modulators. Although the estimated value in 2.6 for a 12ligtds pessimistic as
it assumes a straightforward binary weighted DAC impleragon, the increased
capacitance may still cause increased power dissipatidinaplementation area
at the system level. Also , thanks to oversampling and to tisersce of floating
nodes. — A converters present an inherent advantage in a an envirdvtén
reducedR, s/ R,, ratio. Finally, the estimated power of the SAR converterssdo
not include digital power. As stated in a previous sectioth eonfirmed by [27],
this power will be significant or even dominant with respectite extremely low
analog portion.

The architecture of choice for minimum power should therefze a SAR for low

or moderate resolution, whilé — A for high resolution.






Chapter 3

Implementation I: a .5V, 6b, 1.5MS/s

successive approximation converter

As a first proof of concept, a prototype 6b,1.5MS/s SAR camvaevas designed
to operate from a .5V supply using 90nm CMOS.

3.1 Converter architecture

A building block diagram of the proposed SAR converter asatture is reported
in figure 3.1. As the design of current steering DAC at 0.5V wemsight to be a
significant challenge, charge based processing was prdfeso that the feedback
digital to analog conversion is realized through the binaeyghted capacitor ar-
ray C,, C,.

The input data is sampled I8 andS; on the top-plates af’, andC,, during the
sampling phas@,.When®, goes low,S; and.S, open and the bit cycling phase
begins. This phase consists of 7 periods of the decisiorkelgcwhich acts as
timing signal for comparator decisions and is provided tjfoa dedicated pin.
The digital logic operates in a synchronous fashion, clddkea delayed version
of the same signal,and applies feedback by controlling titeom plates ofC),

57
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Figure 3.1: Converter architecture

andC,,. Notice that as explained in a following chapter, the digiaanalog con-
verter uses sign magnitude coding. Therefore, during teediock cycle of the
bit-cycling phase, the bottom plates@f andC, are tied toV/;;/2, and the sign of
the input is determined by the comparator decisions. Duthegollowing 5 cy-

cles of the bit cycling phase, the absolute value of the inpliage is converted,;
one cycle is wasted.

3.2 Sampling Network design

To minimize power, a passive sample and hold is chosen. Asised in Chap-
ter 2, when bulk 90nm devices are used the frequency is lowgmthat switch
linearity is easily achieved even gi, = .5V, while charge leakage is a concern.
To reduce leakage, the sampling switches are realized wsyingV;(HV'T) de-

vices. Thanks to an additional implant, these devices haeeshold voltage
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Figure 3.2: Annotated clock booster schematic

roughly 80mV higher than the standdrgones, which results in over an order of
magnitude higher off-resistance. Due to the low-supplydaer,the minimum on-
resistance of such devices also increases by the same gaminarttucing memory
effects in the sampling operation. To counteract this ¢#f@c ensure sampling
linearity, the bootstrapped sampling switch introduced\bg( [29]) is used. The
schematic of the bootstrapped switch is reported in figueaRng with device
sizings. Capacitors used to store the charge necessargecege thel,, rail are
realized with a high-density MIM layer to minimize area comgtion; the bulk
of M1 is grounded to save area and improve positive to negatde matching, as
the resulting sampling distortion and signal dependentgehanjection are not a

concern at 6b-level.

3.3 Digital to Analog Converter

The digital to analog converter exploits sign-magnituddecand tri-level unit
elements to reduce its total capacitance. The concept-l&viel elements is dis-
played in figure 3.3 for the case of a single element. Both thtipe and the
negative side capacitors can be connected g/, or V., = % Clearly,

the configuration wher¢’,, is tied toV,; andC,, to V;, encodes +1, while -1 is
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Figure 3.3: Unit element of a tri-level digital to analog gerter

encoded is by the,, V,,,C,,, V4, pairs. Finally, O is realized by connecting both
C, andC,, to V,,,,.

As proved in App.A, this architecture is advantageous imgeof linearity and
total capacitance with respect to a two-complement copatéer This advantage
descends from the fact that the total number of capacitaressary to realize a
B-bits DAC using this approach ¥*~! — 1, half than for the two’s complement
counterpart. Consequently, the ratio of the variance optek INL to the vari-
ance of unit element mismatch is also halved(See AppendirrAdérivation).
Combining these two results we conclude that a four-folducéidn in total ca-
pacitance can be achieved for a given target resolution img tisis technique.
Further reduction in the total capacitance can be reducezhbgsing an appro-
priate capacitive layer. MIM capacitors offer the lowegpacitance per unit mis-
match, and are therefore used in high-performance apioiitsat From design
equations however, we see that in order to obtaih-a o INL better than .1
LSBs, a unit element varianeg® of 4.1e-3 is required(i.es = 6.5%). Even
using a conservative approximation for the mismatch perarea coefficient..,
the capacitor area corresponding to this value @ smaller than the minimum
capacitance value allowed by the design kit for the MIM layBy keep unit ca-
pacitance as small as possible, we decided to use use M6-{Mitars' . Due
to the low density,&umum structure laid out using this layer has a capacitance
of a few femtoFarads, but preserves matching propertiesapaable to those of

Lvertical parallel plate capacitors with plate distanceatuthe inter-layer dielectric thickness



MIM. A conservative choice of’, = 10 f F' was made for the unit capacitor value
to reduce the impact of fringing and similar edge effectstanarray.

The layout of the capacitor array was realized by L.Wang &.UBerkeley. The
switches driving the bottom plates are placed in close pnayiof the array itself
to minimize parasitics, and realized with stand&jgdevices withl = 1u, L =
dp. A fully centroided structure was adopted, and a row of gdmethdummies
was placed around the active devices to avoid edge effestsapacitor mismatch
for this layer is determined by inter-layer dielectric #mess variations, dummy

filling was added by hand and in a symmetrical fashion.

3.4 Comparator

The comparator shown in figure 3.4 and originally proposefBdj was used.
Devices with non-minimum channel length were employed tuiea® an offset
voltage lower than 1 LSB.

During the tracking phase, devices M3 and M4 operate asdnedistors, and
constitute a load for the transconductors M1 and M2. For iengsizing,the bias
current through M1 and M2 is determined by input common madige and the
device sizing and threshold voltage to hg, = 421y log (1 + exp (%V‘“‘f))2 A
S5uA. The common mode voltage at nodes 3 and 4 during this phassfdle
is VCS;A) = Vu — Rs - I.,, = .4, and the differential gain during tracking is
Agm = GWRy = 5.

During regeneration the voltage difference between node®l3t,V; 4 = A4, Vi,

is regenerated to the rails by the cross coupled pair M5-M8uted waveforms
of the comparator during overdrive recovery test ( [31]) gliewn in figure 3.5.
Although this comparator has low power dissipation and qaerate from a very
low supply voltage, it generates a large amount kickbackenbecause of the poor
isolation between input and output nodes. This is probleniaa successive ap-
proximation converter because the critical nodes are figdtrr the whole length
of the conversion. To prevent kickback noise from distugltime conversion, an

additional set of switches is added in front of the comparadthese switches are
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Figure 3.4: Comparator schematic and device sizing
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Figure 3.5: Simulated overdrive recovery test

closed during the tracking phase, and are opened immegdizéire the latching
phase begins. The opening of these switches introducersa-sigpendent charge
injection, which ultimately results in static and dynamantinearity. This error
has however been verified through simulation to be much Bsss than that due
to the kickback noise.

The layout of the comparator(except for the isolation she®) is shown in figure
3.6. A fully centroided structure is used to minimize sysaéimoffset. The area
of the comparator 8, x 16u, and its simulated power consumption 625nW on

the typical corner, and AW on the fast corner.



Figure 3.6: CAD Layout of the clocked comparator
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Figure 3.7: Schematic of the digital logic backend

3.5 Digital Logic

The digital logic was implemented using standard cell liprgates. The archi-
tecture of the digital section is the same used in [25] anplay®d in figure 3.7;it
makes use of 2 shift registers to implement the successpm@zipation routine.
The upper shift register is clocked synchronously by thedaek ¢ ; and is used
a sequencer, while the lower register is used to store theecsion value. When
the reset signal arrives, the sequencer is reset inih@0 condition. At every
subsequent fast clock rising edge, thealue propagates along the sequencer, so
that i clock cycles after the reset edge, it passes from th@aosition to the i+1-th.
This signal is fed to the set input of the i+1-th flip-flop in tbenversion register,
and causes it to raise its output to 1. Finally, this outputsed to clock the i-
th flip-flop in the conversion register, that stores the quroemparator decision.
Because in the flip-flops used D input is disabled when the i§egkis high, a
minimum delay has to be guaranteed between the instant vigeset signal is
deactivated and the arrival of the clock. To meet this canstira slow delay line
generating 5nS of delay was inserted between the outpueatihth register and

the clock input of the i-th register.



Corner| Leakage| Dynamic| Total
TT 1puW 1.2uW | 2.2uW
FFA | 2.3uW | 1.2uW | 3.56uW
SSA SuW 1.2uW | 1.5uW

Table 3.1: Simulated digital power dissipation at 1MS/s

This architecture relies on the ring structure to achievewadwitching activity,
and therefore low active power dissipation. However, tigdanumber of regis-
ters used increases leakage current, which is a concerw a&pleed. Due to the
low operating voltage and frequency, power dissipationhefdigital logic was
assumed to be negligible at design time.Therefore, noteifas done to reduce
this contribution. In fact, the power dissipation of theithysection resulted sig-
nificant in final system simulations and in measurementsleTald displays the
simulated power dissipation figures, as well as the leakagsug active power
breakdown, for different proces The power dissipation fthendigital section is
in the best case one and a half times higher than that fromaimparator. Fur-
thermore, a large fraction of this power is due to leakagéachvts known to be
poorly modeled and highly process dependent. This fraaifgmower could be
lowered in several ways: first, logic could be restructuesd] number of registers
reduced to minimize leakage; second, custom, minimum dagid gates could
be used to decrease switching power. Finally, high-thdestlevices could be
employed instead of standard-Vt ones to further reducelbtapower. Some of
these technigues have been used in the second generataassive approxima-
tion converter described in chapter 5.

3.6 Measurement results

The chip was fabricated in a 90nm 7M2P CMOS process from STomliectron-
ics. The final top level layout is shown along with the die migsaph in figure
3.8.



The total chip area(including padring)d65. x 730u, while the core area is only

Figure 3.8: Layout capture(left) and chip microfotograpith)

300 x 300u,largely consumed by the capacitor array and the digitatloBue
to the small size, COB packaging was used for testing. 3rdiffiesamples were
fully tested. The results are reported in figures 3.9-3.fhdl,summarized in table
3.2.

3.7 Performance

For FFT testing, a Rhode and Schwarz Signhal Generator waktoggenerate a
single-ended input voltage, that is converted to diffaetiity an ADI 8138 part

on the board. A logic analyzer is used for code read back amiaade both

a fast and a slow(sampling) clock. For enhanced testahility output code of
the converter is not latched on the die, so that convergehtteesuccessive ap-
proximation algorithm can be observed during testing. mgnof the read back
consequently becomes critical. To overcome this problerth) the output bits
and the clock are oversampled by the LSA, and the correct isageonstructed



Performance Metrig Value
\oltage Supply .5V
Input Range A4V
Sampling Rate 1.5MS/s
Unit Capacitance 10fF
DNL +.4LSB
INL +.4LSB
ENOB 5.5 at Nyquist
ERB 2.5MHz
SFDR 43dB atf, = 1.56M S/ s
fin=100K Hz
Power dissipation 14uW
Die Area .09mm?
Input Capacitance|  200fF differential

Process

90nm 7M2P CMQOS

Table 3.2: Performance Summary

Section Sim.Powr| Measured Power
Analog 2uW 2.5uW
Digital(Leak) 1uW oW
Digital(Dynamic)| 1.2uW 3uW

Table 3.3: Power dissipation breakdown
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Figure 3.9: Dynamic Performance from FFT testing

in software by sampling each bit in its validity interval. FEesting reveals that a
peak SNDR of 34.5dB(5.5ENOB) is achieved for .4V zero-pegakit at 1.5MS/s.
When the sampling frequency is decreased, the peak SNDR cpagtant or im-
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proves up to sampling rates as low as 62.5KS/s, where degrmaddarts to oc-
cur(See Fig.3.9).

For all values of sampling rate, a linear sampling is guaahby the bootstrapped
input switches up to frequencies well above Nyquist. Fgr = 5V, F, =
1.5M S/ s, the resulting converter Effective Resolution Bandwidthlbout 2.5MHz.
A spurious free dynamic range above 43dB is maintained #fom 250K H = to
1.5M S/s(See Fig.3.11). At 2MS/s, the DAC fails to settle to full amy, result-
ing in degraded SFDR of 25dB, and consequently reduced SMDB2.5KS/s
the sampling switches leakage is significant, so that SFD&disced to 35dB.
Dynamic testing was performed also at supply values diffietigan nominal. As
expected, the converter is operational for a wide rangemflgwoltage and speed
values, demonstrating robustness of the design.VEoE .75V a peak speed of
5MS/s and an ERB of 9MHz are achieved. Ry < .45V, the digital logic is
subject to critical races that result in sparkle codes anerséSNDR degradation.
However, the analog portion of the system(Comparator antpbag switches)
is powered through a separate pin and has been measured todi®tal for
Via > .3V even at a reduced speed of about 300KS/s. A more robustldagita
implementation would have almost certainly guaranteeldsitdtem operation at
this low-supply, enabling a realistic SNDR testing.

Static linearity was measured through histogram testihg;résulting INL and
DNL profile are reported in 3.10. A systematic profile, caugeffects that re-

main unknown at the time of writing, is apparent.

3.8 Power Dissipation

The measured power dissipation wadg 1V, roughly 3 times higher than the simu-
lated value. Table 3.3 reports the individual measuredrifriions. For different
reasons,all of the components show significant deviatiom fihe simulated val-
ues.

For digital switching power the discrepancy is due to the flaat parasitics were



not accounted at simulation and design time.

Digital leakage is often poorly modeled. In the specific ¢dse hypothesis is
corroborated by the fact that values as large as 4 times ttegs®ted by the
model have been measured on other designs fabricated omriersin as this
converter. A similar reasoning holds for the comparatoritasoltage-biased
pseudo-differential nature makes it intrinsically semsito process variations/
threshold voltage modeling inaccuracies.

Although higher than expected, the measured powered dissipstill compares
favorably with respect to published works. Also, many dir¢achniques are

available to reduce the power dissipation of the digitatieac

3.9 Comparison with previous work

Many different figures of merits have been defined as metacpuantify ADC
power efficiency. A few definitions are recalled in the foliag. A very popular
metric is the so called energy per conversion step, measanedfconv. This is

defined as

FOMiscc = 72fm§§NOB
. Here, f;,, is the maximum signal input frequency for which the effeetnumber
of used is used. Ideallyf;, = f;/2 and ENOB = N,. The basic assumption
here is that doubling the bandwidth doubles the power. &nhgiincreasing reso-
lution by 1 bit also doubles the power. Although widely ustds figure of merit
reflects the scaling behavior of very few practical convsrtelhe most natural
application seems to be in Flash converters, which havehfgad comparators;
however, increasing the resolution of the converter not dolibles the number of
comparators, but puts a twice as stringent offset specdditan each comparator
as well. This causes the power to scale#<'“?, unless offset calibration is used
in the comparators( [32]). Even in this case, the assumtigrower dissipation
being linear in the bandwidth usually does not hold for veghhnput frequen-

cies, or very low ones. At the high end end of the spectrumeasing speed in a



circuit that operates in the neighborhood of the devigeis known to cost large
amounts of power if at all feasible. At the low end of the spauttinstead, leak-
age gives a background power consumption that is indepénflepeed.
Another widely used figure of merit is

Py
. In this case, power is supposed to scal@’4$'“” i.e. the cost of increasing the
resolution by 1 bit is 4x more power dissipation. This is & faetric for noise-
limited designs, and finds application mostly in high retoluconverters, such
asY — A modulators. Looking at the successive approximation tachire, we

can observe that

1. Power dissipated by the comparator is linear in the nurabbits(adding
one bit means adding one extra charge cycling phase) ane isatinpling
frequency. When noise limitations are taken account, tiighermore pro-
portional t022#NOB  however this constraint is practically active only for
high-resolution converters, which are outside the scopkeWwork.

2. Switching power of the digital back-end is linear in thengding frequency,

and, to good approximation, to the number of bits.

3. Woltage Reference buffer is noise-limited and typicathales ag?#VO? as

well.

In this work, as well as in [25] and in [33], the reference buffs not imple-
mented,so that the largest contributor to power dissipdtiat actually does scale
as2?ENOB s not present. In light of these considerations, we intoedudifferent

figure of merit called energy per bit:

P
FOMgap = ﬁ (3.1)

. The main change is that now power is assumed to scale yneah the number
of bits. This is generally true at low resolution, when ndigen the comparator

is not in issue: for a given sampling rate, going from a resofuof B bits to a



resolution of B+1 bits requires all elements in the systesetde in a time interval
B/(B + 1) times shorter, i.e. has the same effect of increasing thelgagn
frequency by(B + 1)/B. When the system is digital power dominated, and that
leakage is not an issue, this figure of merit still gives aiséialpicture of power
scaling. In table 3.4, this work is compared to recently iiadd data from similar
resolution ADCs using all of three figures of merit. The datdicates one of the

best power efficiency ever reported, despite the very lowplywmpltage.

Design Resolution| V;; | FOM FOMgar | FOMpy,se | Tech.
(pJ/conv.)| (pJ/Bit)

[25] 14 .24 3.75 1.3e-15 254

[33] 6 |.35 11 2.7e-15 18

[34] 1 |26 850 830e-15 | 1.2u

[27] 12 1 |.16 15 12e-15 | .18y

This work | 6 05].2 1.75 4.5e-15 094

Table 3.4: Comparison with published results

In the figure of meritF'O Mg 4R, this converters outperforms all previously pub-
lished converters. This is largely dependent on the advbf8tnm) process used,
and in part to the aggressive design techniques. A simptellegion shows how-
ever the impact of leakage in such an advanced process. Ehgygrer bit of the
converter reported in [25] is 3.75pJ/bit. Assuming all aétivere digital power,
scaling fromV,, = 1V, L = .25u t0 Vyy = .5V, L = 90nm should automatically
guarantee a energy per bit 10 times lower, or .375pJ/Bitrgynefficiency of the
presented design is roughly 4.5 times higher, with leakageributing a third of
the total energy or .6pJ/Bit. This is made clearer by the @idigure 3.12, which
displays the converter Figure of Merit(Energy per Conwersias a function of

sampling frequency.
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3.10 Conclusions

This first implementation demonstrated that it is possiblettild power efficient
converters at a supply voltage as low as .5V . It also confirarsrotial analysis
showing that unless ad-hoc countermeasures are takeagkefdom the sampling

switches results in significant linearity reduction.






Chapter 4

Implementation Il: a .5V,6b,1MS/s
successive approximation converter
with embedded automatic gain

control

After the successful design of the first prototype SAR, wadkztto pursue inte-
gration of the ADC with an RF front-eAdWe describe in this chapter the design
of the analog-to-digital converter, and the measured te$tdm its standalone
version. Design and measurement results of the RF rece®eescribed in [35].

The goals of this work were

1. Reduce the power consumption of the digital Back-end)endimultane-

ously providing a more robust implementation

2. Complete Integration of the ADC sub-system, includintiage reference

and driver and clock generation and distribution

Designed by N.Pletcher,U.C. Berkeley

77
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Figure 4.1: Tuned RF radio Architecture

3. Demonstrate the maximum amount of integration repodethte for 0.5V

systems with the implementation of the full radio

We further decided to enhance the performance of the A/Dexd@wmaking use
of a digital offset calibration routine, and of a variabletmut reference, which

effectively acts an embedded variable gain function.

4.1 Radio Receiver overview

The combination of front end and ADC is designed to act as aecaense re-
ceiver for a wireless sensor network radio. System levesickamations constrain
the total receiver power for this application to abaQu:1V'. Achieving such a
power level demands ultimate simplicity in the receiverha@exture, which is
shown in figure 4.1: a combined of passive/active gain stageepes the en-
velope detector, suppressing its noise figure by roughhyB2&ad resulting in a
sensitivity of -50dBm. A single-stage variable gain amefifiegenerates the sig-
nal to the ADC full scale, providing 0 to 42 dB gain and drivithgg ADC input

capacitance.

4.2 Sampling network

We used only standard,, devices in this converter and avoid bootstrapped sam-

pling in combination with high threshold devices, as donthaprevious version
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Figure 4.2: Sampling Switch Schematic

of the converter. To avoid charge leakage effects while tamimg sampling lin-
earity, a CMOS switch with complementary boosted turn-offage is used. Two
separate charge pumps per switch generate voltage¥ gfand2V,,, which are
respectively used to turn off the n and and the p devices. r&igL2 reports a
simplified schematic. MIM capacitors of 100fF are used asagi® devices; the
sampling devices have a W/L equal to 10/.1 for the NMOS and/.tb f8r the
PMOS, giving an on-resistance of approximat&ly () for each device. Notice
that the unusual larger width for the NMOS as opposed to th©BN& due to
the higher threshold voltage of the N device in this prodgslew V,,, the re-

sulting decrease in current drive offsets the higher migbitesulting in lower



conductance per unit width. Finally, note that the devideded in red in 4.2
are NMOS devices with the bulk tied to the source to avoid &dibiasing the
drain-bulk junction when the devices passéds,,.This configuration can only be
used in a triple well-technology such as the 90nm used indibssgn. If such an
option is not available, the advantages of complementaytiswitches cannot be
combined with of boosted turn-off, with consequent degtiadeof the dynamic

linearity.

4.3 Comparator

The design of the comparator was undertaken with three majals

1. Increase the input-output isolation, so as to eliminagederies isolation

switches and the associated charge injection and timingsss

2. Guarantee high-common mode rejection ratio, so as tomueithe strain

on the common mode feedback circuit of the previous stage

3. Maintain an input referred offset lower than 1LSBs in all §cale settings

Goal 1 is easily met by using cascoding on the input transectod and sepa-
rating the input and the regeneration branches.Due to thigell headroom , a
pseudo-differential input stage is used. This leads toadedwommon-mode re-
jection, and process-dependent bias current and speeadtiog the sensitivity
to process variations, the input stage is digitally prograahle with 2-bit preci-

sion(not shown in the schematic). To increase the resgiégaccommon mode,
a feed-forward cancellation circuit is added. The complateh schematic is
shown in figure 4.3. During tracking mode, devices M9 and M&Das triode

loads to the transconductors M1 and M2. A common mode volbéag&8mYV is

obtained under typical operating conditions on nodes 1 armb2esponding to

a small signal gain of -1.4dB; a tracking bandwidth of 1:0MKzimultaneously
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Figure 4.3: Comparator Schematic

achieved. Under these conditions, the common mode caneellercuit made
of M3,M4,M7,M8 and M11 is ineffective due to the low gain thigh the pmos
current mirrors. When a large common mode input step is epiowever, the
output of the preamplifier is pulled down, activating the coom-mode cancella-
tion loop, decreasing the common mode gain and achievinddbieed rejection.
During regeneration, the transconductor is disconnectad the cross coupled
pair with a pair of PMOS switches , and inverters M12-M13 antdMM15 are
enabled and regenerate nodgsndV; to the rails, while two more inverter drive
the load.

As the LSB can be programmed to be as small as 2mV, an offsenearsmaller
than6004V is required. This offset value can be achieved through giairthe
price of increased capacitance and hence power dissipatitamnatively, a more
complex timing and switching scheme such as the one prasanf27] allows to
perform analog offset cancellation. In this project, aati#nt approach is used.
Offset cancellation is performed in a mixed-signal fashidroducing an in inten-
tional mismatch in the capacitive loading of the regeneratiodes. This approach
has been previously proposed( [32], [36]); however, it ipafticular utility in a
SAR converter because, as shown in the following sectiaaritbe implemented
in integrated fashion with very small overhead.

It is proved in appendix B that if the capacitive load on nods bbeledC' and



that on node 22 + AC, an input referred offset of valug, = VCWT;V*% is in-
troduced at the input of the comparator. Assuming C=4UfF,= 438mV, V* =
26TmV, A, = 8, AC = %f’:nvi_é = 300aF is found. For the given sizing, on the
other hand, 8 — o offset of 24mV was extracted through Monte-Carlo analysis.
ator. To calculate the calibration full scale, the more aat@iexpression(see ap-
pendix)V;, = %i—ﬂ is used.Defined’™ = ﬁ Xmaz = Tho =
1.1 andAC = C(x2,.. — 1) = 8fF. The required number of levels is therefore
8/.3 ~ 25 which we rounded off to 31, obtaining a resolution of 5-bits the
magnitude and 1 sign bit for the sign, or a total of 6 bits. Tigto simulation, a
unit element built ofl /.2 PMOS capacitor and 424/.1p PMOS switch was
chosen(See Figure 4.5). Notice that the bulk of the PMOSaepavi1 is tied to
the source to minimize un switched capacitance. In the afesthe whole 31-
element array has an off capacitance of 4.5fF, which candreased in .8fF/LSB
steps.

Figure 4.4 shows a zoomed-in layout capture showing the acsbqr and the
calibration capacitance placed on each side. As any pedibhnegative side im-
balance in the routing from the comparator to the capactan@y interferes with
the calibration process by introducing offset, care waseriak enforcing layout
symmetry. According to extraction, parasitic capacitdr@fF and 28.5fF are
associated respectively with thé and 1, nodes, showing a mismatch smaller

than 1 calibration LSB.

4.3.1 Calibration

We now detail the integration of the calibration logic inb@tconverter. The basic
idea is that the calibration routine converts the compaateet to a digital word,
which is applied to a calibration DAC(the switched capacitoray) to cancel it.
We perform this conversion process in a successive appatiximfashion, so that
the calibration capacitors serve as DAC, while the sequerogic from the con-

verter(see next section) is used to direct the successessgs.
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The calibration routine is as follows: switches M1 and M2ttie comparator in-
puts toV,,,r.r, While M3 and M4 are open to disconnect the signal path. The
main DAC is disabled by’ AL. The successive approximation routine is then run
for a clock cycle as during normal operation, with the comaparload capaci-
tors acting as DAC.The logic gate G(replicated for eachrobhit) and the latch

F isolate the calibration array from the data conversioayamaking heir opera-
tion mutually exclusive and store calibration code durimgnmal operation.This

is shown in figure 4.5.

Notice that the only overhead associated with this techaigtin the afore-
mentioned logic and in the extra set of switches. Correagdes these switches
is critical to prevent them from perturbing sampling lingaor increasing charge
loss. We placed the switches as shown in figure figr the sampling node.
This placement minimizes the degradation in sampling hibgehowever during
normal operation one side af 1 and /2 is biased aV.,,,z.r ~ Vya/2, while the

other experiences a time varying potential. This raisessthee of charge leakage
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again. Simulated data show the charge leakage from M2 anduvidgdnormal
operation limits resolution to .25 LSB/s at the maximum fdéle, and is strongly
reduced by the lower signal swing for other reference ggttinn cases where
the charge leakage introduced by this switch is not accentabt speed is still
moderate, the switches could be placed before the samplinghes(4.6), at the
price of increased sampling nonlinearity(during normadrapion, the aspect ratio
of the sampling switch is effectively halved if the switclseze is the same.

Notice that as stated before, offsets smaller than 1mV otaytie resolved.
If the calibration is therefore run for only 1 cycle, and naeaveraging is per-
formed, noise in the converter will limit its accuracy. Thimit may be overcome
performing multiple calibration cycles in sequence andayg their result; we
claim however that a single cycle calibration will almostedy be sufficient, as
even if its resolution is limited by thermal noise, this omigans that the ADC
residual offset is smaller than the converter noise floortstte is not going to

limit performance.
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Figure 4.7: Synthesized layout of the digital block

4.4 Digital Logic

The digital logic was implemented by synthesizing a behaVigHDL descrip-
tion . This approach has the advantage that power minimizaiking into ac-
count leakage as well dynamic power is performed by the Isgithesis tool un-
der afixed delay constraint; moreover, the area is reduaagaced a not fully op-
timized hand implementation. To ensure correct operatidmeosynthesized logic
at .5V(the library is only characterized at 1V) we used thprapch suggested
in [37],consisting in feeding to the synthesizer timing straints increased by a
factor equal to the ratio of the propagation delay of thed@gi.5V to the propaga-
tion delay of the logic at 1V, roughly 4 for this process. Sitiee bit cycling period
16 period ism, a maximum delay constraint ‘2*1611\4—1& = 15.6n.S is used in
this case. The synthesized schematic was imported in ca@erntre simulated to
verify functionality, which was met over all process cosdfigure 4.7 shows the

synthesized layout of the digital portion, which occupi&am x 20um area.



4.5 Clock Generator

No self-timing is employed, so that the successive appraton converter re-
quires a fast (bit-cycling) clock as well as a slow(samplicigck. To minimize
power, the sampling clock is bound to have a duty cycle apprately equal to
the inverse of the number of cycles. To facilitate testing fom completeness, we
integrated the sampling clock generation on chip, usingsthmple digital logic
using a synchronous counter. Only one clock signal is tbezatequired for cor-
rect converter operation. The generated sampling andybiitrg clocks are fed
to a non-overlapping phase generator(See fig. 5.17) thataderthe individual
blocks. This phase generator occupies an areBef x 28m and dissipates
less than 200nW at a 16MHz input frequency.

4.6 Band Gap Reference

We have already stated that for low-power designs, refergeaeration and dis-
tribution consumes a significant amount of the power budge{25], this bot-
tleneck is avoided by referencing the ADCWg,. This results in power efficient
operation, however, it increases power supply sensitiwtyich is typically al-
ready poor in low-voltage designs. To show complete intégnaand true low
power design, a fully differential band-gap reference vpitbgrammable output
was designed. The programmable output feature allows toiekpe quantization
noise-limited nature of the companion converter to impleti2dB of variable
gain. As explained below, this programmability comes atdbst of increased
power dissipation or decreased reference stability.



4.6.1 Core Bandgap design

The band-gap reference concept is proposed in Fig. 4.8. piay® a classi-
cal current-scaling architecture, that generates the PAiI the NTAT voltage
in one current branch and combines into a different branckimgause of a cur-
rent mirror. This technique allows to generate sub-1.1\poug [38], [39]), but
requires precisely matched resistor to perform the finalcétversion. Oper-
ational amplifier A1 keeps nodég andV; at the same potential, so that the
current flowing through the resistdt; is I; = %% Since the voltage at
_ KT I

node 1 equald; = - T the total current through the current mirror devices
8

readsl,; = I + 1+ = %R%({Tls + logl(%i). If Ry/R, ~ 8, simple algebra
1.

1
Ly = 11%22‘/; which depends on temperature only through the currentidgfin

resistorR,. This dependence can be eliminated by forcing this curtesudh a
matched resistor of appropriately scaled value, obtaihing 1.12\/2—;. This is
accomplished by M3 and R3p,R3m. Operational amplifier A2@rrdent source
M4 finally, form a feedback loop that sets the output of themerfice to be equal
to V7. Compared to other low-power, low-voltage references 8],[(89], this

design has a few distinguishing features:

1. AtV = 0.5V, parasitic bipolar transistors cannot be used, as thgiis
larger than the supply.Weakly inverted MOSFETS are instesad ( [40])

2. The output conductance of the reference should be lowgimtmudrive the
DAC input capacitancef 200 f F') to 6-b accuracy in 60nS

3. The output should be programmable over 4 levels

Using subthreshold MOSFETSs instead of bipolar devices tegge thé/,. term

requires devices Q1 and Q2 to operate in the subthreholdrregiross the whole
temperature range of interest. Assuming the variationas burrent to be small
compared to the variations in device specific curtgnthe worst case is at the

minimum operating temperatute,;, (corresponding to minimum specific current
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Figure 4.9: Final All MOS Bandgap reference and sizing

value, and hence highest inversion coefficient). This marmmnversion coeffi-
cient should be smaller than .3 for the circuit to operateemly. Assuming these
conditions are met, the gate-source voltage of Q2 willhel') = V,,(T) +
%(Vgs(%) — Vin(To)) 7z = Vin(T) if Vs(To) = Vin(To) [40]. The threshold
voltage dependence on temperature is to first order lina#r, avslope that de-
pends on device channel length L%ﬁr =K+ % SinceK, > 0, device chan-
nel length can be tweaked to lower the temperature depeadsdnicreshold volt-
age, reducing the required value Bf/ R, ratio. Following these guidelines, the
transistors in this design were sized through simulatidveteelV /L = 9.5u/.7p.
%&2) =T2KQ. A

power efficient way to achieve this output conductance istaidiode connected

The settling constraint requires an output conductaRgce

transistor that would give a small signal resistanceé fafm; however, this is in
contrast with the programmability constraint, as , due ®ribnlinear transistor
characteristic, building an accurate resistor laddergudinde connected devices
is difficult. Linear polysilicon resistors are thereforeeds At .5V, the maximum
signal output by this architecture is roughly .3V(top andtém current sources
should remain in the active region). Frdm= I R, the current flowing in the out-
put current sources should B3//144K = 2pA. In principle, the current in the
reference branch can be scaled to be much smaller than tthegt Gutput branch,
as it does not influence the settling process. This is howssgpossible in prac-
tice, as too large values of resistance(and hence die amdjlwe required. The

final design choice is influenced by this tradeoff , and the filegign values for



the bandgap core are reported in table 4.6.1.

4.6.2 Compensation

Operational Amplifiers A1 and A2 are critical to the correpeaation of the cir-
cuit:temperature dependent offset from Al directly addthtoreference PTAT
source, degrading bandgap stability; moreover, startimlgy of the whole cir-
cuit requires stabilization of the feedback loops involyil and A2. From be-
havioral simulations, we found that in order for the cirdaitftunction properly
Al needs a gain of 60dB, while A2 has a more relazed 40dB gaaifsgation.
Therefore, Al is implemented as a 2-stage amplifier, whilemgle differential
pair amplifier is sufficient for A2. Both feedback loops aremensated using a
Miller strategy. Notice that in the case of A2, a two stage kfiep can be indi-
viduated which has A2 as the first stage, and the bottom dusmmce M4 and
output resistor?; as second stage. As a result, Miller compensation is efeti
introduced between the gate of M4 and the common mode setyag.oWe chose
to split the poles and bring the zero back in the left half @& tbmplex plane for
robustness reasons. Using a simple RC series blockRvith60 K andC' = 5pF,
a phase margin better than 60 degrees is obtained.

The feedback loop involving Al is easier to stabilize, as fimedback factor
is smaller. BeingAl a two-stage amplifier, internal compensation with =

20pF,R = 60K 2 was sufficient to achieve the desired stability.

4.6.3 Simulated Band-Gap Performance

Our measurement setup did not allow direct performance uneaent for the
BGR, therefore we report simulation data. As seen in figuté Athe output of
the final version of the bandgap has in the typical case aipesésidual slope
that gives rise to a temperature coefficient of 200ppm/Cs Tésidual slope is due

to the dummy devices added for matching purposes duringutaynd could be
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Figure 4.10: Simulated Stability of the band-gap reference

reduced by a proper redesign. Stability over process israfsorted in the same

context, measured through Monte-Carlo analysis.

4.7 Chip Floorplan and layout

Figure 4.12 shows the top-level view of the converter sysfEine Band-Gap ref-
erence is placed at the top and occupies an ard2@fm x 240um. Most of
the active circuits are placed underneath the compensadjmarcitors to minimize
area. The sampling switch, the digital circuitry and the pamator are placed as
far as possible from the reference to minimize couplinguggtothe substrate and
capacitive coupling. The sampling switch is further housed separate well to
maximize substrate integrity.

Two supply pins are used for the whole chip: a core supply &ehbetween

DAC, analog and digital circuits, while a the bandgap refeeshas an indepen-
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Figure 4.11: Temperature performance in the typical case

dent supply to allow power breakdown measuremnt. The pime glerted during
on-board during all of the performance testing. To fadiiteesting and avoid the
timing issues of the rpevious implementation, the convertgputs are resampled
on-chip by the sampling clock.

The total chip active area, including decoupling capacgars350um x 350um.

4.8 Experimental Results

The converter was implemented on the same chip as:the A converter de-
scribed in chapter 5 and of the integrated radio receverrdes] in [35]. Other
test circuits are included(See Fig.4.13). The ADC was tkssing chip-on-board
packaging, with inputs generated in a single ended fashidrcanverted to dif-
ferential using an on-board ADI8138 differential drivethéldata was read back
using a logic-analyzer; MATLAB-based processing as useduantify perfor-
mance.
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Figure 4.14: Offset calibration results

4.8.1 Offset Calibration

To test functionality of the offset calibration routine, &pply a DC signal such
that any DC offset present in the instrumentation is canicedad the A/D con-
verter input is less than 1mV(measured with a digital mudtien). We then acti-
vate the reset calibration signal, which disables all tHdaion capacitors ,and
measures the converter output referred offset. Then, \ge the calibration sig-
nal, and allow the converter to measure its own offset. Wheralibration signal
is disabled, we measure the output offset again. led, and/fbeonverter input
is less than 1mV(measured with a digital multimeter). Wenthetivate the reset
calibration signal, which disables all the calibration &eipors ,and measures the
converter output referred offset. Then, we raise the catiitan signal, and allow
the converter to measure its own offset. When the calibmagignal is disabled,
we measure the output offset again. The results of thiswgatie shown in figure

4.14 for two different samples. Notice that both sampleswsao input referred



offset which exceeds the predicted value by a large amouwgaséhs for this mis-
match have not yet been fully understood. This limits alstirig of the accuracy
of the calibration function, as the measured always exct#eglsnaximum cor-
rection capability. We do see however that the calibratarine always reduces
the offset, and that its full scale is roughly equal to 1.5 Li8Bhe maximum full

scale, or 12mV, sufficiently close to the calculated value.

4.8.2 Variable Gain Function

In order to test the embedded variable gain function featuecfeed to the ADC
a signal with a swing of approximately 1/4 of the maximum &dhle, and then
we progressively reduce the full scale of the ADC. In the abseof ADC offset
and reference noise, the SNDR should increase by roughlg d2dr the whole
range of full scale. The measured data is shown in figure A%Zpparent from
the figure, the converter residual offset, combined withréference noise, limit
the effectiveness of this approach from the theoreticaBlt&db.5dB.

4.8.3 Static Linearity

We performed INL/DNL testing by feeding the converter witttal11KHz sinewave
and collectin@!® samples. Figure 4.16 reports the results. The shape isstensi
across full scale settings, and closely resembles the atedivalue, dominated
by leakage through the calibration switches. However, #gative peak in INL
around code 31 was not expected. At the time of writing, tlasoas behind this

effect have not yet been understood.
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4.8.4 Dynamic Performance

The performance of the converter for sinusoidal inputs ffedént frequencies
is shown in figure 4.17 for the different full scale settings.peak SNDR of
30.2dB(4.7 ENOB) is obtained for the largest full scale adKRAz input fre-
quency. At Nyquist(500KHz), the performance dropped t&baB(4.45ENOB)
for the maximum full scale. As the full scale value is deceshshe peak perfor-
mance shows no degradation dr, = 190mV/, while it decreases t28.8d B for
Vis = 130mV (LSB = 2mV') and to 26dB forV;, = 65mV (LSB = 1mV).
This is due to a slightly underestimated band gap referenenthat becomes
comparable with the quantization noise at maximum gain.perérmance drops
abruptly for inputs above 1MHz, due to limitations in the gdimg switch.Figure
4.18 shows the output spectrum for Nyquist rate input of 399K Performance
was also measured for different sampling frequenéigsIn figure 4.19(to the
left) the peak SNDR for a rail-to-rail input signal at 15KHz shown versus
sampling frequency. The gradual drop between .75MS/s an8/4M shown
in the right half of the plot: the band gap settling is staytio degrade as the
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sampling frequency approaches 1MS/s. This reflects in actefé value of
wef,%(:ff) = V,ef(1 — exp —T,/7) wherer is the time constant of the bandgap
settling process.Notice that as band gap presents a vegyr lautput conductance,
there is no increase in harmonic distortion as the time abkalfor it to settle is
decrased, only swing compression. As expected from therexyial dependence
of the effective reference voltage on the sampling frequdrvever, the degra-
dation is abrupt above 1MS/s.

4.8.5 Robustness td,;

Low voltage designs, especially if relying on subthreshapération of devices,
has typically been associated with poor robustness. Csalerthe described
system operates with power supplies as low as 450mV and asalsig50mV
with less than 2dB change in performance, due to the finitespswpply rejection
ratio of the bandgap reference. This is shown in figure 4.2 drop in SNDR
is related to the finite PSRR of the reference as follows:ad/%h is increased,

the reference value increasesAy,,/ PSRR;;,. Therefore, a signal which was
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full scale stops being such, and SNDR drops. The SNDR coulédmered by
increasing again the input signal amplitude, so as to matimtcreased available
swing. Notice that the PSRR of the bandgap in this case is Bhly even for
DC inputs; the peak PSRR of the reference is about 50dB, miblitained only
for Vg > 750mV, where temperature stability is poor. This is largely duéh®
fact that PSRR was neglected in the design of the referettbeugh some effect
can be attributed to the compressed signal swing resultorg fow supply. It is
the author’s belief that a PSRR of 40dB could be achieved gatkful redesign.

4.8.6 Power Dissipation

In the nominal operating point of 1MS/s, the complete cotaresystem consumes
341 A from a 0.5V supply, corresponding 1@ 1/. The converter core, compris-
ing comparator, digital successive approximation andcatiion logic and clock
phase generator, consumes less ta’, while aboutl 1,1 are contributed by
the reference. The curve of power dissipation versus sagfrkquency is shown
in4.22. We can see that the power dissipation is dominatéddoyariable-output
bandgap referencel(p W) for all sampling frequencies supported. The power

dissipation of the converter core is ortly 11/ (including analog, digital logic and
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Block | Pu(Sim.) | P.(Meas.)
Reference 9uW 10puW
2.5uW oW

Core

Table 4.1: Simulated and Measured Power dissipation bosekd

clock phases generation and distribution), and againgeharcontributed by leak-
age @uW). Again, this contribution could easily be reduced by udigh-Vt
devices for the digital, if the option is availBleFinally, table 4.1 shows the mea-
sured and simulated power dissipation values. The matdkingry good,a nd
shows the increased robustness of the VHDL-based design flow

4.8.7 Comparison with literature

This design merges multiple functions into a single low-poWwuilding block,
making comparison by standard ADC figure of merits challeggiThe 6 bits
core achieves 4.7 ENOB at 1MS/s fex1V. If the power efficiency of the con-
verter were quantified by FOM,this corresponds to 230f¥/ewsion step, and

2This option was again not available for this design, as loresghold devices were used in the
companion RF-front end



compares favorably to published state-of-the art desigosvever, as previously
discussed, this figure of merit is not necessarily fair farcassive approxima-
tion converter cores. Using the previously definfé@ M, = ﬁ,we get
FOM,,, = 1.25pJ/Bit, improving over our previous result and competing litara-

ture.



Chapter 5

Implementation lll: a .65V,100KS/s
>, — A modulator

5.1 Motivation and specifications

As we have seen in Chapter 1, in the super-regenerativerez¢e0], a significant
fraction of power is spent in building a baseband filter foegech tone suppres-
sion.

We could trade-off filter performance (and power) for cotweperformance by
simplifying the filter structure, or omitting the filter afjether. If this is done, the
converter has to handle simultaneously the quench tonelendignal, and po-
tentially requires a much higher dynamic range. An inténgsbption is to use a
3J — A converter, in combination with no filtering. We claim that@rersampling
converter is the optimal solution in this case for two reasdiirst, compared with
a Nyquist converter where a uniform signal to noise-ratigusranteed across
the whole [0F} /2], a more efficient partitioning of in-band noise and out oftha
noise is performed,as while oversampling allows to sampteof-band signals
without aliasing, noise shaping ensures that the in-bamskerfloor is significantly

smaller than the out-of-band noise floor.In other words;esiout of band signals

105



will anyway be rejected, there is no win in wasting power tgitize them to full
precision. Second, thanks to oversampling,the pulse widttiulated signal at the
output of the envelope detector would be directly digitinath negligible alias-
ing, and demodulation would take place essentially for fisea by-product of
decimation in the digital domain. This gives a significardgrammability advan-
tage over an analog implementation, and,depending on gi@tthe decimator in
terms of power, can also give a power advantage. Furtherrit@m®ables the use
of a lower quench-frequency to data-rate ratio, openingpthtential to achieve
higher data-rates in a super-regenerative receiver. lardad this approach to
be appealing the power spent to perform oversampled A/Darsion,including
decimation, should be smaller than the power necessarydeeldand filtering
and subsequent Nyquist A/D conversion. Given that the lzasefilter in [7]
consumes2u WV, and that we have shown that Nyquist A/D conversion can be
performed at the performance level required by the aptiodor only a few mi-
crowatts, the power dissipation of the modulator and thed#w@mator should be
below32uWW. Recently,Yao ( [26]) has shown that the cost of a 14-bitigren
40KS/s decimator integrated in 90nm standard digital CM©8fithe order of
10uW. Therefore, a power budget 86,1V is allocated to the modulator. The
power supply is chosen to be .65V to ensure compatibilihwiuture process
technology and simplify the low-power decimator design.

The super-regenerative receiver of [10], supports a maxirdata-rate of 20Kbs,
limited by quench-suppresion filter. Considering the pti&tdecrease in quench
tone to symbol frequency ratio, we designed for a 100KS/sinantonverter
speed. Finally, we set the design goal for dynamic range d®70

These specifications correspond to a challenging figure df (R©M) of .12pJ/Conversion
step, lower than any published Nyquist rate or oversamplamyerter. Achieving
such an extreme power efficiency requires careful desigreadrichitecture and at

the circuit level.



5.2 High level modulator implementation choices

The variety of solutions available in the design of an owagiéng converter
makes systematic exploration prohibitive. We focus on a dsaumptions that

influenced the results achieved in this work.

1. Recently, Continuous Time — A(CTSD) modulators have emerged as the
preferred solution to implement highly power efficient certer with band-
widths in the MHz range [41]. A continuous-time loop filteegents a built-
in anti-alias filtering function and typically requires lembandwidth in the
operational amplifiers with respect to the sampled-datantespart. Al-
though the application of CTSD to lower bandwidth scenas@ppealing,
it presents an issue: in CT modulators, the converter nase i usually
dominated by the input resistors of the first integratoraesd to be im-
plemented in active RC fashion). For moderate resolutiodssaall band-
width, this results in very large input resistors, which haed to integrate
on-chip unless high-resistance polysilicon is availab&.[ This means that
in our scenario, the resistor size would be limited by sizest@ints, and
operational amplifier noise would most likely dominate tbhewerter floor.
Therefore, a non-standard design methodology should heetband used.
At the time this project started, this issue was only one efrttany of the
many unknowns on the strategy to follow to minimize powesitiation in
a CT modulator. We therefore chose to implement the convesimg a
switched capacitor loop filter, for which the literature gos is much larger

and the design methodology more established.

2. Feedforward loop filter realization has also gained iaseel popularity in
recent years. In particular, the authors in [42] show thaparisus free
dynamic range in excess of 100dB is achieved with only 60dB ijathe
operational amplifiers by introducing feedforward coeéfids in the loop
filter in order to suppress the portion of input signal mataped by the

first integrator. Although this technique is very appealinghe context



of data-acquisition, its applicability to communicatiaashiampered by the
degraded robustness to out-of-band interferers thatdilpiaccompanies
feedforward loop filter implementations. As one of our gagt® minimize
the amount of filtering to be performed upfront the modulat@ decided
to use a more robust feedback loop filter. As a result, litg#@ionly de-
termined by the open loop-gain of the first operational afigpliand can be

harder to achieve.

5.3 Project philosophy

The goal of this work was to minimize power dissipation df & A modulator,
given performance constraints. Our approach to this problas to assume that
minimum power consumption is achieved by relaxing as mucphassible the
key building specifications, with the idea tHatding the least restrictive set of
constraints of critical parameter values that would produn the required per-
formance, would yield the most elegant and most power effis@ution

The key block in every: — A modulator implementation is the first integrator,
which determines noise and distortion performance of thelewtonverter.Although
passive integrator implementations have been proposeq,([f3]) they usually
require fairly large capacitor ratios to realize the dabsimanfer function; while
the lack of input output isolation makes the loop filter desapallenging. We
therefore decided to use an operational-amplifier basedrator. As a result, the
operational amplifier becomes the main focus of our powerimization effort.
Results from the analysis reported in chapter 3, as welladtsestated in a fol-
lowing section, indicate that a single stage operationgblduer is an optimal
choice for low-power designs.This assumption of optigadita single stage am-
plifier in an environemnt where cascoding is not available ttuthe low supply
and flicker noise is a significant concern due to the low-fezapy operation drove
all the assumptions made in the next section. In particalbgrd cap of 40dB was

imposed on the open loop amplifier gain to ensure singleestegjizability.



5.4 MATLAB modeling environment

5.4.1 Motivation

In a previous chapter, we identified gain as the specificdtardest to achieve in
low-voltage environments. In order to minimize power, offoe was devoted
to evaluate the minimum operational gain necessary to aeligiven linearity,
and use that as a design target. The topic of integrator meaniity is addressed
in [44] using Taylor series expansion. However, the analigstargeted at evalu-
ating nonlinearities introduced by the sampling and iraégg capacitors rather
than by the integrator nonlinear gain itself. The topic dégrator integator gain
effect is treated both in [44] and in [45], [26]. However, foemer work targets a
very high dynamic range of 100dB; while the latter ones litthémselves to eval-
uating the effect of integrator linear gain on quantizatiorse suppression. When
the latter type of analysis is performed, typical integragain values in the range
of 25dB to 30dB are found for three stage modulators. Desig{#5] and [26]
report that their operational amplifier gain was overdesiyfrom this value in
order to suppress distortion. The net result is that theioglship between ampli-
fier open loop gain and nonlinear distortion is not accuyagelantified nor well
documented. In order to fill this information gap, a behaalionodel that takes
into account integrator gain value and shape accuratellewhisuring simulation

time significantly shorter than the full device level sintolas required.

5.4.2 Object Oriented Modulator Model

For execution speed reasons, we preferred MATLAB to sinkutiodeling. Also,
the command line based interface in MATLAB guarantees higbstraction, and
helps carrying on the design in a structured fashion rathem by tweaking in-
dividual block parameters. We increase the effectivenéssiog MATLAB by

using an object oriented approach, similar to the philogaflelass programming



in e.g. C++:a modulator is seen as an object built of diffecemmponents, each
of which belongs to a separate data type. The modulator carobéied by using
member functions, that make sure that the underlying meaiut@mponents are
handled in a consistent way. We postulate thagrorder modulator is uniquely
specified by the following fields:

1. A N-dimensional vector of integrator sampling capaaifabeled”,

2. An N-dimensional vector of integrator load capacitorsémng capacitance

connected between the integrator output node and growimblddC';,
3. An N-dimensional vector of integrator closed loop g&in

4. An OTA object. Note that in principle, N OTA objects shoudd used.
However, because the non-idealities are always dominatéaddfirst inte-

grators, the remaining N-1 amplifiers are assumed to belkiaadly.
5. A scalar parametdr;, equal to the modulator sampling frequency

6. A scalar parametér,., equal to the feedback reference voltage

The core step of the modeling is the integration step, whscthigthly coupled
with the OTA object model.Both are described in the follogvgubsection.

5.4.3 Integration Step

We start with considerations on the settling of a switchguhc#or integrator with
finite operational amplifier gain,bandwidth and slew ratd #ren extend to the
case of nonlinear gain. For the circuit of figure 5.1,negtector now amplifier
bandwidth and slew-rate and assuming the initial voltagbeaintegrator output

is V,(k), and the input i3/, the voltage at the output at time step k+1 is

Gcl ?4_21
Vo(k +1) = Wr% + Vo(k)(1 — W) (5.1)
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Figure 5.1: Switched capacitor integrator model

, WhereG,, = g— is the ideal closed loop gain, ant, is the amplifier open loop
gain. This is however only the ideal final value of the OTA autim case infinite
time were allowed for it to settle. In order to get a more aaturrelationship,
we need to include slewing and finite settling speed in théyaiza By making a
dominant pole approximation for the amplifier response agletting slewing,

we find that the amplifier response obeys the equation:

Valt) = Vo(KT) + ViGu(= 2+ (1+ 2)(1—exp—t-5,))  (52)

G
S, = FI (53)

FG,,

8 = G0y (5.4)

CL+ (1++Gcz)

Cs

F= t 0,7, (5.5)

(Cp+ Cs)Go + Cs

The response of a real amplifier deviates from the equationeatlue to the am-

plifier finite output driving capability, giving rise to thdhpnomeno

\ 1| Vil Ga(1+32)
— :
Sp SR
Tsieww = maz(t*,0) (5.7)

(5.6)

Vo(t) = Vo(KT) — V22 + sign(V;) - SR - tt € [0, Thew) (5.8)
S

z

‘/o(t) - ‘/O(Tslew> + (‘/zGcl(l + z_p) - SZgn(VZ> ' SR : Tslew) :

z

(1 —exp —(t = Tstew) - $p))t € [Tstew Ts) (5.9)



Substituting the expression fét into 5.9 and taking derivatives, one can obtain
analytical estimates of slewing nonlinearity as a functbother design parame-
ters. The next effect to be added in the model is integratolimear gain. In this
application , the most important features of the model ageptissibility to trade
increased accuracy for increased simulation time at desiga in an intuitive
way. The number of parameters in the model is not importadtcam be large.
For these reasons we chose to implement a piecewise-lingangpde which has
the advantage of being very intuitive and to provide po#diytivery high accu-
racy. The shape of the amplifier gain versus input voltagg@aimated by

a staircase function. For simplicity, we assume this staedo be symmetric, so
that we need to store its values only for positive inputs. Mowsider the problem
of computing the integrator output voltage, given inputageV; and initial con-
ditionV, (k). Asinthe linear cas&, = V,(k+1) = V’ifj—g +%(k)(1—H?‘7%d);
V, = AL‘; must hold simultaneously, but na4, is a function ofV/,. We can solve

this equation by a iterating over these two steps: given a gsiimateA,(n),
computeV,(n) using equation 5.1. Compare natw(V,) and Av,,: if they are
different updateA,(n + 1) = A,(V,) and repeat, otherwise stop. For realis-
tic parameters valued( > 10), this iteration always converges; furthermore as
a consequence of the staircase approximation, we are deadathat this con-
vergence will be achieved in a finite number of steps. Of autise finer the
staircase approximation, the longer the convergence gtierlihe accuracy. This
completes the algorithmic part of the integrator model;le/the question of how
to obtain the parameters necessary to run the model its&tilliso be answered.
This is very much dependent on the application of the modte&nl early design
stage, when &30% accuracy w.r.t. transitor level simulation is adequaté&ais
calculated parameters is preferrable. If however the mededed to speed-up the
verification of an almost complete design, then simulatédegsshould be used,
especially for the large signal amplifier gain. Extractimgpdifier slew-rate and
unity-gain bandwidth requires only a transient and an atyaisawhile extraction
the large signal can be performed using a dc sweep. The catgnal cost of
these analyses is negligible, while their results guasatdeextend the accuracy

of the model to a few percents.
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Figure 5.2: Differential pair OTA used in model validation

5.4.4 Model Validation

To validate the integrator model, we tested its accuracynaga transistor level
simulation of a conventional bottom plate sampling intégravhere the sampling
switches were replaced by ideal AHDL switches, while therapenal transcon-
ductance amplifier was a simple differential pair amplifieown in figure 5.2.
We used an 8 bin-piecewise linear integrator model for tbimgarison. The re-
sults are shown in figure 5.3,5.4. And show excellent agreem8ince we
neglected secondary effects such as switches leakage argkdhjection using
ideal switches and as the OTA used for this comparison hageasingle pole re-
sponse, these results are probably optimistic with respdobw well the model

would do in a general case(more complex simulation setyplifien).
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5.4.5 Modulator Model

We build on this routine to construct a complete modulatodetoTwo different
versions of the model have been implemented, one suppdrétiglelaying in-
tegration, and the other one not supporting it. The firstigardiffers from the
second in that a conditional loop that keeps track of thesbffit clock phases
and accordingly updates only the outputs the integratorshwdre enabled in that
phase; this enables accurate modeling of e.g. switchednpprzodulators, where
the integrators are intrinsically half delaying. The prese of this conditional

loop, however, seriously degrades execution speed.

5.5 Loop Filter Design

We focused our attention on second and third order, feedbaskd loops, as
higher order loops tend to compromise stability or redugaai swing. For in-
finite integrator gain, the Signal-to-Quantization-NeRa&tio(SQNR) of a K-th
order modulator is written as

OSRCEFV(2K +1)

T(2K+1)

SQNR = 60> (5.10)

Here OSR is the oversampling rat@SR = f—N while « is the input signal
measured with respect to full scale. Usually, the SQNR shbel 6 to 10dB
higher than the final SNDR to be obtained, and should thezdferabout 80dB
for a = 1. Furthermore, while formula 5.10 assumes an NTKlof- 1)* and

ideal integrators, real loop filter response and finite irg&g gain result in devi-
ations from the value in 5.10. Assuming the conditions statieove hold, and
assuminga = 1, a second order modulator needs an oversamglisgz =

(SQNRTE /R )55t — 64 to achieve a SQNR of 80dB, while a third order

modulator only require®SR = 26. A second order modulator seems therefore
adequate to meet our specifications. Futhermore, valuasapiproaching unity
are harder to achieve for higher order modulators. The Idigp Goefficients have

been chosen exploring through simulation different comfigans starting from
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Figure 5.5: Normalized integrator swings for the (.3,.8g {.25,.5) and (.5,.5)

configurations

the (0.5,0.5) value reported in [44]. Amplifiers with finitaig of 40dB but other-
wise ideal were used for this purpose, while the oversargpétio was set to 128.
As shown in figure 5.5, the configuration (.3,.3) behavesb#ian the (.5,.5) with
respect to integrator swings, while it provides similar JQfdr a given oversam-
pling ratio. Figure 5.6 reports the simulated output spewtfor input signal of
—70dBFS. Limit cycles being present in the converter unless ampdifigith
open loop gain higher than 46dB are used.

To overcome this problem, one could either increase theifiermpen-loop
gain,increase the modulator order or use a MASH architeckbe latter choice
was discarded because of the high sensitivity of the recoatioin filter to am-
plifier finite gain. Although this limitation could be ovent® by using digital
calibration of the recombination filter coefficients at powp ( [41]), we decided
not pursue this road. We further claim that increasing afeplopen loop gain
beyond 40dB has a significant cost in power dissipation, eause of cascoding
not being practical at a low supply, a two stage topology khba used.

On the other hand, because of noise scaling, increasing latodorder, if pre-
cautions are taken to preserve signal swings, comes at analipirice in terms

of power dissipation. Figure 5.7 shows the simulated ouspettrum of a third
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order modulator, with loop coefficients [.25,.5,.5] for awg amplifier gain. Gain
values as low as 34dB are tolerated. We therefore decidetttease the modu-
lator order to 3 in order to keep the specification on ampld@en loop gain be-
low 40dB. We resorted to the developed MATLAB simulation ieoment also
to predict the converter peak signal-to-noise and digtortatio(SNDR) for the
[.25,.5,.5] loop as a function of open loop gain. The resuthown in figure 5.9
and shows that SNDR values in the order of 60dB are realiZablen amplifier
open loop gain of only 40dB. Even though the performancectbalincreased by
using higher gain, going beyond 40dB would probably reqiiiesuse of a 2-stage
amplifier,which has a significant cost in power. Since a 6didince between
dynamic range and peak SNDR is usually regarded as accejpeble literature,
we decided to tolerate the SNDR degradation The loop filteffimients were
chosen to be [.25,.5,.5] as in [45]. According to publishathd [26]), a better
choice would be [.2,.3,.4]. Figure 5.8 show the integratatpat swings and the
the SNDR versus input frequency for both choices. It shoasttie choices yield
almost equivalent peak SNDR(1.5dB improvement for theaoi [26]) for the
values of parameters in the design; morever, we found thahvaeh.2,.3,.4] loop
filter is chosen, higher amplifier gain is necessary to siggplhienit cycles and

avoid thresholding effects for small inputs.
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5.6 Circuit Design

5.6.1 Sampling Network

To avoid sampling distortion and guarantee wide input sargpla bootstrapped
sampling circuit was used. Since this circuit was alreadscdkeed in chapter 4,
the reader is referred to that chapter and to the referer@jdd2the description

of its operation.

5.6.2 Integrator design and optimization

The widely accepted rules of thumb for low-power, low-vgkeoperational am-

plifier design are to maximize signal swing and reduce as nascpossible the
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number of stagésSince the number of stages is usually dictated by requiped o
loop gain, open loop gain should also be minimized. Thessiderations are well
summarized by the results of the amplifier scaling analyeiopmed in chapter 3,
reproduced here in figure 5.10 for convenience. The analydisated that a dif-
ferential pair single-stage amplifier would gis@t0100% better power efficiency
than a two stage amplifier, when only thermal noise is a condésingle stage
amplifiers with rail-to-rail swing were used, a much largemer benefit would
result. In this context, we’ll extend the results to incldlieker noise, which is a
major contributor to the overall noise budget for small shngpfrequencies. We

first review the equations describing noise in a sampled-d&tgrator.

Un light of the results of [46], the second part of the rulersseonly to hold for switched

capacitor converters



Noise in an SC integrator

We distinguish between sampling noise and operationalifierpioise. For sam-

pling noise, the well known formula

(5.11)

holds for input referred noise, where the 2 takes into accdifferential opera-

tion. For operational amplifier noise, we used the expressio

KT Cr

(14 =229 -t

Nios=
0,0A CT

for output referred, which once multiplied §¢'; /Cs)? and referred to the input
becomes

2KT Cr Cs

(= —=)? 2 milsw\ ~
Crorr 2R 110 (ag T gy) T 20m B

NéA = )2) (5.12)

WhereCr = C,+ Cy is the sum of the operational amplifier parasitic capacganc
and the explicit sampling capacitance, ayidis the equivalent noise resistance-
transconductance product of the amplifier and summariZestefdue to device
bias point and integrator topology, Usually;, R,, < 1 so that the first term
dominates. If one further neglects parastic capacifofrs~ Cs and 5.12 re-
duces to a well known formula. Consid&f,y = N2 + N3, and notice that
we calculated noise variances for fheF, /2] bandwidth. For thermal noise,over
a narrower bandwidttis, Vigy (F) = Vigy(F) 5 = Vigy(F)gig- This

is a fundamental equation in — 5 modulator design,as it can be directly used
to calculate the sampling capacitors size once oversampditio and amplifier
equivalent noise resistance are known. This equation willdver only be ac-
curate if the bandwidth and the sampling frequencies areelosugh that flicker
noise is negligible, and provide very inaccurate resultewtfrequency. To in-
clude the effect of flicker noise, we express the(continttous) power spectral
density of the input referred noise of the amplifier’ég f) = 4KTv*(1 + %).
Integrating betweerf; and fz, the variance of the noise contained in this band is
N2(f1, fB) = AKT~*(Fy + fi log(%)). Expressing in terms df %, (the total
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thermal noise in thé), F,/2] band ), we get t8

F
Vil P o) = Vi (G + e g (2) (543)

Assumingf; = 100H z In order for flicker noise not do dominate the budget (i.e.

fk log( ) < 1, we needf,, < 18K H z, which requires careful design.

Amplifier design considerations in the presence of flicker nise

Because of excellent experimental results reported,weesdt&ransistor-level de-

sign with the topology described in [26]. This topology(Segire 5.11) has a

class-AB output stage, and a current-mirror based inpgesté/e show that this

topology presents a noise-stability tradeoff that is uafable in low-frequency

designs. Consider deviced3 and M4 in figure 5.11. Their channel noise di-
rectly adds to the total amplifier noise; also, callédhe ratio of width ofA/7 to

the width of M/ 3, the M7-M3 current mirror introduces a non dominant poléia t

amplifier frequency response, that is placegfn@tN For stability reasons,

M+1"
this pole should be located at a frequency at least twicegisds the integrator

2Rigorously, we should include a factgrequal to the ratio of thermal noise from the op-amp
to total thermal noise in front of the second term. This isleetgd here for brevity
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Figure 5.12: Schematic and sizing of first amplifier

unity-gain bandwidth UGF. Therefore, the resulting setaistraints on M3 is

Fp
log (£2)
fi > 2UGF(M 4+ 1) =~ 10Fs(M + 1)

log (£e
% 22UGF(M+1)M%40-OSR-(M+1)log(%) (5.14)

k B 1

Equation 5.14 imposes minimumratio of transition frequency to corner fre-
quency, which should be compared with the limitation statedhapter 3 and
in [47] for themaximunratio available for the process in the subthreshold regime.
At Fg = 50K Hz,f, and OSR=64, we ge}i > 8000(M + 1).Although simu-
lation data show this value is reachable in this processutations showed that
it would not be achievable. In the absence of any data on thaehazcuracy for
long channel devices,we chose to revert to a different tapoto reduce flicker
noise. The chosen amplifier topology is shown in figure 5.XPteades off swing
for flicker noise performance. The load devices do not cbate non-dominant
poles, so that their size can be chosen for flicker noise ienidgntly from sta-
bility considerations. The non-dominant pole, as desdribg48], is set by the
non-quasi-static behavior of the input transistors, arapoximately located at
5 f;. For the same phase margin and noise performance, theeddansition fre-
quency to flicker corner ratio becomes therefﬁrez 4-0SR - log (%) ~ 600,
which is easily reachable. The potential reduction in fliakeise offsets the re-
duction in swing coming from the presence of a tail currenirse. Assuming
Visar = 125mV we find VM) = 525mV, VY™ = 225mV/, so that the inte-
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grator output is .3V 0-Peak. Setting.; = .3V a minimum detectable signal of
-70dBFS=100uV requires an input referred noise less thar?. If we assume
thermal and flicker noise to contribute the same to the tatdfjbt, N, < 3nV?

is required, which using equation 5.12 is translated int@@fs sampling ca-
pacitor. The long PMOS output device®li/4.) are sized to give a negligible
contribution to the amplifier flicker noise, while introdagionly a small parasitic
capacitance at the output.

The analysis on settling optimization presented in chapter used to size the
input device24,:,/1.75u to achieve a 10KHz flicker noise corner and achieve a
good tradeoff between transconductance efficiency, inpatncon mode range
and open loop gain. The DC bias current and transconduct#ribe amplifier
were determined through behavioral simulations (See Hig)5o respectively
have nominal values df6.A and1444.S, corresponding to a nominal slew rate of
20MV /s and a gain bandwidth product 8 M/ H -.
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Common Mode Feedback

A standard sampled-data common-mode feedback was used idabign(See
figure 5.15 and also [49]). The common-mode sampling-cémac';; andC',
were set to 50fF to minimize loading to the differential maetteuit, while ensur-
ing low-loss by charge redistribution with the gate capawt of M10. A sim-
ulated output common mode waveform for the first integragshiown in figure
5.14.
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Figure 5.16: Comparator Schematic and sizing

5.6.3 Second and Third Integrators

Being their non-idealities suppressed by the gain of thegirsitor ,the second and
third integrators are not critical and can therefore beestalVe simultaneously
scaled scaled sampling capacitors, bias current and dexdtles by a factor of 4,

leaving device lengths unvaried.

5.6.4 Comparator

Comparator performance is also not critical( [44]). An aaited schematic of the
circuit used is shown in figure 5.16.For the operation, tlaglee is referred to the

previous chapters.

5.6.5 Clock Generation and distribution

The modulator uses a conventional bottom-plate samplingme. The circuit in
figure 5.17 is used to generate the 2 non-overlapping pliasaad®2 as well as
their early version®1A andd2A.

All the integrators operate as half-delaying(LDI) inteigra; so that in order to
ensure correct implementation of a prototype transfer ttancspecified using

full-delaying integrators equalizing delays have to beeited in the feedback
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Figure 5.18: Modulator Architecture

path [45]. These delays elements are simple flip-flops thegmgle the DAC
control signal of selected stages with the correct polathgir collocation and
timing are shown in figure 5.18.

5.6.6 Bias Circuits and programmability

The bias currents in the amplifiers can be changed in 31 ste@sge between
I.om/10 and31,,,, by a digitally controlled supply-independent current seur
(See Fig.5.19) where PMOS transistors are used as cureéintri) elements in-
stead of polysilicon resistors to minimize area. As a restilthis choice, the
output current is not PTAT, but instead(to first order) terapgre independent for
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the chosen parameter values.Bias is distributed througheudie in the voltage
domain. The current flowing in each branch of the biasingudins in a ratio

1:4 with the nominal tail current of the first operational difigr, and hence in a
ratio 1:1 with the tail current of the second and the third hieps. The power
consumption of this bias circuit is .

5.7 Chip Floorplan and layout

A die photograph is shown in figure 5.20. The operational #m occupy the
center strip of &70um x 300um area. Most of the area is taken by the integrating
and sampling capacitors, for which a MIM layer was used. e space and min-
imize parasitics, all the sampling switches are placed uredgh the capacitors
they are connected to. Sinke— A modulators are known to be rather insensitive
to mismatch, centroiding technique were not used in thisdaynstead, special
care was taken in routing the clock lines in such a way that Wauld interfer

minimally with the signal lines.



Figure 5.20: Chip photograph



5.8 Experimental Results

5.8.1 Test Setup

Due to size constraints, the die was mounted on a customrasbigoard using
chip on board(COB) assembly. Single ended input signalergéed from the in-
strumentation and filtered off-board were converted tcedditial by an on-board
low noise ADI8139 driver. The reference voltages are gdedran the board
by an adjustable output low noise reference generator(l2%and buffered by
another ADI8139 driver. Chip outputs are read-back usinggélanalyzer.Two
different samples were characterized, showing closelyiag performance.

5.8.2 Single tone tests

The modulator output for shorted input terminals is showffigare 5.21. No
spurious tones are present. Figure 5.22 displays SNDR aril\&xsus input
amplitude (normalized to the .3V full scale). The peak SNBR9.5dB, while the
peak SNR is 61dB. A minimum detectable signall66..V is measured. Figure
5.23 displays the output spectrum for input of 125mV, cqroesling to the peak
SNDR of 59.5dB.A Spurious Free Dynamic Range (SFDR) of 63dfaeasured,
limited by third order distortion from integrator nonlirregain. As apparent from
figure 5.22, the measured results match very closely thevimriah simulations

performed in MATLAB, validating our design methodology.

5.8.3 Interference Rejection

As mentioned above, one of the potential advantages of asitag\ modulation
to perform analog-to-digital conversion lies in the redieenount of filtering re-
quired by this architecture. This is only possible ( [50f}he out-of-band signals

do not interact with the converter noise shaping charatterincreasing the in-
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are caused by instrumentation noise pickup.

band noise and ultimately reducing sensitivity. Althougterference robustness
was not explicitly considered in the converter design, daita is seldom reported
for modulators in the literature(with the important exéeps of [50], [51]) and
constitutes useful information on the performance of taadard feedback archi-
tecture in this respect. To measure densensitization dowt tof band interfer, we
apply a large out of band tone and measure the variation imtb&nd noise floor.
The results are reported in figure 5.24. We can highlight wpdrtant facts:
first, a certain amount of desensitization is present everatber small inteferfer
amplitudes. The amount of desensitization is however déichtb 2-3dB even in
the case of a close-in 300KHz interferer. Second, the amafunterference that
can be applied to the converter until a certain fixed degradat in-band perfor-
mance occurs, depends strongly on the input frequency.bBhiavior reflects the
low-pass nature of feedback loop-filters topology.

Converter performance for pulse width modulated input @liginsuch as those
expected at the output of a super-regenerative radio bafatg demodulation,

was also measured. A Wavetek166 function generator wastaggehduce the
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square-wave signal with 100KHz nominal frequency, and aderend Schwarz
sinusoidal signal source was used to externally modulatpetiod with a fre-
guency of 15KHz. Due to the high low-frequency noise contdithe sinusoidal
source, the measurement only has qualitative meaning. Uitpiospectrum is
shown in Fig.5.26 The measurement shows that the convertains stable un-
der the measurement conditions; SNDR measurement is howmaningless in

this setup. A summary of the measured performance is reportable 5.27.

5.9 Conclusions and comparison with literature

We developed a methodology for the design of low-voltagepowerY — A
converters, and applied it to the design of a low-power matdulfor wireless

sensor network receivers. The the methodology allows ssfigleminimization
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Ref. DR[dB] | SNDR[dB] | BW[Khz] | Vy[V] | FOM FOM,;sc | Power
[pJ/Conv] [uW]
[52] 74 74 24 5 1.63 35e-6 300
[45] 77 62 16 .9 1.2 330e-6 40
[53] 75 67 8 7 2.8 52-6 80
[54] 83 80 10 9 1.22 166e-6 200
[42] 78 78 20 .6 2.36 25e-6 1000
[26] 88 83 20 1 31 1.66e-3 | 130
This work | 65 59.5 50 .65 .36 122e-6 27

Table 5.1: Comparison with other low-voltagle— A converters

of amplifier specifications for a given converter lineariggquirement, resulting

in power efficient designs. The experimental modulatoriiea@ state-of-the-art

power/performance ratio, despite the low operating vel{8ge Tab.5.1).







Chapter 6

Conclusions and final considerations

In this work, we have shown a complete design methodologyetigth low and
moderate resolution ultra-low power analog to digital anters; as well as ex-
perimental results validating this methodology.

The proposed converters meet the performance requireroEmtiseless sensor
network radios, and show that complete ultra-low-poweraaedceivers can be
realized for less that00. W [35]. While these works are distinguished by low op-
erating supply and low power in an absolute sense, the pdfiegeecy achieved
compares favorably with literature,as summarized in tékle In this table,some
of the calculated values of power consumption, alreadyrtedan chapter 2 are
also reproduced. Apparently, the power efficiency achiéveiis work is still far
from the calculated values.

For the SAR converter cases, the overhead power is due to aiofactors: first,
the estimate did not include digital power, which represéme largest contributor
of power dissipation in all implementations. An optimizedstom design of the
digital logic would reduce this contribution, easily inasing power efficiency.
Second, generating on chip bias currents smaller thahrequires large resistors
and is impractical from the perspective of area consumptibime comparators
therefore have power dissipation and speed exceedingduiirements, as veri-

fied experimentally also in this work(See chapter 3). Thiults in analog power

137



Arch. Resolution F, Power | Input Cap.| Vg FOM
(ENOB @F/2) (pJ/conv)
SAR 8b 100KS/s| 25uW | 1.28pF v .009
[25](SAR) 8b(4.5b) 100KS/s| 3uW 3pF v 1.2
SAR 6b 1.5MS/s| 4uW 320fF 5V .004
This work, 6b(5.5b) 1.5MS/s| 14uW 310fF 5V 2
Ch.3
This work, 6b(4.8b) 1MS/s | 6uW 310f F .5V .23
Ch.4(Core)
Y—A 11b 100KS/s| 10uW 65fF .65V .029
This work,Ch. 5| 10.5b(9.55b) | 100KS/s| 27uW 500fF | .65V 3
Y—A 14b 40KS/s | 147uW 220fF 1v 22
[26](Z — A) 14b (12b) 40KS/s | 140puW 6pF 1V 22
SAR 12b 100KS/s| 1.6uW 180pF .5V .004
[27](SAR) 12b(10b) 100KS/s| 25uW n.r. v 165

Table 6.1: Comparison of this work to published results astimated per-

formance metrics.

P;/ENOB/F,, where ENOB is measured at Nyquist input.

Notice thdbrall converters, the figure is reported as

dissipation higher than necessary As suggested in othiesrgfehe work, a higher

sampling frequency would allow to take more effectively ahage of the tech-

nology intrinsic speed, guaranteeing better power effayiehis indicates that

even higher values of power efficiency are likely to be actay&ng this archi-

tecture than what is reported here.

The measured performance of the prototype oversamplngedemis within one

order of magnitude of the estimated one. In the design de=tiin this thesis,

the second and the third stages of the converter, and theibtast, consume to-

gether as much power as the first operational amplifier. insegence obvious

that a converter with fewer stages would have dissipateeéi@awer. Unfortu-

nately, reducing the number of stages makes limit cycle®rikely to occur, and

consequently calls for higher amplifier gain.

In general, forY> — A converters, the bounds on power efficiency seem therefore



to be tighter, and the room for improvement smaller. Eveneunldese circum-
stances, the adoption of a continuous-time loopfilter migtprove power effi-
ciency by as much as factor of 3.

Progressing down the road of scaling, successive appréwimaonverters are
bound to keep improving their performance and their powéciehcy; ever-
cheaper digital circuits can be used to extend the accurapyrid the limits im-
posed by components mismatch( [55], [56]). They are theeefandidate to re-
place pipelined converters, which present much more algdie in scaling.
Despite the increase in power efficiency however, this thesows that obtain-
ing absolute low-power operation is becoming more and mbedlenging at
low-speeds due to the increased leakage currents of digiaks, as well to
the increased significance of traditionally non-criticaddks, such as the refer-
ence generator and buffer. An elegant solution to this grolk to use a fully-
asynchronous ADC, as proposed in [57], that performs thepcation as fast as
possible, delivers the output and shuts down.

> — A converters , especially as continuous-time implemermatieached matu-
rity, have also started to conquer space in specificationagltsthat used to be-
long to pipelined converters( [46]). As switching speed@ases, the amount of
oversampling that can be applied increases, enabling Wwaedwidths or higher
resolution. With clock frequencies already breaking trgagertz barrier, long-
dreamed concepts such as RF-digitazion migth soon appear.

Similarly to the previous case however, low-power, low freqcy applications
will suffer from the increased leakage of future technadsgiSimilarly to pipelined
converters, most high-resolutidi+-A converters require an operational amplifier.
Even if performance requirements of this amplifier, as destrated in this thesis,
are very relaxed compared of those typical of Nyquist-rateverters, scaling of
this block will be critical. An interesting solution is pessted in [50], where the
linearity and the dynamic range specifications of the cdevare separated, and a
merged filter/A/D converter is realized. The ADC obtains akp8NDR of 55dB
across variable full-scale ranges, so that the operatmalifier specifications
are relaxed. Although this strategy is viable in radio-neess, it migth not result

portable to other applications. In these cases, altematays of implementing



the integrators, such as passive switched capacitor tsrouithe realization of a
phase-domain integrator as a VCO( [58]), migth become tafemed choice.



Appendix A

Linearity Analysis of a Trit-Based
DAC

The analysis will be carried out in the charge domain for ede®mputation.
The digital to analog converter considered is composed ofithmlependent ca-
pacitor arraysC\ i = 1..2¥! — LandCV,i = 1..2¥-! — 1; for differential
symmetry,

¢ =cVW=c, (A.1)
for the nominal values. Due the influence of process vanatidhe capacitor
values are better modeled as independent identicallyilalistd (i.i.d.) gaussian

random variables with mean given by A.1 and variance giveBdpy
o*(i) = o*(Cy) (A.2)

. Assume positive codes only are allowed, so that MSB=1 anonig need to
focus on the N-1 remaining bits(magnitude code). To enchdeotitput level |,
Ck,Ckk =1:i—1 are tied to respectivelyzy andVx;, while C%, C%, k =

i : L = 2(N —1)— 1 are tied toV,,,z. The resulting differential charge is
Qa(i) = S0 (Ch - Vig — Ok - Vi) + S8 (C% — C% )V, To calculate linearity,
the end point line(EPL) is needed. This is expressed as

M (CE VL= Ch Vi) + (Ve — Vi)Y (Cp — CQJZ)(z’ + L)

1 1

(A.3)
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Note that due to the sign-magnitude coding, 2L levels arkzexh as opposed to
2L — 1. To further simplify the derivations, we assuivig = V4, V;, =0,V,,, =
Vaa/2.The integral non linearity(INL) can be expressestL( )/ Vaa = (Qal(i)—
EPL(i))/Var = Y3 C8) + 5(H(Cp(k) — ) + 37 OF = L (1 (Cp (k) —
C](ﬁ)) — (301 (C’}ﬁ + 01(3"”)). To compute the variance, we need to separate

contibutions from independent variables, as they will adgawer. After some

algebra,
INL (LIRS S UV PO N SL RS o SIS pR gy
(4)/Vaa = [(§—ﬁ)ZCN —§(ZCN]+[(§—ﬁ) Cp —5(2013 )]
k=1 k=1 k=1 k=1
and finally
L " . " Z L N i i—1 N 1 i
INL(i) = [- )" C§ —+Zc< (57)I+- Zc,&)ﬁ+20,&>(§—ﬁ)]
k=1 k=1 k=1

The variance can be expressed as
L+1)+iL+2 _1>
L 4L 4
Differentiating with respect to i(treated here as a cordgimuvariable), ... =

L2 L
I+15 Is found. The corresponding variance is

2 2
9 o° L
= A.5

A behavioral model was built in MATLAB to verify the analysigigures A.1-

A.2 show respectively INL of a single run and INL variancefpeoversus input
code, and normalized maximum variance versus number ofdita trit based
architecture. These results follow closely analyticatakdtions showing that due
to the reduced number of unit elements(half with respedi¢aase of a standard
DAC), the variance of the INL is halved for the same unit elatmariance.This
means that roughly a four-fold reduction and capacitancebsaachieved, for
comparable capacitive layer chosen. Although capacitsnmatch only has been
considered so far, the case whéfg, # % gives rise to further distortion.
This can be evaluated by removing the assumpligh = V,;/2 made in the

previous section, obtaining

i—1 L-1

Vi +V; V—V VetV VeV
INL(i) = (3 o) (e T 2T L) S Ol (T T 2T L

k=1 k=1
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from here, it can be seen that a tevfy, — X2 is now added. This term wil be

small for codes close to the boundaries, but it will limit thearity across zero.



Appendix B

Analysis of Capacitance Mismatch
Induced offset in a regenerative
latch

V1 V2

C2

AY
/|
A}
/|

C1

Figure B.1: Regenerative latch model used in the analysis

Consider the model of a regenerative latch shown in figure BHe differ-

ential equations for the voltages at nodes 1 and 2, caflednd V5 read as in
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B.20

dV;

) (B.1)
dV;

Cy— = =Ga(Vh) (B.2)

Differentiating the first equation and substituting thecset;

&V GGy
iz~ 0,0y !

is found, which admits a solution of the form

Vi(t) = Ape= + Aper (B.3)

GGy
T = eNe) (B.4)

holds. An identical differential equation may be derived ¥6. The solution for

Where B.4

V, reads asin B.5

Va(t) = Age™ + Agper (B.5)

The constants!;; depend on initial conditions; and,, and A,, are of particular
interest, since they represent the growing modes. Notiag thue to the cross
coupling, the time constant of the growing modes is the sam&;fandV;. The
intuition that capacitive mismatch introduces offset bgwshg down one side
of the comparator is therefore incorrect. As shown in thiowaihg, the offset is
introduced by modifications of thé¢;; constants. To prove this statement, consider

the system in presence of initial conditiorig0) >(0). Due to the cross coupling

avi

, & o= —Z1V5. The following equations hold:

Vi =An + A (B.6)
dvy +A1 — A Gy
— = —= = —V B.7
dt 0 T Cl 2 ( )
Vy = Ay + As (B.8)
Ay — A
Vs + Az 22 _ %Vf‘ (B.9)

dat T T G



Definedy = &+ = |/ &2&L, the equations read

CoGq!?
Vo = x(An — Ax) (B.10)
1
Vi = ;(AH — Ap) (B.11)
Vit = A+ Ap (B.12)
Vy = Ay + Ag (B.13)

Becaused;; and Ay, represent decaying mode, we can eliminate them by using
equations B.13,B.13 to obtain:

Vo= x(Vi" — 2A%) (B.14)
1
Vi = ;(V; —2A%) (B.15)

And solving forA,; — Ayy One finds:

Vi(l+x) Vi(l+9)
Ay — Agy = 1(2 X)— 2 5 R (B.16)

For a latch in the ideal metastable state, = A,,, or

(B.17)

Notice that in this case, it also individually resuts; = 0, Ay, = 0, so that the
growing modes are not only equal but completely suppresdsdumingV;* +

Vs = 2V, Vi = 25 Ve Va = g Vem Vi = V5" = X4 Vs found and finally,
called A, the tracking mode gain of the latch,
A, x+1

Vi = (B.18)

, Where the first term depends on tracking mode comparatggrdeshile the sec-
ond only depends on regeneration phase parameters. Faalstic assumption
C, =C,Cy =C+ AC,Gy = Go, theny = /1 + A—CC and by expanding into

first-order Taylor series,
 AC Ve

T 90 A,
is finallly found. If for instanceC’ = 20fF,AC = 1fF,V,,, = 400mV A, =
1, Vi, = 40mV is obtained. To verify the model, the circuit in figure B.1 was
simualted in SPECTRE. Settifg.,,, = 500mV,C = 1p,G,, = 1uS, andAC




successively .1pF,.5pF,.01pF, offset voltages of 24nm\yi\d and 2.5mV were
found, which match values calculated through B.18 almodepty.

The situation depicted is however not realistic, as thelgium point of the

latch is assumed to be ground. Including a non-zero equihibpoint V*, the

differential equations for the circuit become

dVi

o= e v (B.19)
00 = G-V (B.20)

The amplitudes of the growing modes can be in this case madilyeevaluted
by using Laplace transforms to obtdif(s) andVx(s), and successively using the
residue theorem. Called;;, the amplitude of the growing mode on nodg and
Ass the amplitude of the growing mode on nodgit results
V(- x) = Vi + Vix

2

Vel = L) — vy 4 vl
( X)2 S+ (8.22)

A31 =T (821)

A32:7'

Both modes are annihilatediif* = V'« (1 — x) + V5 x. By substituing/;* + V" =
2V, and performing some algebra, the final equation results

A, x+1

Vio = (B.23)

Simulations performed on a modified latch model show perdgceement with
predictions. For instance, considering = 250mV,V.,, = 500mV, C' =
50fF,AC = (1f,10f,50f) the simulated offset was 2.45mV,32mV,80mV while
the computed values are 2.5mV,32mV,85mV. We also compardudresults with
full circuit level simulations of the proposed comparakbe results are shown in
figure B.2. The reason for the inaccuracy is the dependadeeotdmparator
calibration LSB on non-overlap time, shown in figure B.3. he fimit of very
small non-overlap times, the calculated and the calculzckes agree. Because
the non-overlap time seen by the comparator is larger thainuged to size the
calibration capacitors(See Tab. B.1, this migth also bdiaale for the reduced

effectiveness of the calibration routine.
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Process Corne‘r FF ‘ TT ‘ SS
T..  |1.8n]2.4n|33n

Table B.1: Simulated Embededded Comaprator Non-Overlaye TThe value of
T,.., used for design of the calibration array was 1nS
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