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Abstract

Low-complexity Vector Microprocessor Extensions

by

Joseph James Gebis

Doctor of Philosophy in Computer Science

University of California, Berkeley

Professor David A. Patterson, Chair

For the last few years, single-thread performance has been improving at a snail’s pace.

Power limitations, increasing relative memory latency, and the exhaustion of improvement

in instruction-level parallelism are forcing microprocessor architects to examine new pro-

cessor design strategies. In this dissertation, I take a look at a technology that can im-

prove the efficiency of modern microprocessors: vectors. Vectors are a simple, power-

efficient way to take advantage of common data-level parallelism in an extensible, easily-

programmable manner. My work focuses on the process of transitioning from traditional

scalar microprocessors to computers that can take advantage of vectors.

First, I describe a process for extending existing single-instruction, multiple-data in-

struction sets to support full vector processing, in a way that remains binary compatible

with existing applications. Initial implementations can be low cost, but be transparently

extended to higher performance later.

I also describe ViVA, the Virtual Vector Architecture. ViVA adds vector-style memory

operations to existing microprocessors but does not include arithmetic datapaths; instead,

memory instructions work with a new buffer placed between the core and second-level

cache. ViVA serves as a low-cost solution to getting much of the performance of full

vector memory hierarchies while avoiding the complexity of adding a full vector system.

Finally, I test the performance of ViVA by modifying a cycle-accurate full-system sim-

ulator to support ViVA’s operation. After extensive calibration, I test the basic performance
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of ViVA using a series of microbenchmarks. I compare the performance of a variety of

ViVA configurations for corner turn, used in processing multidimensional data, and sparse

matrix-vector multiplication, used in many scientific applications. Results show that ViVA

can give significant benefit for a variety of memory access patterns, without relying on a

costly hardware prefetcher.

Professor David Patterson

Dissertation Committee Chair
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Chapter 1

Introduction

For the last few years, single-thread performance has been improving at a snail’s pace. A

“perfect storm” of trends have come together to reduce, or even halt, the rate at which

microprocessors get faster: the memory wall of increasing relative memory latency; the

power wall, where processors are generating as much heat as can possibly be dissipated

without moving to liquid cooling; and the ILP wall, where huge amounts of resources are

used to try to extract smaller and smaller benefits in the number of instructions that can

be run at once. On top of those limits, the “free lunch” of cooler, faster transistors being

delivered every 18 months by a new silicon technology generation is now over: when a

new generation arrives, it comes with drawbacks, such as greatly increased leakage that

can limit clock speed [SHK+05]. The combination of these walls (which have collectively

been called a “brick wall” for increasing single-thread performance [Pat07]) and the re-

duction in benefits from new silicon technology has forced microprocessor manufacturers

to consider significantly new designs, such as multicore [Paw07] and simultaneous multi-

threading [EEL+97].

In this dissertation, I take a look at a different technology that can improve the efficiency

of microprocessors: vectors. The first observation is that there is a large amount of data-

level parallelism available in important programs, and vectors are a flexible and efficient

way to take advantage of it. Other people have made this point before, but it is an important

1



idea that is especially relevant today, as the increasing challenges of silicon technology are

forcing the industry to search for efficient computational techniques.

The second main idea that this work is predicated upon is that vectors are a rich tapestry:

it is not a single implementation idea, it is a family that covers many different instantiations.

Because of that, this thesis takes a look at the process of transitioning from traditional mi-

croprocessors to computers that can take advantage of vectors. Not only are there many

possible end systems, there are a number of approaches to get to those targets. In this the-

sis, I study and evaluate two targets, with a variety of configurations for each. Specifically,

I am looking at a range of simple, low-cost approaches for moving traditional micropro-

cessors towards vector processors, but those techniques are just a few of the systems that

are possible.

1.1 Thesis Overview

In the rest of this chapter, I will describe my motivation and the specific contributions that

I am making with this work. I will also cover some background on vectors and the impli-

cations of using vector computers. For a longer discussion of vector processor operation,

see [AHP06] and [Asa87]. My contributions build on prior projects of others and mine; I

describe those projects and additional related work on vector processors in Chapter 2.

In Chapter 3, I describe the details of my approaches of extending microprocessors.

First, I describe ViVA (Virtual Vector Architecture), which adds vector-style memory op-

erations but does not include vector arithmetic or logical datapaths. It serves as a low-cost

solution to getting much of the performance of vector memory systems. I will also describe

a process for extending existing ISAs to support full vector processing.

Chapter 4 contains the explanation of the software techniques used for programming

my proposed vector systems, as well as a description of the benchmarks that I use to eval-

uate them and the reason that those benchmarks were chosen. The chapter ends with a

2



description of my simulation environment.

In Chapter 6, I examine the results of the simulations, and discuss conclusions that I can

draw from that work. Finally, in Chapter 7, I present my overall conclusions, and discuss

the future directions that my work may take.

1.2 Motivation

A few years ago, a group of Berkeley computer science researchers got together to have

meetings to discuss a dramatic change in the processor landscape. The group, which in-

cluded domain experts from the embedded, desktop, and supercomputing fields, discussed

recent trends, where they would lead, and how the computing industry should respond.

Eventually, we published our conclusions in a report called the Berkeley View on Paral-

lelism [ABC+06].

The Berkeley View includes a number of important ideas that are particularly relevant

to my work. First and foremost is that computer chip manufacturers can no longer proceed

along the same path that they have followed in the past. Indeed, it seems that manufacturers

are realizing this. Most desktop machines — and laptops, as well — now include at least

two processor cores, and manufacturers have begun to look at other techniques to take

advantage of parallelism.

Another important idea is that software will have to change, as well. Microprocessor

architectures are being forced to adapt. Part of that adaptation will allow them to take

advantage of parallelism more effectively, but software has to expose the parallelism that

is available in a particular algorithm or application: relying on hardware to extract it, by

itself, is inefficient in both the amount of parallelism that can be extracted, and the power

required to find it.

Finally, the Berkeley View presents a case that architects should design cores to be

energy-efficient. That means that they should enable programs to express parallelism easily,
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and that they should take advantage of that parallelism effectively.

Even though processors should be designed with parallelism in mind, single-thread

performance continues to remain important. The constraints of Amdahl’s Law [HP06] will

continue to apply: any part of an application that cannot be parallelized will limit overall

performance.

The previous work of others and mine, described more in Chapter 2, has shown that

vectors are an effective tool to achieve the above goals: good single-thread performance

and an effective, power-efficient way to use parallelism. VIRAM1 [GWKP04] was a low-

power media-oriented vector microprocessor; my experiences working on it led me to ask

the questions investigated here: How do vectors work with more modern microprocessors?

Is it possible to get some of the advantages of vectors with a small hardware investment?

How can scalar processors be extended to work with vectors?

1.3 Contributions

The main contributions I present in this thesis are:

• The design of ViVA, the Virtual Vector Architecture, which is a new extension to

traditional microprocessors that allows them to take advantage of vector-style mem-

ory instructions. Vector transfers occur between a new on-chip buffer and DRAM;

individual elements from the buffer can be transferred to the processor core, which

can operate on them.

• A comparison showing the similarities and differences between SIMD extensions

and true vector processing, and a discussion of the implications of those differences.

• The design and description of a technique that allows existing microprocessors with

SIMD extensions to convert their instruction sets to true vector ISAs in a simple

manner. My approach details the steps needed to extend SIMD instructions in a way

that allows initial vector implementations to be low cost — virtually the same cost
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as the original SIMD implementation — but easily extendable to higher performance

and greater latency tolerance for future implementations.

• The modification of a cycle-accurate full-system simulator to allow it to be easily

extended at runtime. The modifications allow new instructions to be added, new

physical state to be created and associated with existing system objects, and simulator

execution flow to be observed and modified.

• The evaluation of ViVA’s performance in a number of different configurations, us-

ing the modified simulator to execute code that represents the dwarfs that are most

relevant to my work.

1.4 Overview of Vectors

The key idea behind vectors is to collect a set of data elements in memory, place them into

large register files, operate on them, and then store them back. Vector register files act as

software-controlled buffers, which are large enough to allow many memory operations in

flight. Vector instructions are a compact way of capturing data-level parallelism, and are a

simple, scalable way to organize large amounts of computation [LD97].

Vector processing gets its name because, at its heart, it is designed to work on long

one-dimensional arrays, or vectors, of data. The register file is designed so that a single

logical named register holds a number of elements: 64 double-precision (eight byte) values

is typical, although shorter and longer vectors have been used. The entire architecture is

designed to take advantage of the vector style in organizing data.

In a scalar computer, a single instruction specifies an operation on individual words,

as well as input and output registers that hold those words. An instruction will typically

have two sources and a single destination. Vector instructions also specify only a single

operation, but the operation is applied to many elements: the sources and destination are

now vectors, and the operation is applied to successive elements of each, as shown in
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Figure 1.1. In a vector add operation, the first element of each source is added and stored

in the first element of the destination; then the second element of each source is added

and stored in the second element of the destination, and so on, for the full length of the

vectors. Figure 1.2 shows the vector and scalar code to perform a series of 64 adds. The

scalar processor will have to fetch, decode, and issue hundreds of instructions to execute

the code; the vector processor will have to issue just five instructions.

Scalar Vector

+

A[0]

B[0]

C[0]

1024 or more bits

+

A[N]

B[N]

C[N]+

A[2]

B[2]

C[2]

+

A[1]

B[1]

C[1]

+

A[0]

B[0]

C[0]

Figure 1.1: Operation of a scalar and vector “add” instruction.

Because vector processors are designed to operate on vectors, they typically include

only data processing (load, store, and arithmetic) operations; control operations are exe-

cuted in a separate scalar processor. Thus, vector computers typically contain at least two

processors, a scalar and a vector processor, that operate as co-processors.

Vector instruction sets contain typical operations, but the fact that the instructions spec-

ify multiple operations necessitates some changes and differences from scalar instruction

sets. First, programs need to know the length of the physical vector registers. It would be

possible to fix the length in the vector ISA, but that is inflexible and unnecessary; instead,

vector processors typically include a control register called “Maximum Vector Length”
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(MVL), which is a read-only register that contains the greatest number of elements that can

be stored in a single vector. Because programs read hardware vector lengths from a register

instead of relying on a fixed value, processor designers have the flexibility of using dif-

ferent hardware vector register lengths across processor generations without changing the

ISA. In fact, the same binary executable can run on the different implementations, trans-

parently taking advantage of the greater hardware resources. MVL is set by the hardware;

its software counterpart is the Vector Length (VL) register, which allows programs to spec-

ify a logical vector length no longer than MVL for which the processor should operate on

vectors. By writing a shorter value to VL, vector programs can execute programs with

short vectors. Vector ISAs usually guarantee a minimum MVL, so that applications using

vectors shorter than that value can execute without checking hardware vector lengths.

mtvcr $vl, 64 # set VL
vld $v0, A # load values
vld $v1, B # load values
vadd $v2, $v0, $v1 # add
vst $v2, C # store values

(a)

addi $r1, $r0, 0 # reset counter
loop: ld $r2, $r1, A # load value

ld $r3, $r1, B # load value
add $r4, $r2, $r3 # add
st $r4, $r1, C # store value
addi $r1, $r1, 1 # increment counter
cmpi $r1, 64 # compare
bne loop # loop back

(b)

Figure 1.2: Code to perform a series of adds. (a) shows the vector form of the code; “mtvcr”

sets a vector control register value, in this case, VL. (b) shows the scalar code. Strip mining,

loop unrolling, and other techniques omitted.

Because applications may want to execute on vectors that are longer than MVL, com-

pilers vectorize loops using a technique called strip mining. In strip mining, multiple loop

iterations of full-MVL instructions are executed, and the remaining amount is compared to

MVL; once the remaining length is below the length of physical registers, VL is set to the
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remaining amount and a final loop is executed. There are a number of techniques that can

simplify strip mining, including saturating VL registers or instructions.

Another important difference between scalar and vector processors is in memory oper-

ations. Vector computers can load a block of contiguous elements — called a unit-stride

load — and they can accesses elements in two other ways. They can perform strided op-

erations, which are loads or stores of a series of elements with a constant inter-element

displacement, as well as indexed (sometimes called scatter-gather) operations, where an

individual index is given for each element to be accessed. Figure 1.3 summarizes the mem-

ory access patterns. Generally, the locations to access in an indexed operation are given

with a base memory location specified in a scalar or control register, and offsets given in a

vector register. For strided operations, the stride is generally given as a value in a control

or scalar register.

Unit Stride

Strided

Indexed
0 1 4 8

Figure 1.3: Illustration of different vector memory operations. Dark spaces represent ac-

cessed locations.

Unit-stride accesses are useful for operating on large chunks of data, or streaming ac-

cesses. Often, vector processors have different instructions for unit-stride and strided ac-

cesses, even though a strided instruction using a stride of one can perform unit-stride op-

erations. Identifying unit-stride operations separately sometimes allows the processor to

perform optimizations specific to that instruction.

Generally, vector memory operations operate under a weak memory consistency model,

which means that the scalar and vector processors may observe loads and stores from the
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other unit happening out of order. Vector processors are generally designed to optimize

memory system performance; offering few automatic consistency guarantees allows the

memory system to be simpler, and take advantage of multiple memory units. A memory

barrier (or fence) is usually required to guarantee ordering of any sort between scalar and

vector operations, including loads and stores. The exception is if there is a true data depen-

dency carried through registers, that will force the processor to delay executing the later

instruction until the data is available from the earlier instruction.

Vector execution is designed to operate efficiently by pipelining a series of operations.

Conditional statements — statements that depend on the result of an “if” — can cause

problems for pipelined vector operations. One way that vector processors can deal with

conditional statements in loops is to use masked execution. The result of the conditional

statement is stored in a flag register, which contains one bit of information per element.

When the processor executes conditional statements, the flag is interpreted as a mask —

elements with a corresponding “1” bit in the flag register are execution, and elements with

a “0” bit are not.

Flag registers can serve other purposes, as well. Much as in scalar processors, flags can

show status or characteristics — for example, sticky floating-point exception or subnormal

flag registers can record elements that might need extra processing. Vector architectures

can have general-purpose flag registers, used for conditional execution, as well as purposed

flag registers, that record specific conditions or exception types. Multiple general-purpose

flag registers are useful for temporarily storing the results of multiple comparisons, or for

building up a complex condition from multiple simpler conditional statements [SFS00].

Since a vector instruction executes the same type of operation many times, there is a

simple way for vector processors to improve execution performance: put multiple pipelines

in each functional unit, so that a single functional unit can begin execution of multiple op-

erations per cycle. Multi-pipeline datapath organizations lend themselves to a simple way

of designing scalable performance: designers create a small chunk of the full datapath that

9



contains part of the vector register file and a simple pipeline for each functional unit. That

chunk, called a “lane” or “pipe”, can be replicated with minimal changes in order to scale

performance. During instruction execution, a pipeline in each lane will begin execution on

another element; all of the elements from a vector instruction that begin execution together

are called an element group. Low-cost implementations can have a single lane; larger im-

plementations can replicate the lane multiple times to achieve the desired performance.

Figure 1.4 shows a vector datapath, and highlights a lane, functional unit, and pipeline.

Register
File

ALU0

ALU1

Memory
Unit

Register
File

ALU0

ALU1

Memory
Unit

Register
File

ALU0

ALU1

Memory
Unit

Register
File

ALU0

ALU1

Memory
Unit

Lane Pipeline

Functional Unit

Figure 1.4: Vector datapath, with components labeled.

1.5 Benefits of Vectors

Vectors have been used for a long time, in many different situations. The reason that vector

technology has survived for decades in an ever-changing field is that vectors offer many

benefits over other alternatives. Specifically, vectors are:

• compact, describing many operation in a single instruction;

10



• expressive, allowing application to describe useful characteristics about a group of

operations;

• scalable, in both processing and latency tolerance;

• latency tolerant;

• easily programmable; and

• power-efficient.

Each of these benefits is described more below.

1.5.1 Compact

The basic design of vector instructions, that a single instruction specifies many operations,

leads directly to many benefits on its own. For one, less issue bandwidth is required: when

performing a fixed number of operations, fewer instructions will have to be issued on a

vector computer than on a scalar computer. Additionally, vector programs can operate

on a number of elements without much of the extra overhead that is typically required in

scalar programs: vectors allow the application to describe a looping operation implicitly.

Originally, the reduced instruction bandwidth was a huge benefit for systems with small

or no instruction caches; nowadays, the actual fetching of instructions is not necessarily a

large impediment to performance. Yet, the same feature has become important for another

reason: fewer instructions to fetch, issue, and decode can lead to significant power savings.

Several studies reporting measured or simulated power consumption state that instruction

fetching and decoding can range from 18 to 30 percent of dynamic power on superscalar

processors [MKG98, BTM00, TM05, SMR+03, GBJ98].

There are a number of other benefits from the way vector instructions encode multi-

ple operations. Separate operations within a vector instruction all share the same source

and destination registers, and are all the same sort of operation; therefore, dependency

checking, required for interlocking in a pipelined processor and for proper dispatch in an

out-of-order processor, only has to be done once for the vector instruction, not once per
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operation. If a program is mainly composed of vector instruction, each of which consists

of n operations, the total number of dependency checks that has to be done is reduced by

n2 (assuming that the total number of operations in flight at any time is the same).

Vector instructions’ ability to pack multiple operations in a single instruction gives a

potential benefit to performance, as well. Out-of-order processors rely on being able to

search through a number of upcoming instructions, and executing them as early as possi-

ble. If the processor is not able to find instructions that are able to run, performance is

diminished significantly. Consequently, instruction window size — that is, the number of

upcoming instructions that the processor is able to examine — can be an important perfor-

mance limitation [LKL+02]. Unfortunately, instruction window size cannot be arbitrarily

increased: it is limited by the size of queues of upcoming instructions, which are limited

by power and chip area. As relative memory access time increases, the average lifetime

of instructions (measured in processor clock cycles) increases, further putting pressure on

instruction windows [KS02]. Since vector instructions need only take a single slot in the

instruction window, a window of a certain size can represent more vector operations than

scalar operations.

1.5.2 Expressive

Vector operations are expressive in many ways that scalar operations are not.

Vector ISAs include a number of limitations about what sort of operations can be en-

coded in a single vector instruction. In practice, those limitations do not pose much diffi-

culty for producing vectorized code; on the other hand, they provide a number of guarantees

that the processor is able to use.

A processor knows that a single vector instruction is going to encode many operations;

it knows that they will all be the same sort of operation, which simplifies instruction issue

and datapath organization, and it knows that all of the operations encoded in the instruction

will be independent, which simplifies the execution of the program.
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Vector memory instructions allow a program to describe its access patterns explicitly:

on a unit-stride or strided load, the processor knows precisely which elements will be

needed, and can use that information to begin address translation or memory accesses early.

Scalar processors try to take advantage of memory access patterns with hardware prefetch-

ing units, but they are forced to try to discern future access patterns of a single stream

by looking at all recent past accesses, an error-prone, power-hungry, complex proposition.

Scalar prefetch instructions generally allow an application to express a need for particular

memory elements in the future, but usually do not encode information about the general

access pattern of multiple elements.

Finally, processors know that vector instructions will access the register file in simple,

fixed patterns. An implementation can take advantage of the access pattern by partitioning

a full vector register file, so that a datapath in a vector processor with multiple pipelines per

functional unit only has to store the particular elements it will be accessing. Furthermore,

the vector processor can take advantage of a regular access pattern in order to simplify

the design of the register file: instead of requiring multiple access ports, a register file can

instead have a single wide access port. Figure 1.5 shows an example. On any register

file access, the register file transfers the requested element and a number of neighboring

elements to a smaller fast buffer. On subsequent accesses to the neighboring elements —

which are very likely to occur, because of the vector instruction register file access pattern

— elements can be transferred from the buffer, freeing up use of the register file access

port. In this way, a single access port is multiplexed between all of the functional units that

need it. On a conflict, when functional units need multiple elements during the same cycle

that are not in the fast buffer, one access can stall for a cycle.

1.5.3 Scalable

As mentioned above, vector computers can naturally scale in two dimensions: in the length

of the physical vector registers, and in the number of lanes or pipelines in a functional unit.
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Figure 1.5: The larger register file has a single port that transfers four consecutive elements

to a small buffer each cycle. Functional units access one of the smaller single-element ports

of the small buffer. Keeping the large register file to a single port reduces complexity and

area.

Scaling the length of vector registers gives a benefit in that any cost that is amortized

over the length of a vector will then be spread over a greater number of elements. For

example, if load instructions have to wait for memory latency to get the first result, but

then get a result every cycle after that, the effective per-element latency cost will be less for

longer registers. Increasing the lengths of vector registers also means that the number of

operations represented by a single instruction increases, resulting in greater benefits from

reduced number of instructions to fetch, decode, and issue.

On the other hand, longer vector registers only give a benefit if programs can take

advantage of them. If vectors become too long, programs might never set the VL to a full

MVL length, and the extra storage will be wasted.

Scaling lanes can lead to a similar problem: if the number of lanes is greater than the

typical vector, the extra lanes will go to waste. In the case of lanes, what is wasted can be

very costly: the chip area dedicated to a full lane is quite a bit more than the area dedicated

to longer vector registers, and the associated power consumption will likely be quite a bit

more, as well. Having a greater number of lanes can cause additional waste on longer

14



vectors, as well: if vector lengths in a program are not an integer multiple of the number of

lanes, the final element group will not use all of the lanes. With a smaller number of lanes,

there is more of a chance that they will all be used, and during the cases when there are

unused lanes in an element group, there is a better chance that the number of wasted lanes

will be smaller.

One nice feature about both of the types of scaling that are possible with vector com-

puters is that they are transparent to applications. A single binary is able to run on a vector

computer with short vector registers and a single lane, as well as on a computer with very

long registers and multiple lanes. The lanes are purely a performance feature, with no

directly visible implications for the application; the length of vector register is exposed

through the MVL control register, but applications usually do not care about the particular

value, they simply use the number in order to control loop indices.

1.5.4 Latency tolerant

Vectors tolerate latency. That is critically important, especially as relative latency to mem-

ory keeps increasing. Vectors tolerate latency in two primary ways: first, by amortizing

costs over the entire length of a vector, and secondly, by providing enough state to facilitate

significant concurrency.

Latency amortization is straightforward: any per-instruction costs will have a lower

per-element cost, as the number of elements per instruction increases.

The latency tolerance afforded by extra state is related to Little’s Law [Lit61], which

is a queuing theory law that relates to single-server queues with customers arriving, being

served, and leaving. It is usually given as: N = AT , where N is the average number

of waiting customers, A is the average arrival rate, and T is the average wait time. A

consequence of Little’s Law [Bai97] is that concurrency in a system is equal to bandwidth

times latency. This means that if we want to maintain a certain bandwidth, the amount of

concurrency we need is proportional to the latency in the system. Another way to look at
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it is that, for a given latency, the amount of bandwidth we can achieve is limited by the

amount of concurrency we can exhibit. Vectors are a simple way to keep many operations

in flight, since a relatively small number of instructions corresponds to many operations,

and thus vectors are generally more able to tolerate memory latency than scalar computers.

1.5.5 Easily programmable

Vector computers have been around since the early 1970’s [EVS98], which has given them

ample time to be well-analyzed and understood. Vector compiler technology is mature; as

opposed to many architectural innovations, where it takes years for compilers to be able

to deliver performance anywhere near what is theoretically possible, vector compilers are

able to produce high-quality vector code now.

Vectors also work well with programmers. The vector model is a natural way to think

about data-oriented loops: instead of a single element being processed in the program, it

is generally simple for programmers to think of the same algorithm working on chunk of

data. In addition, vectors give a benefit when attempting to achieve good performance:

vector compilers describe which loops vectorized, and are often able to given feedback

about the loops that did not. Programmers then just look at the report, and know to focus

their attention on the loops that the compiler was not able to handle.

Vectors are also portable, in the sense that a program that vectorizes well on one vector

computer will likely vectorize well on another vector computer.

1.5.6 Power-Efficient

Vectors derive performance from the way they process multiple elements of data: the vector

paradigm amortizes costs and allows designers to optimize power. The key idea is that

vectors are an excellent match to take advantage of data-level parallelism.

There are many different forms of parallelism. Recent out-of-order superscalar micro-

processors focus on taking advantage of the least-restrictive type: instruction-level par-
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allelism. Machines such as Sun’s Niagara processor are designed to use a slightly more

restrictive form of parallelism, thread-level parallelism, and vector machines are a good

example of taking advantage of the most restrictive form of parallelism, data-level paral-

lelism.

As the form of parallelism becomes more restrictive, from instruction-level through

data-level, it becomes less flexible: a machine that takes advantage of instruction-level

parallelism can also take advantage of parallelism expressed in the other forms. Data-level

parallelism is the most restrictive of all the forms.

But, with restrictions comes simplicity. Data-level parallelism is the simplest form of

parallelism to take advantage of, and instruction-level parallelism is the most complex.

In the era where power consumption did not matter, the only limitation on parallelism

was the effort that designers were willing to put into the processors, and instruction-level

parallelism was king. Now that power is an important constraint, the situation is different:

we are forced to confront an engineering tradeoff, and evaluate the benefits of moving to

more flexible types of parallelism and the costs of doing so.

As it turns out, the additional benefits offered by the more flexible forms of parallelism

are often not all that much more than what is offered by data-level parallelism. Put another

way, data-level parallelism is an effective way for programs to express parallelism, and a

simple form of parallelism for processors to use.

A good example of the efficiency of data-level parallelism as compared to instruction-

level parallelism is in the organization of datapaths and pipelines. In an out-of-order super-

scalar processor, the processor must check for dependencies between every operation and

every other operation in flight. This limits the number of operations that can be in flight,

so these processors usually are limited to a relatively small number of functional units and

operations that can be launched per cycle. To achieve performance, they generally focus on

clocking the processor as fast as possible, to achieve an overall high processing rate. Vector

pipelines are usually organized with multiple lanes, and can be thought of as wide, slow ex-
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ecution units. Since dependency checks only have to be performed per instruction, not per

element, the number of elements launched per cycle can be large, while still maintaining a

simple datapath organization.

1.5.7 Other Benefits

In addition to the above, there are a number of other benefits that vector computers usually

offer.

Vector register files are designed to hold multiple elements, so they tend to be more

flexible than scalar register files: an eight-byte block of register storage can be interpreted

as a double-precision floating point value, two single-precision values, four 2-byte integer

values, or 8 byte values (depending on exactly what the processor allows).

The vector register file is a block of storage that the program has control over: as

opposed to a cache, which gives no guarantees as to how long it will retain elements, the

vector register file acts as a software-controlled buffer, and offers the same benefits of

explicit control.

1.6 Misconceptions about Vectors

Because vector computers have been around for such a long time, there are a number of

common misconceptions about them. Some of the misconceptions were true for early

vector machines, and have been addressed; some of them were never true.

1.6.1 Misconception: Vector context switch time is too large

Vector register files do contain more data than scalar register file; that is a big part of why

they are able to tolerate memory latency. Consequently, it can take longer to store and

re-load all of the data in their register files, as you may have to do on a context switch.

Nevertheless, it turns out that the reality is not that bad in practice.
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First of all, vector computers perform some optimizations to reduce the amount of un-

necessary data saved. A simple approach, used in the VAX Vector Architecture [BB90], is

to keep track of which applications use the vector unit. When a vector application swaps

out, the vector unit is disabled, but none of its state is immediately saved. If another ap-

plication attempts to use the vector unit, it throws an exception; at that time, the old vector

state is saved. Thus, if no other vector application runs between the time that a vector ap-

plication swaps out and when it swaps back in, no vector state will have to be stored and

restored.

Another optimization, used by the IBM System/370 Vector Architecture [PMSB88],

uses “Vector In-Use” bits to reduce the number of vector registers that have to be stored

and restored. Each vector register has a single associated bit that is set to “0” on program

startup. As the program uses a register, its in-use bit is set to “1”; bits can be reset by the

application to declare that a register is not currently needed. On a context switch, only

registers with a “1” in-use bit are saved and restored.

Finally, the system can keep track of the largest value of Vector Length that the appli-

cation has used. Only register elements up to that length need to be saved [Koz99].

Beyond specific optimizations for reducing vector context switch times, though, there

is a larger point: all programs have a working set that they need to access to perform

well. In vector applications, much of that set will be stored in vector registers; in scalar

applications, much of the working set will be accessed in the L1 cache. Until that set is

loaded — vector registers or L1 cache — the program will not be able to execute at high

speed. Since L1 caches are typically about the same size as vector register files, context

switch times — including the time before the program is able to execute at high speed —

will likely not be extremely different between scalar and vector computers. Additionally,

vector computers are generally tolerant of latency, so they are typically better able to make

program progress while executing saves and restores than scalar computers. Furthermore,

bandwidth is expected to improve faster than latency [Pat04], so it makes sense to use a
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technology that may be bandwidth hungry on context switches, but latency tolerant for

most processing.

1.6.2 Misconception: Vector register file takes up too much chip area

Vector register files are much larger than scalar register files, but in a modern chip, the

size of the vector register file will typically be tiny. A typical vector register file might be

16 kilobytes; on-chip L2 caches on many microprocessors are multiple megabytes. For

simpler cores with small or no caches, the relative size of the vector register file will be

more. But, in order to achieve tolerance of memory latency, a certain amount of storage is

required. If vector register files were smaller (without a commensurate increase in storage

elsewhere), the system would not be able to tolerate as much latency.

Vector register file complexity can be much lower than the complexity of scalar register

files on modern superscalar microprocessors. Vector register files can be partitioned, and

can use wide, slower access ports. Scalar register files may be very complex, to support

fast access to multiple arbitrary elements.

1.6.3 Misconception: Vectors are only good for scientific applications

Vectors traditionally have been extremely popular for scientific applications, but in more

recent years a number of other areas have turned to vector processing. In particular, me-

dia and DSP applications, two areas increasing in popularity, are good matches for vector

technology [EVS98, KP02].

1.6.4 Misconception: Vector computers only work well if applications

have extremely long vectors

The earliest vector computers had an important limitation in processing vectors: a vector

instruction that used the result of a previous vector instruction could not begin processing
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until the earlier instruction was completely finished. The lack of forwarding meant that

vector operations could have a large start-up time, and it only made sense to use vector

operations for long vectors.

Starting with the Cray-1 [Rus78], vector computers could forward data from one func-

tional unit immediately to another — known as “chaining” for vectors. Chaining signif-

icantly reduces vector start-up time, and can make it more efficient to use vectors, rather

than scalar operations, for loops as small as a few elements.

1.6.5 Misconception: Vectors memory operations only work with con-

tiguous blocks of memory

Vector computers work on large chunks of data, but the data does not just have to be allo-

cated in memory as a single large chunk. Vectors use strided accesses — where the ele-

ments are spaced apart a constant displacement in memory — and indexed (scatter-gather)

accesses — where the each individual element location in memory is given by an index

vector — to take advantage of other memory access patterns. Strided and indexed accesses

are usually not as efficient as unit-stride accesses, but they are typically more efficient on

vector computers than on scalar computers because a vector program is able to describe its

access patterns to the processor explicitly.

1.7 Summary

Now is a time of change in the microprocessor industry. The previous trend of boost-

ing single-thread performance by increasing clock rate has come to an end: processors

were getting increasingly small amounts of benefit and consuming ever greater amounts of

power.

In this dissertation, I investigate a technology that can greatly improve the efficiency of

microprocessors: vectors. Vectors are an established idea with mature compilers that im-
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portant applications can use to take advantage of data-level parallelism effectively. I focus

on techniques that manufacturers can use to easily add vectors. The first is an evolutionary

technique that describes how to use SIMD extensions for true vector processing, and the

second adds a data buffer that allows processors to get the advantage of vector memory

operations without a full vector implementation.

In the next chapter, I cover related work that led to my research.

22



Chapter 2

Background and Related Work on

Vectors

In many ways, this work is an extension of previous work and projects. Many of the ideas

developed here came through investigating questions raised in earlier work, in particular:

T0 [ABI+96], VIRAM [Koz99], and Code [Koz02], all described below. These, in turn,

are based on previous work done at other institutions.

This chapter describes the previous work. It describes the projects, and includes lessons

learned. Furthermore, it describes why those projects motivate the current work: what

questions were raised that led to the ideas that I explore? Additionally, this chapter reviews

some of the core ideas that my work uses.

2.1 SIMD

SIMD technology is often called “vectors”, but there are many important differences be-

tween microprocessor SIMD extensions and true vector implementations. Some of the ba-

sic ideas are shared, but SIMD extensions lack some critical features, and have quantitative

shortcomings in the ways that they are similar to vector computing.

The term “SIMD” was first coined by Flynn [Fly66], as part of a taxonomy categorizing
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computers by style of processing instructions and data elements. Table 2.1 shows the full

table, along with descriptions and examples. The original intent and usage was for catego-

rizing computers: a SIMD computer uses a single instruction to operate on multiple pieces

of data, thus exploiting data-level parallelism to amortize instruction processing costs over

multiple elements. By the early 1990’s, microprocessors begin adding extensions to exist-

ing microprocessors that allowed execution of new SIMD instructions [PW96], generally

to improve performance on media applications. Eventually, most microprocessor manufac-

turers had created SIMD extensions [SJV04].
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Table 2.1: Flynn’s taxonomy.

Microprocessor SIMD extensions usually involve adding a new set of register that are

either 64 or 128 bits wide, as well as a new set of instructions that operate on the registers.

The instructions typically operate on integer data of shorter (8- or 16-bit) lengths, although

some are more restricted and many operate on longer data. Some are also able to operate

on floating point elements.

The instructions often focus on media applications, and so include a number of features
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that are typical of DSPs: saturating arithmetic, processing media data types, and so on.

Generally, SIMD instructions operate on two input registers, element-pairwise: an opera-

tion is applied to the first element of the input registers and produces a result in the first

element of the output register, and then the same operation is applied to the second element

of the input registers, and so on. Some SIMD extensions have included instructions that

include non-pairwise operations, such as a random shuffle that allows elements of a regis-

ter to be placed at an arbitrary location in the output register; some SIMD extensions have

even included operations between elements in a single SIMD register.

SIMD extensions and vectors share some similarities. Both are models of computation

that attempt to take advantage of data-level parallelism in the same way: a single instruction

specifies one type of operation that is applied to multiple independent elements, logically

stored in a single long register. In fact, SIMD execution can be a way to achieve signifi-

cant performance improvements over regular scalar execution, particularly on some media

applications.

Yet, SIMD extensions are not true vector processing. In fact, SIMD extensions tend to

have a number of shortcomings in the ways that they are similar to vector processing, and

vectors have additional features that offer significant benefits over SIMD:

• SIMD extensions are too short to attain a significant benefit from amortizing long-

latency operations;

• SIMD extensions typically have restrictive alignment requirements;

• SIMD instructions cannot operate on partial vectors: programs can only operate on

the entire register length (with, possibly, the option to operate on a single element),

instead of being able to use VL to specify arbitrary lengths;

• SIMD extensions typically have a limited means of conditional execution, or no

means at all;

• SIMD ISAs often do not exhibit orthogonality, in terms of which operations can be

applied to what type and size of data elements;
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• SIMD operations are not scalable to greater amounts of data-level parallelism: phys-

ical vector lengths are implicitly fixed, and there is no equivalent to MVL to allow

them to grow;

• the only way to increase data-level parallelism in SIMD ISAs is to add new instruc-

tions with every increase.

Chapter 3 explores ways to improve existing SIMD extensions, or design new exten-

sions, that do not suffer from these drawbacks, and give the benefits of full vector execution.

2.2 Cray X1

The Cray X1 is a recent vector supercomputer. It builds on the design of traditional vector

computers, but it has many new features as well. Figure 2.1 shows a diagram of the basic

processor that the X1 is made from, the MSP (Multi-Streaming Processor). [BCBY04]

SSP SSP SSP SSP

To DRAM and I/O

Ecache Ecache Ecache Ecache

Figure 2.1: Cray X1 MSP (Multi-Streaming Processor). Shown are the four SSPs (Single-

Streaming Processors) and a total of 2 MB of cache that make up a single MSP.

A single node consists of four MSPs and 16 GB of DRAM. The MSP contains four

SSPs (Single-Streaming Processors), each of which is contains two vector lanes and a scalar

processor. [DFWW03] Additionally, the MSP contains 2 MB of cache [AAA+04]. The X1

illustrates that vector computers can work well with caches; in fact, much of the computer’s

design reflects the influence of the cache. For example, the full amount of memory band-

width in each node is 200 GB/s [Tan02], while the peak processing rate of 12.8 GFlop/sec
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on 64-bit operations per MSP would require over 1200 GB/s; the reason for the apparent

design imbalance is that, in contrast to traditional vector computer, the caches are expected

to take advantage of reuse and deliver higher bandwidth to vector applications.

2.3 IRAM

IRAM stands for “Intelligent Ram” [PAC+97]. IRAM is based on the idea of addressing a

critical problem, the processor-memory performance gap, by using embedded DRAM.

Processor performance has been increasing at a much faster rate than memory perfor-

mance. This situation has been called the “memory wall” [WM95, McK04]. As the relative

performance of DRAM, compared to processing speed, increases, average memory access

time continues to take more cycles. Overcoming memory latency becomes more difficult,

until the point where the processor is spending most of its time waiting for memory, instead

of actually doing useful work.

IRAM addresses the processor-memory performance gap by including DRAM on the

processor die — in fact, as the amount of on-chip memory increases, it overwhelms the

amount of processing, and the chip looks more like a memory chip with a small area dedi-

cated to processing, instead of the other way around.

Placing memory and processing on the same die can have a number of advantages.

Since signals stay on-die, there are no pin or board trace constraints, and bandwidth can be

much larger. Additionally, it is easy to add on-chip DRAM modules in parallel, and use the

bandwidth from all of them. Latency also improves, simply because the processor does not

have to drive signals through high-capacitance off-chip drivers or board traces. Physical

lengths are also reduced, further cutting back latency.

Locating processing and memory on the same die also gives energy benefits. Driving

signals off chip and through board traces requires a relatively large amount of energy, which

can be avoided if the signals never leave the chip. Off-chip memory typically takes the form
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of standard packages; on-chip memory can be more flexible, and directly take advantage

of any module configuration. Finally, reducing external memory can reduce the total board

space, which can be a significant cost advantage, and can be critical for small (hand-held

or portable) devices.

Traditional microprocessors are designed to take advantage of traditional memory or-

ganizations: they will work in an IRAM process, but they might not fully take advantage

of the potential benefits of embedded DRAM. Additionally, traditional microprocessors

spend a huge amount of power and area dealing with drawbacks of conventional memory

— drawbacks that are no longer as critical with embedded DRAM. By reconsidering the

organization of a microprocessor in an IRAM process, we can design something that is a

better match for what embedded DRAM offers.

One example of a microprocessor organization that is designed specifically for IRAM is

VIRAM, a design approach that combines vector microprocessors with embedded DRAM.

We implemented a VIRAM processor that takes advantage of a characteristic that is a good

match for embedded DRAM and vectors: low-power execution. Embedded DRAM can

save significant power over off-chip DRAM, and vector processing requires only simple

(and therefore low-power) control logic [LSCJ06].

The design of VIRAM1 started in earnest in the summer of 2000, and taped out in late

2002 [GWKP04]. Table 2.2 shows details of the design.

We developed VIRAM1 using a combination of different techniques: hard macros

(complete blocks, containing physical representations of transistors and wires, all placed

appropriately) for the DRAM, soft macros (logical descriptions in Verilog) for the MIPS

M5KC core, macros created by a generator (a tool designed to customize logic blocks) for

SRAM, custom logic, and hand layout. We were able to combine so many different sources

because we used an industrial-strength design process, combining standard synthesis, lay-

out, extraction, and place-and-route tools.

The EEMBC benchmarks [EEM07] include suites targeted towards automotive appli-
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Figure 2.2: Floorplan of VIRAM1.

cations, telecom areas, office automation, and so on. Two of the areas are particularly well-

suited to evaluating performance of VIRAM1: the Consumer category and the Telecom-

munications category, both of which contained media applications of the sort the VIRAM1

was designed to run efficiently [Lev00].

Both the consumer and telecommunications benchmark suites use only fixed-point data,

and generally use data at narrow widths (8 or 16 bits). EEMBC measures the performance

for an individual application by recording repeated iterations per second; an overall score
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Clock speed 200 MHz

Total area 332.6 mm2

Number of transistors > 125 million

Power consumption ∼2 Watts

Integer performance: 16b 6.4 GOPS

Integer performance: 32b 3.2 GOPS

Integer performance: 64b 1.6 GOPS

Floating-point (multiply-add) performance: 32b 3.2 GFLOPS

Floating-point (multiply-add) performance: 64b 0.8 GFLOPS

Floating-point (multiply) performance: 32b 0.4 GFLOPS

Floating-point (multiply) performance: 64b 1.6 GFLOPS

Fixed-point performance: 16b 9.6 GOPS

Fixed-point performance: 32b 4.8 GOPS

Fixed-point performance: 64b 2.4 GOPS

Table 2.2: VIRAM1 statistics. Data from [GWKP04].

(ConsumerMarks or TeleMarks) is generated by calculating a geometric mean of the indi-

vidual scores. Performance can be reported in an out-of-the-box mode, where binaries are

generated by compiling the original benchmark code, or in an optimized mode, where the

source code (but not algorithm) can be changed.

We compared the performance of VIRAM1 on the Consumer and Telecommunications

suites to a number of other processors. Table 2.3 gives details of the different processors,

and Table 2.4 gives results as reported in [Koz02] and [KP02].

Processor Architecture Processor
Issue

Width

Execution

Style
Clock Freq. Power

VIRAM1 Vector VIRAM 1 in order 200 MHz 2.0 W

x86 CISC K6-III+ 2 (6) out of order 550 MHz 21.6 W

PowerPC RISC MPC7455 4 out of order 1000 MHz 21.3 W

MIPS RISC VR5000 2 in order 250 MHz 5.0 W

Table 2.3: Details of processors used to compare to VIRAM1 performance. The K6-III+ is

able to issue two CISC instructions simultaneously, which get broken into a maximum of

six microoperations.

VIRAM1 was a successful demonstration. It validated our claims that vectors and

embedded DRAM could be combined to produce a simple, low power media processor ca-

pable of significant processing power. We showed that a small team of university graduate

students was capable of using the VIRAM design style to produce an interesting portable
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Chip ConsumerMark Score TeleMark Score

VIRAM1 (cc) 81.2 12.4

VIRAM1 (as) 201.4 61.7

K6-III+ 34.2 8.7

MPC7455 122.6 27.2

VR5000 14.5 2.0

Table 2.4: IRAM performance comparison for EEMBC Consumer and Telecommunica-

tions suites. VIRAM1 performance shown for both compiled (using re-targeted existing

vector compiler) and hand-optimized code. TM1300 performance shown for both direct

compilation and hand optimization. Data from [Koz02].

media processor.

We also discovered some limitations. For the applications we looked at, the vector

lengths could not be increased much beyond the VIRAM1 maximum vector length: we

would not see much performance benefit by simply increasing the number of vector lanes.

The cross-lane control signals limited our clock rate, which meant that more or larger lanes

would result in a slower clock cycle.

VIRAM1 was a useful exercise. In many ways, though, VIRAM1 raised more ques-

tions than it answered. VIRAM1 was designed for low-power media applications; how

applicable were the ideas to other design targets? Were the limitations inherent in the VI-

RAM design style, or is it possible that other implementations would not suffer from them?

What could we change to reduce the effect of those limitations?

2.4 T0 and CODE

T0 and CODE are two vector microprocessor research projects related to VIRAM. T0 was

developed before IRAM, and helped develop many of the ideas that were implemented in

VIRAM1. CODE was created after VIRAM1, and addressed several of the issues that were

discovered during the creation and testing of the IRAM chip.

T0, or Torrent 0, was born out of a series of projects designed to be used for speech

recognition [Asa87]. The goal of the project was to develop a workstation accelerator card
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that would provide a cheap way to add significant amounts of processing for performing

speech recognition.

T0 was designed only to support fixed-point operations; the primary intended applica-

tion is speech processing, which does not rely on floating-point calculations. Operand sizes

are limited to 16 and 32 bits. T0 only used three flag registers, as status bits for the results of

comparisons, overflow, and saturation; conditional moves used flags held in regular vector

registers.

T0 had a single memory functional unit, and two arithmetic functional units, one of

which was capable of multiplies. It was organized with eight lanes, or parallel datapaths.

The arithmetic units included some DSP functionality, in the form of a clipper that could

perform saturation. T0’s vector register file held 16 registers, each of which comprised

32 32-bit elements. The register file had a total of five read ports and three write ports.

T0 supported chaining on all operations. The peak performance was 4.3 billion 32-bit

operations per second, running at 45 MHz [ABI+96]. T0 performed excellently at its target

application, remaining in use for speech recognition for years.

The experience with T0, and the desire to create a microprocessor that could harness

large amounts of bandwidth with a simple architecture, led to the development of VIRAM.

In a similar fashion, the knowledge gained from VIRAM1 led to another architecture:

CODE.

CODE was designed to specifically address a number of inefficiencies discovered dur-

ing the creation of VIRAM1:

• short vectors;

• vector register file complexity;

• delayed pipeline inefficiency for long latency;

• imprecise virtual memory exceptions.

CODE combines two main ideas: composite organization and decoupled execution.

Both are attempts to improve capacity for scaling, over what VIRAM1 could deal with.
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Composite organization refers to the basic approach of designing the vector hardware

as a collection of interconnected cores, as opposed to the style used in VIRAM1 of having

a single vector coprocessor accessing a centralized register file. The vector register file

in CODE is not a single structure: the logical register file defined in the ISA is mapped

to a distributed structure. Each part of the distributed register file is associated with only

a single functional unit. Thus, only a small number of access ports is required, and the

logical and physical control and interconnect is very simple. Furthermore, each individual

part of the distributed structure has only part of the total register file, so the structure is

smaller and can therefore be simpler, faster, or lower power than the full structure.

Scaling the vector register file in VIRAM1 is difficult, because the structure is quite

large to begin with. Increasing the size of the register file would probably require moving

to a slower clock cycle, or require more clock cycles per access. In CODE, the vector reg-

ister file can be scaled with more functional units simply by replicating the basic structure

additional times. The interconnection between the decentralized structure is simple; scal-

ing up might incur additional latency, but this does not cause problems in practice because

vector execution is inherently tolerant of latency.

VIRAM1 was organized around the model of a delayed pipeline. Since memory access

to the embedded DRAM took a fixed length of time, the memory pipeline was designed to

account for that time. The main benefit of this organization is that it is simple to implement.

Unfortunately, it is also inflexible: changes to the relative memory access time require a

change in the pipeline. Additionally, the delayed pipeline cannot achieve any benefit in

cases where memory accesses return quicker than the scheduled delay.

An alternative to the delayed pipeline is the decoupled pipeline [Smi84]. The decou-

pled pipeline separates memory access and arithmetic execution into two logically distinct

components. Those components are then connected with queues, which allow instruction

execution in each component to slip relative to the other. Greater latency can be tolerated

by increasing the size of the queues, and the architecture can take advantage of accesses
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with differing latencies. Decoupled pipelines have been shown to give advantages in vector

processors, particularly for short vector instructions [EV96].

CODE uses a decoupled pipeline to overcome the limitations of VIRAM1’s delayed

pipeline, and because decoupled pipelines facilitate simple communication and control be-

tween the decentralized cores. There is another reason that they work well together: CODE

mitigates one of the drawbacks that is generally associated with decoupled execution, the

need for extra storage dedicated to decoupling queues. In CODE, each core already has

registers that can be used for those queues: local vector registers. Thus, CODE can take

advantage of the benefits of decoupled execution, without paying a large penalty for its

instantiation.

CODE addressed some of the questions that were raised during the development of

VIRAM1, but there are a still a number of interesting related areas that deserve to be

explored. T0, VIRAM1, and CODE were all aimed at low-power media applications. Can

similar ideas be applied to desktop computing, or other application areas? How well would

the ideas work when combined with more modern microprocessors? How else can vector

processing be combined with scalar processors? The rest of this thesis helps to explore

those issues.

2.5 Impulse memory controller and NMP

There are a number of other attempts to improve microprocessor memory access efficiency.

Two of the more interesting ones, both related to aspects of my work, are the Impulse

memory controller and the Near-Memory Processor (NMP).

The Impulse memory controller attempts to improve memory efficiency in two ways:

remapping non-unit-stride memory streams into unit-stride streams, and remapping multi-

ple non-adjacent pages into a single larger page [ZFP+01].

Impulse works by adding new mechanisms to a memory controller:
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• shadow descriptors, that store the remapping configuration;

• an ALU to generate addresses;

• a translation lookaside buffer, for accesses to unmapped physical addresses;

• and buffers to store partially-assembled cache lines.

Software and operating system support are required to make use of Impulse. First, an

application makes an Impulse system call. The operating system responds by allocating

a range of contiguous virtual addresses, and then interacts with the memory controller to

map physical elements to the new addresses. The memory controller requires a function

that describes how addresses should be mapped, and page table entries that allow it to

translate addresses.

Once the mapping is complete, the application can begin to access the mapped ele-

ments. When the memory controller sees a request in the mapped address range, it gathers

the corresponding physical elements together into a dense cache line, and returns that to

the processor.

Because Impulse can pack non-contiguous ranges of memory into dense cache lines,

it is able to deliver an immediate improvement in the efficiency of memory accesses. For

example, a processor requesting single bytes at a large stride might only use one byte out

of a 128-byte cache line; with Impulse, it would be able to make use of all of the data in

the cache line.

The other way that Impulse is able to improve memory efficiency is through facilitating

the use of large memory pages. A typical memory page is 4 KB. The first time that a

value in the page is accessed, a memory translation that requires a page table walk will

be required; if the address translation gets dropped from the TLB (because it is evicted

as other translations are cached), then another page walk will be required. For memory

access patterns that exhibit a large amount of temporal and physical locality, the address

translation overhead might be small. In other cases, where the memory access pattern does

not exhibit a lot of locality, the translation overhead can be significant.
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Large pages can reduce the effective overhead of address translations by letting a single

translation cover more data. Most TLBs support large pages, but have certain requirements:

the regular-size pages that make up a large page must be aligned properly, and must be

adjacent. In some cases, data from multiple regular-size pages is copied to a large page. The

costs of copying can be outweighed by the eventual benefits of reduced address translation

cost, but Impulse offers a way to avoid paying the copy costs in the first place: it allows

regular pages to be mapped into an effective large page, without requiring any copying.

The mechanism is similar to mapping non-unit-stride streams, described above.

Impulse is an interesting way to deal with greater memory efficiency, but it has some

important limitations. The software programming model is unclear: examples are given in

pseudocode that resembles a modified version of C [CHS+99], but it is not clear how much

the compiler would be able to generate automatically, and how much direct involvement

from the programmer would be required. There are a number of additional issues that need

to be addressed: how Impulse handles multiple applications; efficiency of communicating

address translation information between the processor and an external memory controller;

how pin bandwidth limitations affect Impulse, particularly once memory controllers are

integrated on the same die as the processor; and how memory coherence and page table

synchronization is handled.

A second approach to improving memory efficiency is the Near-Memory Processor

(NMP) [WSTT05b]. NMP combines a number of ideas: scratchpad memory, vector pro-

cessing, multithreading, DSP operations, and conditional execution.

NMP, rather than being an extension to existing microprocessor cores, is more accu-

rately a heterogeneous system architecture that includes traditional microprocessors, as

well as an additional processor that is dedicated to memory functions. The additional pro-

cessor is quite ambitious. The designers claim that vector processing, multithreading, and

streaming hardware are all needed to achieve good performance. Additionally, the near-

memory processor runs at 4 GHz, is able to issue two instructions per cycle, has support
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for four multithreaded contexts, and can have a total of 256 outstanding memory requests.

The NMP designers use a combination of vector instructions, streaming hardware, bit

manipulation, and multithreading on all of the kernels used to measure the performance of

the system [WSTT05a]. It is not clear exactly how the different features interact in software

— for example, much of the state is not saved on a context switch.

The designers suggest that different features can add up to give good performance, but

a few critical questions are not answered. First of all, how much do each of the features

contribute to the overall performance? Secondly, how is the system programmed — and

how easy is it for compilers and programmers to take advantage of those features? Finally,

what is the cost, in terms of area, complexity, or power?

2.6 Hitachi SR8000

The Hitachi SR8000 [TSI+99] was designed to derive some of the benefits of vector ex-

ecution in a scalar microprocessor. It combined a number of different features, including

parallel processing with fast custom networks, large numbers of registers to increase mem-

ory concurrency, and specialized synchronization instructions.

The overall architecture of the SR8000 is multiple nodes connected with a multi-di-

mensional crossbar. Each node contains multiple scalar processors [SKH+99], a custom

crossbar, and local DRAM.

One way that the SR8000 attempts to achieve vector benefits is through processing

multiple iterations of a loop in parallel, attempting to amortize loop costs over the amount of

physical parallelism, much as a vector computer can efficiently execute multiple elements

of a single vector in parallel. Because the SR8000 is not a true vector computer, it relies

on what they call “DO-loops”: loops in the code that can be effectively parallelized to

run on physically independent processors. The loops are executed in a “fork-join” model,

where code is executed in a serial fashion on a single processor (in the parent thread) until
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it encounters a fork point: at that time, the parent thread sends a signal to threads running

on the other scalar processors (the child threads). The signal wakes the child threads and

instructs them as to the location of the loop to execute. As each child thread finishes

execution of the parallel section of code, it signals to the parent thread; once the parallel

execution is complete on all child threads, the parent thread can resume serial execution of

code.

There are many potential pitfalls to executing a single loop effectively on separate phys-

ical processors. Besides requiring enough communication capability, the hardware and op-

erating system have to cooperate to start and end loops quickly — otherwise, only very

long loops (or no loops at all) will provide a speedup over execution on a single processor.

The SR8000 uses a number of techniques to ensure that parallel loop overhead remains

small.

To keep loop startup overhead low, the SR8000 uses a feature called “COMPAS” (CO-

operative MicroProcessors in a single Address Space). COMPAS provides a means for

synchronizing cache tags before a fork point and after a join point, so that data stored

by one of the scalar processors can be accessed by a different scalar processor at a later

point. The SR8000 accomplishes fast tag synchronization by including a special storage

controller between the scalar processors and the node DRAM. The storage controller con-

tains a crossbar, used by the scalar processors to communicate to each other and DRAM,

as well as a copy of the cache tags of each of the scalar processors. When the parent thread

needs to synchronize tags, it executes a sync instruction that synchronizes its cache tags to

the shared copy. At the end of a parallel section of code, each child processor executes a

sync instruction that synchronizes its tags to the copy. Once the storage controller sees that

all child processors have synchronized their cache tags, it signals to the parent thread that

the parallel loop has completed execution.

DO-loops on the SR8000 effectively provide a fast means of barrier synchronization

among the scalar processors. Because the storage controller communicates directly with
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each processor, COMPAS is able to provide the synchronization much faster than if it was

performed through DRAM.

Another key component to making DO-loop execution fast is avoiding operating system

scheduling of the parallel threads on each loop execution. Organizing multiple threads to

execute a single block of code at the same time is known as “gang scheduling” [FR92],

and was originally developed for applications running on multiprocessor systems that need

to execute certain portions of code concurrently on multiple processors [Ous82]. Effective

gang scheduling in the general case can be complicated, so operating systems generally

want to make the best use of available hardware and allow a program to execute on many

threads, but do not want to stall programs to wait for resources to become available [FR90].

The SR8000 avoids the potential problems by assigning all node resources to a single thread

at any time.

Finally, the SR8000 has a feature that tries to allow scalar processors to tolerate latency,

much as a vector processor does. Part of the reason that vector computers are able to

tolerate memory latency is that they are able to keep many memory operations in flight at

the same time, and the only way to keep many memory operations in flight is if you have

somewhere to put that data when it is returned from memory. For vector machines, that

storage location is the vector registers. A typical vector machine might have 32 registers,

each of which can hold 64 double-precision floating-point values, for a total of 16 KB of

data storage. A scalar machine will typically have much less named space available for

returned values from memory: 32 single-element registers is only 256 bytes. Caching and

out-of-order execution can increase the temporary storage available, but the SR8000 relies

upon a technique developed earlier, called “Pseudo Vector Processing” (PVP) [NIY+94].

The basic idea in PVP is to increase the amount of named register storage available for

memory operations. In order to do this while remaining compatible with existing micro-

processor ISAs, they rely on windowed register files. Windowed register files are usually

used for fast procedure calls, by creating a simple way for calling procedures to pass argu-
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ment values: the registers designated as output registers are automatically mapped as input

registers to a called procedure.

Since PVP requires that more named storage be available, they introduce new instruc-

tions for accessing register windows beyond the current one: values can be loaded into the

next register window, and stored from the previous register window. Those windows are

not accessible to arithmetic instructions, but that does not cause any problems. Since the

register window shifts between loop iterations, values that were loaded during the last iter-

ation (where they were inaccessible to arithmetic instructions) get mapped to locations that

are accessible. Values that were involved in calculations during the last iteration become

mapped to an area that is no longer accessible to arithmetic instructions, but they only need

to be available to storage instructions. In this way, PVP acts as a hardware accelerator for

software pipelining, while giving the additional benefit of allowing access to more total

storage.

The combination of features used in the SR8000 can deliver good performance, but the

processors in the SR8000 are not true vector processors. Individual scalar cores get some

latency tolerance benefit from PVP, but the total amount of named storage at any point is

limited to a small multiple of the named storage of a regular scalar processor: the current

window, plus the next and previous windows. Furthermore, access to the additional storage

is constrained, and therefore not applicable to all situations where a more general access

method, such as true vector registers, could be used.

The Hitachi SR8000 provided the initial inspiration for a proposed joint project between

IBM and Lawrence Berkeley National Laboratory to allow multiple Power microprocessors

to operate together in a vector fashion, similar to the way that PVP works. The initial

proposal never materialized, but the project name, ViVA, was used to describe two different

features that were implemented in later Power chips: a fast synchronization capability,

and a new software prefetch mechanism. My work at LBL, which led to the research

described in this dissertation, did not use the same approach as previous ViVA work, but it
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shares the name because it falls under the project goal of adding vector-style capabilities to

commodity microprocessors.

2.7 Cray T3E E-registers

The Cray T3E used the idea of extra storage space to help tolerate memory latency. The

T3E is a large multiprocessor built with Alpha 21164 processors and additional custom

logic. Each node contains a single processor, local memory, a router to connect to the net-

work, and a control chip. The control chip contains a set of registers called “E-registers”,

which are 640 (512 user, 128 system) 64-bit registers that are used for a number of mes-

saging, memory access, and synchronization purposes [Sco96].

One of the largest benefits of the E-registers is that they provide more temporary storage

to allow for greater concurrency in access to memory. The greater amount of storage allows

a greater number of memory requests to be in flight at the same time, which allows a greater

total bandwidth to be delivered. E-registers can also be used for strided block access.

The E-registers serve a number of other purposes, including address space expansion

(addresses from the processor are combined with segment addresses stored in E-registers

to form a larger global address), atomic memory operations (natively supporting fetch &

inc, fetch & add, compare & swap, and masked swap), fast interprocessor communication,

and interprocessor synchronization.

The E-registers are a useful addition to the Cray T3E, but they are limited in the mem-

ory access usefulness. Block transfers are limited to 8 words, in a strided pattern; longer

transfers, or indexed accesses, are not supported.

2.8 Other Vector Machines

Vector computers have a rich history. Many different variations on the basic design have

been implemented and tested. The basic architectural ideas have survived for decades, even
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as the motivation for using those ideas has evolved in response to changing technology and

application demands.

In their early history, vector machines generally were developed with the purpose of

producing the fastest computers available. In practice, this meant that they had to provide

a simple way to access large amounts of bandwidth, and organize a large number of func-

tional units to operate on that bandwidth. Vectors provided a useable framework that could

be scaled up in performance.

Eventually, vector computers transitioned to machines that were able to deliver a high

percentage of their peak performance. Other architectures and networks of computers —

particularly networks made up of microprocessors whose development costs were subsi-

dized by a large market outside of high-performance computing — were able to provide

higher theoretical peak performance, but vector computers were able to provide greater

delivered performance in a more manageable system.

Finally, the meaning of vector computers has changed over time. In recent years, the

vector processing name has been given to simple SIMD microprocessor ISA extensions.

Currently, graphics processing units (GPUs) and even multicore processors are starting to

re-examine vector architectures, as a way to capture data parallelism effectively, organize

large amounts of processing to take advantage of large bandwidth, and keep architectures

simple and low-power.

2.9 Vectors and Multithreading

There have been a few different processors that attempt to combine vector processing and

thread processing. The Espasa-Valero architecture [EV97] is a relatively straightforward

combination of a vector processor and multithreading. They analyze performance for 2–4

hardware contexts, and switch contexts on a blocking operation. They report good perfor-

mance benefits from adding multithreading to a vector processor.
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The Vector-Thread (VT) [KBH+04] paper from MIT analyzes SCALE, one particular

implementation of a VT architecture. VT is more flexible than the model presented in the

Espasa-Valero paper: individual virtual processors (the hardware contexts) can execute in

a free-running mode, where they operate as a traditional multithreaded architecture, or they

can operate together in a more organized manner.

To facilitate coordinated operation between separate virtual processors, VT includes a

control processor that communicates to all of the virtual processors. The control processors

issues two sorts of commands to the virtual processors: thread-fetch and vector-fetch. Both

commands instruct the processor to fetch and execute a block of instructions; for thread-

fetch commands, different virtual processors operate independently, and for vector-fetch

commands, the processors act as virtual processors in a single vector processor.

VT is supposed to flexibly give the benefits of both multithreading and vector pro-

cessing: the processor can act as a regular multiprocessor, or if programs make use of

vector-fetch operations, the system gets the benefit of vector operations. Better yet, it is

able to mix both types of computation together.

The combination of multithreading and vector computation seems promising. It will

be interesting to see if designers are able to deliver on their claims of getting the benefits

of both systems, while not losing ground due to overhead in dealing with trying to harness

two different types of parallelism.

2.10 Summary

Vectors have been applied in many different circumstances. This chapter described some

of the features and projects that most directly influenced the direction of my research.

The common thread running among these projects is that they all take the basic idea of

vectors and explore different ways to build on its strengths: using data-level parallelism,

cheaply and effectively. The Cray X1 combines vectors with caches and virtual memory;
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VIRAM1 uses vectors to take advantage of high on-chip bandwidth available from embed-

ded DRAM; other machines examined here include vector features delivered by memory

controllers, windowed register files, and multithreaded computers.

In the next chapter, I present the ideas behind my research, which looks at different

simple, low-cost ways to add vectors to existing microprocessors.

44



Chapter 3

Extending Scalar ISAs to Support

Vectors

Most vector computers are really two computers in one: a regular scalar computer, and a

separate vector computer. Each component has its own register file, functional units, and

control; additionally, much of the memory hierarchy is duplicated. The separate approach

results in high synchronization and data communication costs. More importantly, the idea

of vector computers as a separate unit added on to the main scalar computer imposes a

barrier — real and psychological — to embracing vector operations in modern micropro-

cessors. Designers think that the only option is to spend a significant amount of time and

energy designing a large vector add-on, which will be difficult for software to use. In re-

ality, vector operations can be added to designs for relatively little cost, and software can

take advantage of vectors easily — sometimes, without recompiling.

In this chapter, I describe an array of options for integrating vectors and vector-style op-

erations into modern microprocessors. I describe evolutionary methods that allow restricted

SIMD extensions to be used as full vector ISAs, as well as low-cost methods for achieving

most of the performance of a full vector implementation, with much lower complexity and

cost.

In Section 3.1, I address the question of why it is important to look specifically at
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integrated solutions: why the traditional approach has some important drawbacks, and what

an integrated solution can bring to the table.

One of the central ideas I present in this dissertation is that vector operations do not

have to be an all-or-nothing proposition: there is a vast array of options that can give some

of the benefits of a full vector implementation at a lower cost. The rest of this chapter

considers a few interesting points on the spectrum, and examines them in detail.

The first implementation I talk about, in Section 3.2, is ViVA: Virtual Vector Archi-

tecture. ViVA uses vector-style memory operations, but does not include any vector arith-

metic processing: the result is that with only very minor hardware changes, a processor can

achieve significant benefits on memory operations.

In the last section, 3.3, I describe an approach to extending existing microprocessors

and traditional scalar ISAs to include full vector processing. My approach allows for the

possibility of incremental change, and even allows existing SIMD programs to take advan-

tage of vector instructions without recompiling.

3.1 Examining Integrated Solutions

The traditional approach to vector processors, described below, has been around for many

years — why should we consider different approaches now? This section describes the rea-

sons that it makes sense to look at different ways to combine scalar and vector processing.

3.1.1 Traditional Vector Design Drawbacks

The traditional approach to vector processor design is to include a scalar core that can stand

on its own, and a completely separate vector coprocessor that is loosely connected to the

scalar unit.

The scalar core in traditional vector computers is required because vector coprocessors

only execute data-processing commands: data loads and stores, and arithmetic and logical
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operations. All other operations, including control comparisons, loops, branches, and I/O,

are executed on the scalar processor. A good mental model for traditional vector computers

is that the scalar core executes the program; when it encounters a vector instruction, it does

no processing on it beyond delivering it to the vector coprocessor. The instruction is then

decoded and executed there.

The vector coprocessor has most of the parts of a full vector standalone core — the abil-

ity to decode, issue, and execute instructions — but cannot be considered a full standalone

processor, because it effectively implements a partial ISA, that does not contain operations

that are critical for a full core.

There are a number of drawbacks to the traditional approach of having a separate scalar

core and a vector coprocessor. The first is that the computer really contains two separate

computers: one that initially processes programs and executes control statements, and one

designed for fast arithmetic processing. By separating the cores, the computer has to deal

with all of the difficult issues of multiprocessing — even for a single vector computer.

Latency between the scalar core and vector coprocessor is usually quite large, and synchro-

nization between the two components is difficult.

The extra latency between the cores is important: often, the extra processing time means

that some otherwise-convenient programming patterns just do not make sense. For exam-

ple, scalar cores are often good at processing irregular data patterns — shuffles, transposes,

highly control-dominated sequences — and vector cores are usually efficient for process-

ing regular data patterns. Very rarely does a program only contain one pattern or the other:

control-dominated programs often contain sequences of pure data processing, and data-

heavy programs often need to do irregular processing around boundary edges and inter-

faces. If there is a way for the two cores to communicate to each other quickly, both cores

can process data; if the data communication between the cores takes many cycles, the pro-

grammer may be forced to use one core to execute both parts, in a slower, more complex

fashion.
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Synchronization is similar. The basic issue is the same, since synchronization is simply

communication of control, rather than data. Synchronization is especially important if

the cores are able to communicate data quickly; in that case, they will need to be able

to synchronize more often. If the programming model does not include the capability

for fast communication between the scalar and vector units, then synchronization is not

as important — but it is still needed. Often, there are times when data will have to be

touched by both units, even if that is a relatively slow operation. For example, program

initialization typically requires the scalar core to read in data from disk, or set up data

structures; if that data is touched by the vector unit, there will most likely need to be some

sort of barrier. If the scalar and vector core are designed as two separate computers, barriers

and synchronization will introduce more latency into program execution.

There are also a number of drawbacks in terms of design. The scalar core and vector

core are both able to perform many of the same sorts of operations: fetching instructions,

decoding, issuing to datapaths, and so on. By treating the two units as separate cores,

there is less of a chance to share overhead costs, both in terms of chip design (including

verification) as well as chip area.

3.1.2 Benefits of an Integrated Solution

Integrated solutions avoid many of the problems associated with proposing a solution that

is radically different from existing approaches. The benefits go beyond simply avoiding

problems, however: an integrated approach to combining scalar and vector execution has a

number of innate advantages.

One important benefit to an integrated solution is that a combined approach is inherently

more flexible than a separate coprocessor approach. Often, applications work in the general

model of loading data into registers, operating on that data, and then writing those values

back. If the act of loading data implicitly sequesters it to one core or the other, without an

efficient way to operate on that data in the other core, the resources for processing that data
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are limited to what is available in only a single core.

The problem with having two separate cores and no quick, efficient synchronization

mechanism is greater than individual data element processing being limited to one of those

cores. More importantly, the data block as a whole is effectively limited to a single core.

Flexibility for larger data blocks is a large plus: often, even though the majority of an

application will be spent on either data-intensive or control-intensive work, there will still

be a significant amount of the other sort of processing. With fast synchronization, it is easy

for a vector core and scalar core to both be applied to the problem.

3.2 ViVA

The first integrated solution to combining scalar and vector processing is ViVA, the Virtual

Vector Architecture [GOS+08]. ViVA is an attempt to provide a low-cost extension to

standard scalar microprocessors that gives them many benefits of vector memory accesses.

A key idea is that ViVA is designed to be a low-cost, low-effort way to add support

for vector memory operations. In the next section, I will take a look at a more complete

solution; in some cases, the simpler approach I describe here might be more appropriate.

This section describes the hardware associated with ViVA. Chapter 4 describes the ap-

plications that I use to evaluate ViVA, and Chapter 6 talks about the results and performance

implications.

3.2.1 Introduction to ViVA

ViVA adds a software-controlled memory buffer to traditional microprocessors. The new

buffer logically sits between the L2 cache and the microprocessor core, in parallel with the

L1 cache, as shown in Figure 3.1.

ViVA adds a small number of new instructions that perform block memory transfers.

The transfers move data between DRAM and the ViVA buffer; scalar operations move
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Figure 3.1: Simplified memory hierarchy, showing the relative position of the ViVA buffer

and caches.

individual elements between the new buffer and scalar registers in the core, where regular

scalar instructions can operate on them.

3.2.2 ViVA Architecture and Implementation

Adding ViVA to a microprocessor involves a few changes to the ISA, as well as adding

some additional hardware to the system.

Programming model

Vector computers are designed to operate on large blocks of data collected from memory.

ViVA implements vector-style memory operations, and so the program model is largely the

same. Block transfers are performed between DRAM and the ViVA buffer using instruc-

tions that have regular vector semantics: unit-stride, strided, and indexed (scatter-gather)

transfers are all supported.

One important difference between the regular vector programming model and the ViVA

programming model is that ViVA does not support any vector arithmetic operations. Since
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ViVA only adds vector-style memory operations, all arithmetic and logical operations have

to be performed in the regular scalar registers. Thus, data is transferred to the ViVA buffer

using vector-style loads; individual elements are transferred to the scalar core, operated

on, and transferred back to the ViVA buffer; finally, vector-style stores return values to

memory. Figure 3.2 shows the basic programming model. Real code would typically add

in a number of optimizations, such as double buffering.

do_vector_loads;
for(all_vector_elements) {

transfer_element_to_scalar_reg;
operate_on_element;
transfer_element_to_buffer;

}
do_vector_stores;

Figure 3.2: Pseudocode showing simplified ViVA programming model.

A large advantage of ViVA is that the hardware is simpler than on a typical full vector

machine, but it can use the same compiler technology. ViVA memory operations respect the

same semantics as regular vector memory operations, and the basic vectorizing techniques

can be the same. One difference is required: since ViVA does not have vector arithmetic

or logical operations, any of those operations that would be produced in the vector code

have to be replaced with a scalar loop that iterates over the elements of the vector, as in the

pseudocode in Figure 3.2. Since vector compilers are a mature technology, real applications

could benefit from ViVA almost immediately.

One downside of ViVA is that it does not offer the benefits of reduced instruction band-

width, or the ability to use multiple lanes, that is available from a full vector architecture as

described in Chapter 1.

ViVA’s scalar execution model — the extra loop that replaces vector arithmetic instruc-

tions — is simple for vector compilers to adapt to, and it can actually provide benefits for

some applications. The first advantage is that ViVA does not need long execution vectors

to get good performance. Since ViVA does not execute arithmetic or logical operations on
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vectors, obviously their length does not matter. While ViVA does get better performance

with longer memory vectors, there are still a number of applications that have regular mem-

ory access streams — amenable to encoding in long vectors — and irregular execution vec-

tors, which can only take advantage of short vectors. In other cases, one memory access

— say, loads — will have a regular access pattern, and another — stores — will not. ViVA

is able to perform the long-stream accesses using vector loads, and perform the irregular

accesses using scalar stores. The sparse matrix-vector application, described in Chapter 4,

takes advantage of this optimization to get a large performance boost.

Often, vector machines are very slow at moving data between vector and scalar registers

— sometimes, the only way to move data between the different register files is through

memory. The limitation can make sense if good performance depends on executing long

vectors in the vector coprocessor, but it limits the flexibility of the system. Since ViVA is

designed to move data between the ViVA buffer and the scalar register files, the transfers

are quick. Sometimes, the ability to move data quickly allows the system to use different

algorithms: a program that needs to shuffle data in an odd pattern can move elements from

any location in the ViVA buffer to a scalar register, and back to a possibly different register.

Any application that can use that ability to perform arbitrary shuffles quickly, without going

back to memory, will derive a large benefit from ViVA.

Hardware details

The main hardware changes required for ViVA can be broken into three categories, each of

which is described in detail below. The first is a software-controlled buffer, logically in the

memory hierarchy between the core and L2 cache, which supports vector-style transfers to

and from memory, and scalar transfers to and from scalar registers. The second change is

the addition of a few new instructions to the ISA to take advantage of the buffer. Finally, a

small number of control registers are added to help manage the ViVA buffer.
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ViVA buffer

The first major new component of ViVA is the added buffer. The ViVA buffer shares

characteristics of a vector register file, and a scratchpad memory.

The ViVA buffer acts as a set of vector registers, but it has no associated datapaths.

Because it operates as a vector register file, it exhibits many of the same characteristics.

For example, the ISA does not fix the length of the vectors stored in the ViVA buffer —

there is a maximum length, but applications are free to set a shorter length that will be

used for vector instructions. In my experiments, I study lengths from 16 64-bit words

through 256 words. Most experiments use 64 words, which is typical of many real vector

computers. With a length of 64 words, the ViVA buffer holds a total of 16 KB of data

— about the same size as an L1 data cache. Thus, the total chip area consumed by the

ViVA buffer is relatively small. Section 3.2.4 explores the costs of ViVA in more details,

including the chip area it consumes.

The ViVA buffer is logically situated between the core and the L2 data cache. No extra

ports are needed to communicate with the L2 cache; instead, the ViVA buffer communicates

with an L2 arbitration unit, as shown in Figure 3.3. The arbitration unit has input queues for

L1 data and instruction caches, as well as the ViVA buffer. It may also have separate queues

for demand and prefetch requests from caches. The arbitration unit prioritizes requests from

the different sources and sends them to the appropriate port on the L2 cache.

Figure 3.4 shows typical data flow for both scalar and ViVA memory operations. In the

diagram, the wider arrows represent data and control flow, and the thin arrows represent

only control flow (for example, sending a request for a particular word from memory). The

load diagram, part (a), is very similar for both the scalar and ViVA case: in both cases,

the request has to go all the way to main memory (steps 1 – 3 for scalar, 1 – 2 for ViVA)

before the data can be returned (steps 4 – 6 for scalar, 3 – 4 for ViVA). In ViVA’s case, the

actual transfer of data to scalar registers (step 5), where is can be used, is performed using

individual scalar transfer instructions.
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Figure 3.3: Simplified arbitration unit, prioritizing requests from L1 caches and ViVA

buffer to send to the two L2 ports. Queues shown for incoming and outgoing requests.

The store diagram, part (b), shows one advantage that ViVA has over scalar requests:

the ViVA operation can avoid a fill operation. The diagram depicts a write-allocate L1

cache. In that sort of cache, when a value is written that is smaller than a full cache line,

the remaining parts of the cache line have to be filled in with valid data. That valid data

is requested from memory in a fill operation. In the diagram, scalar data is first written in

step 1; then a fill is performed, first requesting the cache line from memory (steps 2 – 3)

and then returning it (steps 4 – 5). Eventually, the cache line is evicted, and memory must

be updated (steps 6 – 7).

It is possible for the fill to be avoided if the full cache line is written at once. In ViVA,

full cache line writes are common: elements are typically collected in a ViVA register,
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which is then written to the cache. Since ViVA is designed around vector operations, pro-

grams can often make use of that data layout. In the ViVA case, if a full cache line’s worth

of data is first written to the ViVA buffer (step 1), then the write to memory (steps 2 – 3)

does not need to perform a fill.

Scalar operations can theoretically avoid a fill operation in some cases, but in practice

they typically need to perform it. Since a single instruction only stores a single word, a

single instruction can never write a full cache line of data. Store buffers may be able to

merge writes: if a buffer merges an entire cache line’s worth of writes, it can avoid a fill

operation. Often, though, the number of writes that can be merged together is limited (to

simplify store queues), preventing the possibility for a full cache-line write. A cache line

written from a lower level of cache may be the same size as a cache line in a higher level

of cache, meaning that no fill will be required for the higher level of cache. But, a fill may

already have been performed for the lower level of cache, meaning that the only thing saved

is a second fill for the same data. Additionally, the only time a cache line from a lower level

of cache will have to be written to the higher level of cache are in cases where the higher

level of cache is not inclusive of the lower level of cache (a useful feature, so that the higher

level of cache can perform all of the inter-core coherency operations). Even in that case,

writes from the lower level of cache to the higher level of cache might be relatively rare if

the lower level of cache is not write-allocate.

The ViVA buffer acts a register file. Locations in the ViVA buffer are named and ac-

cessed as in a regular register file. As a result, no automatic coherence mechanisms are

needed for the ViVA buffer. A value that has been loaded in the ViVA buffer will not auto-

matically be updated or evicted by other memory operations, just as a value loaded into a

scalar register file will not be updated by other loads or stores. As soon as values are stored

from the ViVA buffer into the L2 cache, regular coherence mechanisms apply. No con-

sistency orderings are guaranteed between ViVA and scalar memory operations: memory

fences are required to enforce a particular order.
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Figure 3.4: Comparison of scalar and ViVA data flow for (a) loads and (b) stores. Thick

lines show data transfer, thin lines show control flow. Detailed description of individual

steps is given in the text.

In practice, the lack of automatic coherence is not a problem. Vector compilers can

manage coherence in ViVA the same way they do with traditional vector computers. Gen-

erally, programs do not frequently access the same locations in memory with both scalar

and vector operations, so coherence is not an issue. In cases where different types of oper-

ations are mixed, memory fences still might not be needed: as long as no single memory

location is written by one type of operation (say, a scalar store) and then read with the other

type (say, a vector load), a memory fence is not needed.

By avoiding automatic coherence and giving no consistency ordering guarantees, ViVA

memory access processing can be simpler (and more power-efficient) than scalar memory

accesses. The hardware offers a tradeoff: the stricter consistency model is available for

scalar accesses, which may simplify some programs, but it comes with the cost of extra

energy per access.

Generally, in-order instruction processing is an excellent match for vectors because the

simpler design of in-order processors can save significant energy, and vectors give latency
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tolerance that out-of-order execution would provide. It might seem that either vectors or

out-of-order execution could provide the necessary tolerance of latency, and that using both

techniques would provide no additional gains. In fact, each method provides benefits that

the other cannot. Out-of-order machines are limited by the size of their instruction win-

dows, which have to be constrained to keep design complexity and power consumption to

reasonable amounts. Vectors machines allow for a large amount of concurrency, but certain

instruction sequences can reduce performance to levels below the processor’s potential.

My simulations, presented in this thesis, and the work of others [EVS97], show that the

increased latency tolerance and concurrency of vectors gives additional improvement to an

out-of-order processor. The benefits of using both methods are greater than the benefits of

using either by itself.

Out-of-order processing in the ViVA buffer is similar to out-of-order processing in

scalar registers, with a few small differences. As in the scalar registers, there is a larger

set of physical registers than named registers. The system keeps track of the committed

state, and the current status of operations in flight; as a new register is needed, control logic

temporarily maps an unused register to the address of the needed register. On an exception,

the processor performs the necessary actions, then recovers the previously committed state

and begins re-processing from that point.

One important difference between the out-of-order handling for ViVA and scalar reg-

isters is that a single ViVA instruction refers to many operations, and a single register cor-

responds to many elements. That means that any per-instruction or per-register processing

cost is amortized over the full vector length. Actions such as inter-instruction dependency

checking can be performed once, and applied to many operations: that means that for a

certain amount of work (and associated overhead state), a greater number of operations can

execute out of order, and more concurrency is obtained. Put another way, the power and

instruction state costs of concurrently processing a given number of vector operations are

less than the costs of concurrently processing the same number of scalar operations.
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The ViVA buffer needs to be able to provide access to multiple elements every cycle.

Most vector loads will need to be able to write one register file element to the buffer for

each element in the vector (as a load transfers elements from memory to the ViVA buffer),

and vector stores will need to read at the same rate. Indexed accesses need an additional

register file read per element, to access the offset value. Scalar transfers need to access the

ViVA buffer as well. On one hand, concurrency gives us good performance; on the other

hand, it also increases demands on the hardware.

Fortunately, there are some ways that the ViVA buffer can be simplified. In addition to

traditional multi-ported register file simplification techniques such as time division, repli-

cation, and banking, [RTDA97, BDA01] ViVA is able to take advantage of the fact that

accesses generally proceed in regular patterns. Instead of using a port that is the same size

as data elements, the ViVA buffer can have wider ports that are used to access multiple

elements less frequently. [Asa87]

For example, consider a case where the port is four elements wide. If a functional unit

tries to read element 0, the port actually grabs elements 0 through 3, and puts them in a

small, fast buffer, returning element 0 to the requesting unit. If the functional unit next

reads element 1, its value is returned from the small buffer, bypassing the need to access

the full register file.

Wider ports can introduce additional latency in the case of conflicts. In that case, the

additional latency is typically only a few cycles: some of the initial requests will access the

register file on the first cycle, and grab multiple elements; on the next cycle, the remaining

requests will proceed. After that, for the full lengths of the vectors, requests will proceed

without any extra delay. A worse case is when accesses to the register file are not regular,

some or all of the extra values read into the small buffer are not used, and conflicts are more

frequent.
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New instructions

The second major change required to support ViVA is the addition of a small set of new

instructions added to the processor’s ISA. The first class of new instructions includes the

vector instructions that transfer blocks of data between DRAM and the scalar buffer; the

second class includes the transfers between the buffer and scalar registers; the final class is

control operations.

Table 3.1 shows the vector transfers supported in ViVA. They include stores and loads,

in a unit-stride, strided, or indexed pattern. The instruction mnemonic also includes the

size of elements transferred. No difference is required for floating-point and scalar values:

the ViVA buffer handles both types the same way, so no differentiation is required.

Vector instruction operands include a single vector register, and two general-purpose

registers, which serve as a base and offset. The exception to this pattern is the indexed

instruction, which includes a single general-purpose register to serve as the base address, a

vector register that is the source or destination of the data, and another vector register that

provides per-element offsets from the base address.

Table 3.2 shows scalar transfer instructions. Scalar instructions include the direction

of the transfer and whether the transfer involves the floating-point or fixed-point (general-

purpose) registers. As with the vector operations, the size of individual elements is specified

within the instruction. Scalar instructions include the source and destination registers, as

well as an additional general-purpose register that contains the index of the element within

the vector register.

Table 3.2 shows the third and final class of new instructions, which contains only two

operations: one that stores a value from a general-purpose register to a ViVA control regis-

ter, and a complementary instruction that reads values from control registers.
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vivalub %v dest, %s base, %s offset ViVA Load Unit-stride Byte

vivaluh %v dest, %s base, %s offset ViVA Load Unit-stride Halfword

vivaluw %v dest, %s base, %s offset ViVA Load Unit-stride Word

vivalud %v dest, %s base, %s offset ViVA Load Unit-stride Doubleword

vivalsb %v dest, %s base, %s offset ViVA Load Strided Byte

vivalsh %v dest, %s base, %s offset ViVA Load Strided Halfword

vivalsw %v dest, %s base, %s offset ViVA Load Strided Word

vivalsd %v dest, %s base, %s offset ViVA Load Strided Doubleword

vivalib %v dest, %s base, %v offsets ViVA Load Indexed Byte

vivalih %v dest, %s base, %v offsets ViVA Load Indexed Halfword

vivaliw %v dest, %s base, %v offsets ViVA Load Indexed Word

vivalid %v dest, %s base, %v offsets ViVA Load Indexed Doubleword

vivasub %v src, %s base, %s offset ViVA Store Unit-stride Byte

vivasuh %v src, %s base, %s offset ViVA Store Unit-stride Halfword

vivasuw %v src, %s base, %s offset ViVA Store Unit-stride Word

vivasud %v src, %s base, %s offset ViVA Store Unit-stride Doubleword

vivassb %v src, %s base, %s offset ViVA Store Strided Byte

vivassh %v src, %s base, %s offset ViVA Store Strided Halfword

vivassw %v src, %s base, %s offset ViVA Store Strided Word

vivassd %v src, %s base, %s offset ViVA Store Strided Doubleword

vivasib %v src, %s base, %v offsets ViVA Store Index Byte

vivasih %v src, %s base, %v offsets ViVA Store Indexed Halfword

vivasiw %v src, %s base, %v offsets ViVA Store Indexed Word

vivasid %v src, %s base, %v offsets ViVA Store Indexed Doubleword

Table 3.1: ViVA vector operations and mnemonics.

mvsb %s dest, %v src, %s offset Move ViVA to Scalar Byte

mvsh %s dest, %v src, %s offset Move ViVA to Scalar Halfword

mvsw %s dest, %v src, %s offset Move ViVA to Scalar Word

mvsd %s dest, %v src, %s offset Move ViVA to Scalar Doubleword

msvb %v dest, %s offset, %s src Move Scalar to ViVA Byte

msvh %v dest, %s offset, %s src Move Scalar to ViVA Halfword

msvw %v dest, %s offset, %s src Move Scalar to ViVA Word

msvd %v dest, %s offset, %s src Move Scalar to ViVA Doubleword

mtvcr %s dest, %s src Move To ViVA Control Reg

mfvcr %s dest, %s src Move From ViVA Control Reg

Table 3.2: ViVA non-vector operations and mnemonics.

Control registers

ViVA has a small number of control registers, shown in Table 3.3: two that control lengths

of registers, and one for strides. The first length register is the maximum vector length
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(MVL) and the second is vector length (VL). Both operate as in traditional vector machines:

MVL is a hardwired read-only control register that contains the physical length of vector

registers on the current machine. VL is used by programs to specify a length (up to MVL)

to use for vector operations; instructions are only processed on elements up to that length.

By writing a smaller value to VL, a program can run instructions on vectors that are shorter

than physical vector registers. The last control register is the stride register, which allows

programs to specify their desired stride — the distance between consecutive elements for

strided memory operations.

Number Name Purpose

0 MVL Maximum Vector Length

1 VL Vector Length

2 VSTR Vector Stride

Table 3.3: ViVA control registers.

3.2.3 ViVA Programming

In a full system implementation, ViVA would be programmed much as vector computers

are programmed today: a vector compiler would vectorize the loops and structure the code

appropriately using strip mining and so forth. The ViVA compiler would require the addi-

tional straightforward step — beyond regular vector compilation — of adding a scalar loop

to replace traditional vector arithmetic instructions.

Since modifying or creating a vector compiler is outside the scope of my work, and to

maintain full control over generated and tested code, I use assembly language programming

to conduct my experiments. Individual functions are written in assembly, and then called

from the main C code.

Figure 3.5 shows example code to perform a unit-stride triad: z[j] = x[j] ×
factor + y[j]. The first part of the code executes two vector loads (using vivalud,

ViVA Load Unit-stride Double instructions); each of those instructions executes many op-

erations, transferring an entire vector’s worth of data into the ViVA buffers. The next part

61



of the code is the scalar loop; the loop iterates over a single vector length, transferring indi-

vidual elements to the scalar registers (using mvfd, Move Vector to Floating-point Double

instructions), then performing a multiply-add operation, and finally transferring elements

back. The last part of the code executes a vector store instruction, to transfer an entire vec-

tor’s worth of elements back to memory. Optimized assembly code could take advantage of

the entire ViVA buffer and schedule instructions more efficiently, but this segment of code

illustrates basic ViVA programming concepts.

begin vloop:
vivalud %v0, %r1, %r2 # get x[j] }

Vector loads
vivalud %v1, %r1, %r3 # get y[j]

xor %r30, %r30, %r30 # r30 = 0
xor %r31, %r31, %r31 # r31 = 0

begin sloop: ⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

Scalar loop

mvfd %f2, %v0, %r31 # move from vec reg
mvfd %f3, %v1, %r31 # move from vec reg
fmadd %f4, %f1, %f2, %f3 # perform calc
mfvd %v2, %r31, %f4 # move to vec reg
addi %r30, %r30, 8 # increment count
addi %r31, %r31, 1 # increment pointer
cmpl 0, 1, %r30, %r10 # are we done?
blt begin sloop

done sloop:
vivasud %v2, %r28, %r3 }Vector store

Figure 3.5: Hand written assembly code for triad microbenchmark z[j] = x[j] ×
factor + y[j].

Chapter 4 goes into more detail on ViVA programming, including specific techniques

used to obtain the most performance benefit.

3.2.4 Cost of ViVA

ViVA is an additional feature that can be added to existing microprocessors. It can supply

benefits, but it has additional costs, as well. Those costs can be split into three types:

complexity of both design and verification; chip area; and power consumption.
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Complexity

ViVA contains a relatively small amount of new hardware, and the basic components of

that hardware are similar to existing components. The buffer itself is similar to existing

register files, and interfaces to other components similarly to the way that caches do. There

are only a few new instructions needed, and those instructions are not extremely complex.

Because there are no automatic consistency ordering guarantees, the relationship between

existing scalar accesses and ViVA accesses is simple.

Because ViVA is an additional component, it does increase overall chip complexity.

The increase, however, is not large.

Area

ViVA adds new area to the chip, in the form of the ViVA buffer and interface queues. ViVA

also has some minor secondary effects on area, in the form of the few additional instructions

and control registers, but those effects are extremely small.

ViVA has not been implemented in real hardware, so true measurements of its area

cannot be made. In order to obtain an approximate value of the area required for ViVA, I

compare to existing structures implemented in real chips, and I obtain an estimate from a

specialized modeling tool, CACTI [TMJ07].

Table 3.5 lists the microprocessors used to estimate the size of the ViVA buffer. All

of the microprocessors were fabricated in 65 nm technology. While all three are flagship

microprocessors, they encompass a relatively wide variety of approaches: the number of

cores varies from two to eight, the clock rates vary from 1.4 GHz to greater than triple

that amount, some of the machines include simultaneous multithreading, and the machines

represent both in-order and out-of-order designs.

Table 3.6 shows the characteristics of the level one instruction and data caches of the

microprocessors listed in Table 3.5. Just as the microprocessors exhibit a wide variety of

features, so do the individual caches. The size of the caches varies from half of a square
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Processor Area Clock rate Cores Type

Niagara 2 342 mm2 1.4 GHz 8 8-way SMT, in order

Opteron 285 mm2 2.8 GHz 4 out of order

POWER6 341 mm2 4.7 GHz 2 2-way SMT, in order

Table 3.5: Microprocessors used for comparison for ViVA size. All processors fabricated

in a 65 nm process.

millimeter, to over four square millimeters. The reason for the variability can be seen in

the other characteristics: the caches have different amounts of set associativity, ports, and

other features.

Processor Cache State
Dimensions

(mm)

Area

(mm2)

Set

Assoc.

Line

Size
Banks Ports

Niagara 2
Instr 16 KB 1.15x0.56 0.64 8 32B 1 1 rw

Data 8 KB 0.95x0.52 0.50 4 16B 1 1 rw

Opteron
Instr 64 KB 2.96x1.09 3.21 2 16B 1 1r, 1w

Data 64 KB 2.96x1.47 4.35 2 64B 8 2 rw

POWER6
Instr 64 KB 1.26x1.27 1.60 4 32B 4 1 rw

Data 64 KB 1.29x2.01 2.59 8 32B 4 1r, 1rw

Table 3.6: Characteristics of L1 caches from recent microprocessors, used to estimate ViVA

size. Data from [Nia07, Kon04, Gro06, Phi07, DSC+07, dV03, LSF+07, PC07]; sizes and

some features estimated from die microphotographs or inferred from sources.

None of the caches can provide an exact match for ViVA, but there are some useful

comparisons we can make. First of all, notice that all of the caches are relatively small:

even the largest is barely over 1.5% of the total area of its chip. We can get a better idea of

where ViVA’s buffer would fall along the range by looking at the characteristics its buffer

would have. Image that we want to support, simultaneously, two operations between the

ViVA buffer and DRAM (say, two loads, or a load and a store), as well as two arithmetic

operations, each of which requires two sources and a destination. That sum total is eight

accesses to the ViVA buffer per cycle. A default implementation might have two wide ports,

each of which can read or write four elements per access, as described in Section 1.5.2.

Since the ViVA buffer has software-controlled storage, it effectively has a set associativity

of one. The total storage of the ViVA buffer depends on the implementation; a typical
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implementation might have 32 registers, each of which can store sixty-four 64-bit words,

for a total of 16 KB of storage. Most of those characteristics place the ViVA buffer on the

small side of the comparison caches; even allowing for more area for longer registers or

more ports, the total area should not be much larger than a few square millimeters in a 65

nm process.

CACTI seems to verify that conclusion. Table 3.7 shows the parameters used to esti-

mate the ViVA buffer characteristics, and Table 3.8 shows the results. The area estimated

is less than a square millimeter.

Parameter Value

Cache Size (bytes) 16384

Line Size (bytes) 32

Associativity 1

Nr. of Banks 1

Technology SRAM

Technology Node (nm) 65

Read/Write Ports 2

Read Ports 0

Write Ports 0

Single Ended Read Ports 0

Nr. of Bits Read Out 256

Change Tag No

Nr. of Bits per Tag 0

Type of Cache Normal

Temperature (K) 400

SRAM cell and wordline transistor type ITRS-HP

Peripheral and global circuitry transistor type ITRS-HP

Interconnect projection type Aggressive

Type of wire outside mat Semi-global

Table 3.7: Parameters used to estimate ViVA buffer characteristics in CACTI.

Parameter Value

Total area (mm2) 0.725

Access time (ns) 0.771

Random cycle time (ns) 0.442

Total read dynamic energy per read port (nJ) 0.0496

Total read dynamic power per read port at max freq (W) 0.112

Total standby leakage power per bank (W) 0.0597

Table 3.8: CACTI results.

65



3.2.5 Access Time

Unlike chip area, access time is not a cost that is paid when ViVA is added to a system;

rather, it is a cost associated with every access. As with area, the best measurement would

be derived from the process of actually designing a chip that used ViVA. Fortunately, the

same methodology that provides an estimate of area can also give us an idea of the time

needed to access the ViVA buffer.

CACTI includes an estimate of total access time, as well as random cycle time. Ta-

ble 3.8 shows the estimated values. The total access time corresponds to the time it takes

one access to complete, from the time it reaches the interface of the buffer until the value

is returned. Random cycle time corresponds to the minimum cycle time for accesses to the

buffer; the corresponding clock rate is over 2.2 GHz, with each access taking two clock

cycles.

3.2.6 Power

ViVA also has a cost in terms of additional power consumed. Again, since ViVA has

not been implemented in a real chip, power consumption cannot be measured. I look at

estimates provided by CACTI.

One important difference from the area cost is that the true power cost depends upon

how ViVA is used. ViVA’s area is fixed, regardless of how much it is used (or not). On

the other hand, ViVA’s power consumption will increase if it is used more — but, the

power consumption of the scalar memory path will decrease, as ViVA accesses are used to

replace scalar memory accesses. Therefore, the power consumption is much more difficult

to analyze.

There are two basic ways that ViVA accesses can save power over scalar accesses: first,

because ViVA instructions are vector instructions and use vector processing, and second,

because ViVA memory accesses replace scalar memory accesses. Vector processing can

save power over scalar processing in general because of the reduced number of instructions
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fetched, decoded, and issued. Additionally, the actual processing of individual elements is

simpler: things like dependency checks, setting up operands sources and destinations, and

so on, can be executed once for many elements, instead of once for every element.

ViVA gives an additional benefit over scalar execution: the ViVA memory model is

simpler than the scalar model, and so the hardware can be simpler and lower-power, as

well. The scalar unit maintains the appearance of sequential ordering of memory instruc-

tions, even as it executes them out of order. The hardware required to support the ordering

includes reorder queues and checks for each level of the memory hierarchy. In comparison,

ViVA can process memory elements while performing many fewer checks.

Besides having a simpler coherency model, ViVA can save power by allowing the pro-

grammer to use a software-controlled scratchpad, instead of a system-controlled cache with

prefetch. First of all, a scratchpad can avoid cache hardware overhead, such as tags and the

checks that are performed with them. More importantly, though, a software-controlled

scratchpad allows the programmer to completely control its contents, which means that

the program can ensure that elements that will be used in the future remain in closer stor-

age, allowing the system to avoid a later power-hungry fetch from the next cache level (or,

perhaps, from DRAM). One example of this that will be explored in more detail later is

unnecessary cache prefetch accesses: a hardware cache prefetcher attempts to load values

before they are requested, but sometimes those values are not used. Hardware prefetchers

deliver better performance if they fetch large amounts of data as soon as they think they

recognize a stream; unfortunately, that is precisely the behavior that maximizes useless

prefetches. Useless prefetches waste power in their own right, and they evict other data

that might actually be used, leading to even greater power waste.

Finally, the addition of ViVA could possibly save power by allowing an implementation

to achieve a certain level of performance, while using a slower clock or simpler scalar

design. Obviously, the exact amount of power saved in those cases depends on the specific

design chosen; the power saved cannot be estimated without knowing the specific design
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used.

We can get an idea of one aspect of ViVA’s impact on overall power by looking at an

estimate of its power consumption — ignoring the potential savings that we might also get.

Once again, CACTI provides us with an estimate, shown in Table 3.8. For two ports, the

reported value is equal to a maximum of less than a quarter watt.

3.2.7 Summary of ViVA Advantages

ViVA provides a number of advantages over a system that uses only traditional scalar pro-

cessing. One of the most important is that ViVA provides many of the advantages of using

vectors: memory instructions are compact, expressive, scalable, tolerant of latency, and

easily programmable. ViVA is even easier to program than traditional vector computers,

since vector-scalar transfers do not incur a large penalty. Vectors are a well-established

technique, having mature compilers in widespread use. ViVA is slightly different from full

vector implementations, but in practice the differences are not difficult to handle. Only

the memory operations in ViVA are vector operations, as opposed to a full vector system

that would include arithmetic and logical vector operations, but memory operations are of-

ten the most critical feature in processors, consuming large amount of power and limiting

performance.

ViVA is simple to implement. The required hardware is simple, and most of the changes

are located outside of the processor’s core. ViVA needs only a small amount of ISA

changes.

The ViVA programming model allows for mixed vector and scalar accesses, which

simplifies the programming for many applications. In some cases, fences are needed to

guarantee proper ordering, but often they are not.

While ViVA does not mean that the more expensive scalar hardware can be removed

from a system, it does allow a program to make better use of it. ViVA works best with reg-

ular accesses that have a known or predictable access pattern. By using vector instructions
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to perform those transfers, the scalar hardware is left free to perform irregular accesses.

Prefetch analysis, coherency analysis, and other associated power-hungry hardware such

as reorder queues can still be used when there is no simpler alternative that will work well,

but ViVA provides a cheaper alternative for a large number of operations.

3.2.8 Summary of ViVA Disadvantages

As with most engineering solutions, ViVA is not a perfect answer — it has some costs and

tradeoffs that must be considered. One obvious disadvantage as compared to full vector

computers is that ViVA only provides vector memory operations — arithmetic and logical

operations must be performed in a scalar fashion. Not only is there no vector advantage,

there is the additional cost of a transfer from the ViVA buffer to scalar registers, and back,

that must be performed before non-memory operations are executed on data. This means

that, as opposed to the reduction in instruction count that is typically observed with vector

programs, ViVA applications will typically execute more instructions than a scalar imple-

mentation. (There will be a large reduction in long, expensive memory instructions; they

are made up for by scalar transfer operations, which are shorter and simpler.)

There is actually a case where ViVA can help arithmetic performance: since ViVA can

improve achieved memory bandwidth, a memory-bound application can make better use of

its arithmetic units if it can use ViVA to improve memory performance.

The ViVA buffer comes with costs of its own. It is additional hardware, which has

design, verification, area, and power costs. Fortunately, the buffer is relatively simple, and

located outside of the processor core, so the costs are not large.

3.3 Extending SIMD to Full Vectors

ViVA improves performance by vectorizing memory operations, but is not a full vector im-

plementation. This section explores full vector microprocessors; in particular, it describes
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the justification and process of moving from an existing scalar-only microprocessor ISA to

a full vector computer.

3.3.1 Why Extend Existing ISAs?

Microprocessor development is undergoing reconsideration. The diminishing benefits of

increasing instruction-level processing, combined with the limits of power dissipation, in-

creasing relative memory access latency, and decreasing benefits of new semiconductor

technology generations, described in Chapter 1, are causing designers to embrace new de-

signs that can continue to deliver better performance. Vector processing is a natural solution

for allowing processors to take advantage of data-level parallelism in a scalable, efficient

manner.

On the other hand, there are some good reasons to take advantage of existing ISAs.

Established systems have large support bases of applications, compilers, and users. Besides

the obvious business interests of maintaining an existing ISA, adding on to existing systems

means that the software development work that has been put into the system is not lost.

Adding vectors to an out-of-order microprocessor can give benefits, as well. Vectors

work well with data-level parallelism, but cannot use other forms of parallelism such as

thread- or instruction-level parallelism. Other techniques can capture more parallelism

from applications, but require more power and are not efficient when used as the only par-

allelism technique. Combining existing microprocessor designs with vectors will allow

the resulting processor to use vectors to efficiently take advantage of available data-level

parallelism, and use multithreading or out-of-order processing to capture some of the re-

maining parallelism, with less total power consumption. Previous work has shown that

vectors works well with both out-of-order [EVS97, VEV98, QCEV99, EAE+02] and mul-

tithreading [EV97, Chi91, Jes01, KBH+04] technologies.

By building upon an existing microarchitecture, designers can avoid a problem that

has plagued some vector computers: poor overall performance due to scalar limitations.
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Amdahl’s Law [Amd67] says that performance improvement is limited by the fraction be-

ing improved; even if vector instructions make up the majority of a program, poor scalar

performance will limit the overall speed. A microarchitecture that achieves good scalar

performance will reduce the limiting effect.

The techniques that are used to extending existing ISAs can also be used to help design

ISAs that are more amenable to extension in the future. By looking at the issues that cause

difficulty or inefficiency for existing ISAs, a designer can avoid or reduce including those

features. Often, designing with future extension in mind does not even involve any real

negatives (or, perhaps, only very small costs), but can save lots of difficulties later.

Finally, existing ISAs are here to stay. The 80x86 ISA, first introduced in 1978 as a

16-bit microprocessor ISA, has seen many modifications, and continues to remain popular.

It was extended to 32- and 64-bits, and has been modified to include support for things

such as SIMD [PW96, RPK00] and virtualization [AA06]. PowerPC, another long-lasting

microprocessor ISA, has been around since 1990 and also experienced many modifications.

Figure 3.6 shows the number of instructions in x86 and PowerPC chips. Although the mi-

croprocessors have remained backwards compatible — able to execute programs written on

the very first implementations — they have added an average of more than one instruction

every month since they were first introduced. If ISAs are going to stick around for 30 year

or more, it is worthwhile to consider how to continue to improve them.

3.3.2 Adding Vectors

There are a number of ways that vector instructions can be added to existing processors.

One method is to add instructions to available space in the existing ISA, using either unallo-

cated space (for example, as was done with the IBM System/370 vector extension [Buc86]

and Vax vector facility [BB90]) or pre-defined extension space (as how the VIRAM1 ISA

was treated as a MIPS coprocessor extension [Koz99]). My approach is slightly different:

it re-uses existing instructions in a way that lets them operate as vector instructions, but
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Figure 3.6: Instruction counts of x86 and PowerPC ISAs. Details in Table 3.9.

remain compatible with their existing use in non-vector programs. By building on an exist-

ing SIMD ISA extension, we can take advantage of an existing set of rich instructions, and

ease transition from SIMD to vector programming.

There are four main changes required to change SIMD extensions to vector instructions,

described in more detail below:

• turn SIMD registers into vector registers;

• add new memory instructions;

• add flag registers;

• finally, add a few new and missing operations.

Figure 3.7 shows the existing and added state.

Vector registers

The first step towards a vector extension is increasing the length of the existing SIMD

registers, and adding the control registers necessary to take advantage of that increase. The
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Year Instruction Counts: Notes

x86 PowerPC

1978 80 8086 (without FPU)

1979

1980

1981

1982 106 80286 (without FPU)

1983

1984

1985 123 80386 (without FPU)

1986

1987

1988

1989 213 80486DX

1990 184 32-bit POWER ISA

1991

1992

1993 220 190 Pentium (with FPU), 32-bit PowerPC

1994

1995 229 64-bit POWER ISA

1996

1997 278 Pentium MMX

1998

1999 348 349 SSE, 32-bit PowerPC with Altivec

2000

2001 493 SSE2

2002 388 64-bit PowerPC

2003

2004 506 SSE3

2005

2006 578 426 SSSE3 and SSE4, 64-bit PowerPC with Altivec

Table 3.9: Evolution of Intel x86 and PowerPC ISAs. Excludes x86 extensions from com-

panies besides Intel, including SSE4a and SSE5, and virtualization instructions. SSE4

includes SSE4.1 and SSE4.2.

current length of SIMD registers in 80x86 and PowerPC is 128, which are used to represent

a variety of different-size integer and floating-point values.

The length of the vector register is a tradeoff that depends on the target size of the

chip, market area, and cost. Instruction overheads such as fetching, decoding, issuing, and

dependency checking are amortized over the length of a vector, so longer vectors have a
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Figure 3.7: Current architectural state (shaded) and added state (unshaded).

lower per-element cost. If the system can handle the exposed concurrency, longer vectors

are able to tolerate more latency, as well. On the other hand, longer vectors consume more

area. To allow for flexibility, the architecture does not fix vector register length, so initial or

low-cost chips can have shorter registers while high-performance implementations of the

same architecture can have longer registers. The same binary executables will be able to

run on both.

Large register files can present a number of challenges. Fortunately, all of the tech-

niques used to mitigate those problems described in Section 3.2.2 work. There is one

other technique that can work for full vector architectures: splitting the full vector register

file into multiple lanes, as described in Section 1.4. The full register file is broken into

blocks, which are distributed across the lanes; parallel accesses to the blocks provide addi-

tional concurrency. Since arithmetic operations generally occur between elements within

the same lane, there is no need to provide a full crossbar between functional units and

vector registers in different lanes.

It is possible to leave the registers short — at 128 bits — but at that length, the system
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will not be able to derive much benefit from vector semantics. On the other hand, it may

make sense to have short vector registers in a low-cost microcontroller that does not need

to be very fast, but is still binary compatible with full vector applications.

Once the SIMD registers and treated as vector registers, the processor needs to have

a Maximum Vector Length (MVL) control register to communicate the hardware register

length to programs, and a Vector Length (VL) control register for programs to communicate

the number of elements on which to operate.

The traditional interpretation of MVL and VL is that they specify the number of el-

ements on which to operate. By slightly changing the meaning of those registers, it is

possible to add vector functionality and keep compatibility with existing applications. The

problem arises because the default operation for existing SIMD instructions is to process

128 bits of data, regardless of the number of elements that corresponds to. That means that

an instruction might operate on two double-precision floating-point values, or eight 16-bit

integer values: the length is constant, but the number of elements is not. The solution is to

re-interpret MVL and VL to refer to lengths, not number of elements; then, a default value

can be chosen that matches the length of existing SIMD instructions. Old programs will

continue to operate correctly, and new programs can change the value in VL to operate on

more data.

Once MVL and VL are added to the processor, we can change SIMD instructions to

respect their values. For most operations, it is very straightforward to modify them: for

example, a SIMD single-precision floating-point add instruction normally operations on

four elements (for a total of 128 bits); if the vector register length was 64 bytes (512 bits),

the same instruction would simply perform an add on sixteen elements.

A few instructions are not as straightforward to extend. For example, Intel’s SSE SIMD

extension has a “SHUFPS” shuffle instruction. That instruction operates on 32-bit data:

each of the four elements in the destination register can be filled with any of four input

elements. A fixed field of eight bits (two bits for each of the four destinations) is included
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in the instruction. Extending the operation so that any destination element could be filled

with any source element, as in a true shuffle, would obviously not work: the number of bits

to specify the shuffle pattern would grow as the register lengths increase, and they would

not fit in the fixed instruction field. The solution is to treat these instructions as operating

on multiple 128-bit segments of data. The shuffle operation then works on each segment

independently; put another way, the original 128-bit shuffle as a whole is replicated for the

length of the new vector registers.

New memory instructions

After extending the register file and providing MVL and VL control registers, the next step

is to provide vector memory instructions. Currently, SIMD instructions can only reference

multiple memory elements as unit-stride accesses. That is not a large problem for existing

systems: SIMD registers are short, so there is not much space to store more complicated

access patterns, and unit stride accesses are common anyway. Once we have the capabil-

ity of exposing more concurrency with longer vector registers, it makes sense to add the

capability to take advantage of more complex, but still frequently used, memory access

patterns.

As described in Section 3.2, memory accesses are critical to overall system perfor-

mance. Vector memory accesses can improve performance while reducing power con-

sumption. Vector memory accesses allow a program to describe its memory access pattern

explicitly: a single instruction lets the hardware know that it can concurrently fetch many

elements that the program will use. Scalar accesses do not contain any information about

overall patterns; hardware prefetchers can try to find patterns, but they are forced to choose

between being aggressive (and thereby wasting energy and reducing performance by fetch-

ing unneeded data, and evicting useful data) and being conservative (and not getting much

performance improvement). Hardware prefetchers have to spend energy analyzing every

memory access, to try to determine if it is part of a larger stream or simply an independent
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access.

Adding six new instructions: unit-stride, strided, and indexed accesses, for both loads

and stores, lets more applications get the benefit of vectorization. Strided memory accesses

are frequently used for accessing fields in arrays of structures. That includes scientific ap-

plications, which use structures representing physical objects and environments, and media

applications, where the fields might represent the red, green, or blue values in an array of

RGB-encoded pixels. Indexed accesses are useful for sparse matrices and other arbitrary

patterns.

It would be possible to extend the existing SIMD memory access instructions into unit-

stride vector instructions, but it is useful to keep the existing versions and add new instruc-

tions. By keeping the old version, the new memory instructions are free to use a different

memory coherence model, or to be treated semantically differently — for example, SIMD

memory accesses could be cached in the regular scalar cache, and vector memory refer-

ences could bypass small L1 caches and use a separate, custom-purpose vector cache.

In addition to expressing memory access patterns, vector memory instructions can de-

scribe source and destination element size. Many media applications operate on data at one

size and store it at another — say, loading 16-bit values and operating on them as 32-bit

values. Similarly, many scientific applications operate on double-precision values that are

stored as single-precision values. Vector instructions can either encode the element source

and data sizes in instruction fields, or refer to a control register that describes the necessary

conversion; data alignment can then be performed automatically on loads and stores.

Flag registers

The last piece of new state needed to support vectors are flag registers. Existing SIMD

implementations have only basic, if any, means of providing conditional execution. It is

much simpler for a compiler to vectorize conditional statements (such as if-then-else) in

loops if the processor has the capability to perform conditional execution. There are various
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ways to vectorize conditional statements, but using masks and flag registers is one of the

simplest and most flexible [SFS00]. Each flag register contains a single bit corresponding to

each element in a regular vector register: a ‘1’ bit enables execution for the corresponding

element, and a ‘0’ bit inhibits execution.

Because vector registers can store different size elements, one bit is needed for each of

the smallest size elements that the system can handle; if it is possible to execute directly on

bytes, one bit of storage in the flag register per byte in the vector register is needed.

As with the MVL and VL registers, an implementation can allow for full vector func-

tionality, while remaining compatible with existing code. Existing instructions do not have

a way to specify a mask, and do not currently have a form of conditional execution. To

remain compatible with that model, the new implementation would execute every vector

instruction under a mask (so that no mask need be specified), and have that mask default to

enable operation on all elements.

Some vector implementations have a rich set of instructions to operate directly on mask

registers. Those instructions can simplify flag processing, but they are not absolutely neces-

sary: the same operations can be performed in the regular vector registers, with the results

transferred to the flag registers. By performing most of the flag processing in regular vector

registers, the number of new instructions needed can be kept small. New instructions to

transfer flags between the regular vector registers and the flag registers are needed, and it

can be useful to add in a small set of operations that do work directly on the flag registers.

Instructions to clear and set a full flag register directly, as well as move the entire contents

of one flag register to another, can speed up flag processing dramatically.

One simple way to allow mask processing in the regular vector registers is to treat any

non-zero value as a logical ‘1’ in the mask. When a mask is moved from a flag register to a

vector register, a ‘1’ bit gets stored as all 1’s in the vector register; when a mask is moved

from a vector register to a flag register, any non-zero element is stored as a 1.

While only one default mask would be used to provide conditional execution, it is useful
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to have more mask registers available. Multiple flag registers allow masks to be stored,

and allow different complex masks to be built out of multiple subexpressions. Another

useful reason to have multiple flag registers is to encode information about exceptions.

A dedicated set of flag registers, one for each exception type, can be used to maintain

per-element records of exceptions. As vector instructions are processed, any element that

causes an exception that does not demand immediate action (for example, a floating-point

underflow, as opposed to a page fault) can set the corresponding bit in the appropriate flag

register. The resulting mask can then be used to process floating-point exceptions in a

vector manner. To continue with the example of floating-point underflow: a processor can

execute a block of code, and then check at the end to see if any underflows occurred. If so,

the processor can use the underflow flag register as a mask to perform fixup (say, scaling

elements) using vector instructions that affect only the appropriate elements.

New and missing operations

The final component needed to support vector execution is to add ISA support for any

“missing” operations. Current SIMD instruction sets are often not very orthogonal, offer-

ing some operations only for certain sizes or data types. It would be possible to extend

only existing instructions, but it is easier to vectorize more programs with operations such

as double-precision floating-point, which is not currently supported on PowerPC’s SIMD

extension.

There are some vector-specific instructions that are not strictly necessary, but can speed

performance considerably in some cases. A good example is adding insert and extract in-

structions: without some mechanism to support cross-lane data transfer, certain operations

become extremely difficult, or impossible to execute without resorting to shuffling data in

DRAM — a slow, power-hungry process. Insert and extract operations are limited primi-

tives and thus relatively easy to implement, but they can be used to build useful solutions to

a number of common problems. An extract operation moves values from an arbitrary start
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position in one vector register to the beginning of another vector register; an insert opera-

tion moves values from the beginning of one vector register to an arbitrary start position in

another.

An example of a common operation that can be built from inserts and extracts is a

vector reduction: often, a single result — such as a sum — has to be generated from a

large amount of data. Typically, the initial steps can proceed in the regular vector pattern:

a chunk of memory is loaded, and added to an accumulator register. Eventually, though,

the intermediate results to be added are only as long as a single vector register. At that

point, a reduction operation is needed to add those values. An extract operation can move

the second half of the accumulator vector register to a different register; VL can be set for

the shorter length, and the two registers can be added. That process can be repeated to

eventually produce a single result.

Another useful operation that can be built from inserts and extracts is rotations. If an

extract operation specifies a starting location, a length that is a full vector register, and the

extract wraps around the end of the source register, the extract instruction will actually

perform a left rotation. Similarly, an insert operation will perform a right rotation.

3.3.3 Drawbacks

The process of starting with an existing ISA and adding an extension to it has some draw-

backs, compared to starting over with a completely new ISA. The biggest problem, in gen-

eral, is that you are stuck with what has been called “cruft”: all of the parts of the ISA that

are no longer needed or appropriate, but must still be supported. Hopefully, those parts at

worst serve as a nuisance; in some cases, they can actually interfere with the new purposes

of the ISA.

An example of a previous limitation is the short length of the existing SIMD instruc-

tions, which dictates the default length of VL. Fortunately, the only real effect that this has

is that programs have to set VL upon startup, instead of relying on VL being set to MVL.
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Perhaps a bigger issue with the technique of extending SIMD instructions into full

vector instructions is that it is difficult to tell how well applications would be able to be

modified. Is it possible that an individual application could be “ported” to the new fully

vectorized system without a lot of difficulty, or would there be no advantage over starting

from scratch? It seems as though there would be an advantage to having most of the system

remaining identical; unfortunately, to get a true understanding, it would be necessary to

build a system and implement a mature vector compiler, a feat outside the scope of my

work.

3.4 Summary

This chapter laid out the basic ideas in my research. I take a look at two different systems

for combining vectors and existing microprocessors in a simple, low-cost way. The first

is ViVA, which adds a memory buffer that acts a vector register file, and vector memory

instructions that can transfer data between DRAM and the new buffer. In keeping with the

goal of simplicity, no vector datapaths are used: individual elements are transferred from

the ViVA buffer to the existing scalar core, and operated on there.

The second system I take a look at is a method for converting existing SIMD ISAs

to true vector ISAs. The technique converts SIMD instructions to vector instructions, but

allows existing software to remain compatible.

In the next chapters, I take a look at the infrastructure used to evaluate ViVA. First, I

describe the benchmarks used to judge its performance, describing their behavior and why

they were chosen. Next, I describe the full-system simulator that I used to execute the

applications, including the modifications that I made to model ViVA.
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Chapter 4

Software Techniques, Benchmarks, and

Dwarfs

Vectors offer a different programming model than scalar computers, and so they have dif-

ferent programming and optimization techniques. ViVA has vector memory instructions,

but does not perform vector arithmetic operations. This chapter goes over the software

techniques used on ViVA, focusing on how they differ from standard scalar methods and

regular vector models.

This chapter also covers the benchmarks and software that use those programming tech-

niques. In Chapter 6, I evaluate ViVA’s performance on a number of small applications. In

this chapter, I describe those applications, and why they were chosen. I first describe the

simple microbenchmarks that are used to measure the basic features of the test system,

such as maximum bandwidth and latency, and then describe the reasons for selecting my

particular benchmarks.

4.1 ViVA Software Techniques

Many of the software programming techniques used with ViVA are common to other ar-

chitectures. After reviewing those methods, this section describes techniques that work
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particularly well on ViVA, and techniques that are specific to ViVA’s combination of vector

memory references and scalar execution programming model.

4.1.1 Regular Vector Techniques

Vector computers typically require some programming techniques that are slightly different

from the techniques used in scalar programming. This section covers a few basic ideas that

the benchmarks use, or are important for understanding how ViVA operates; for a more

general overview of vector techniques, see [AHP06] or [Wol95].

Basic vectoriziation

In the simplest vector code example, a loop iterates over a block of data, performing arith-

metic calculations. The vector equivalent of that code simply turns the arithmetic state-

ments inside the loop into vector statements. Figure 4.1 shows an example.

for(i = 0; i < 64; i++) {
z[i] = x[i] × fac + y[i];

}
(a)

vload %v1, x
vmuls %v1, %v1, fac
vload %v2, y
vadd %v1, %v1, %v2
vstore %v1, z

(b)

Figure 4.1: Simple vectorization example. (a) shows C code for a triad loop; (b) shows the

vectorized version.

Unfortunately, most of the time, real code is not nearly as simple as the example.

Strip mining

One issue that slightly complicates vectorization is the limited length of physical vector

registers. Real applications use vectors of various lengths. Any vectors that are the same
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length as physical registers, or shorter, are easy to deal with: the program simply sets VL

to be equal to the vector length, and executes the instructions. If the vectors are longer than

the register lengths, the vector will have to be processed in multiple parts. The process of

executing a vector loop in multiple parts is called “strip mining”.

Vector architectures normally do not have a maximum architectural vector length, but

they often have a guaranteed minimum length: programs are then able to vectorize short

loops with a single statement, without having to resort to strip mining.

Other vector techniques

There are a number of other techniques that are used for vector programs. Most of the other

techniques deal with code that is not as ideal as the example given here, in which some

feature of the code prevents direct vectorization. Often, these techniques allow vector

programs to run efficiently in cases where the original code looks like it might not be

amenable to running well on a vector architecture.

Many of the techniques allow the processor to handle loop-carried data dependences.

In general, the difficulty arises when a value is written in one iteration of the loop, and

used in a later iteration. Compilers will move scalars out of loops, split a single loop into

multiple loops, or vectorize part of a loop to obtain better performance.

Another case that can cause problems for direct vectorization is nested loops. One sim-

ple approach that can work well is simply to vectorize the inner loop. Often, a vector com-

puter will give better results if a slightly different approach is used: simply interchanging

the inner and outer loops will sometimes allow the vector compiler to use longer vectors,

or obtain a better stride. In some cases, the outer loop itself can be vectorized.

4.1.2 Basic ViVA Approach

The basic ViVA programming model is largely based on vector programming. The most

straightforward version can be summarized easily:
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• vectorize as normal, keeping vector loads together at the top of a basic block, and

stores together near the bottom;

• for each basic block, insert a scalar loop between the loads and stores. Inside the

loop, iterate over a vector’s length of elements, first transferring elements from the

ViVA buffer to scalar registers, then performing arithmetic or logical operation, then

transferring back.

The basic method can usually be improved quite easily. Often, defaulting to a double-

buffered approach is not more difficult and can improve performance. Double-buffering

logically splits the ViVA buffer into two parts: one that the processor uses to perform long-

latency loads, and another part that the processor uses for arithmetic calculations. Double

buffering helps performance by overlapping memory transfer latency with calculations.

4.1.3 ViVA-Specific Techniques

ViVA’s differences from traditional vector processors cause its programming model to be

different, as well. The differences also create some opportunities; that is, new ways to use

ViVA that are not possible in most vector systems.

ViVA’s main structural difference from traditional vector processors is that it includes

a buffer as opposed to vector registers. Programs transfer elements from the buffer to

scalar registers, where arithmetic and logical operations are processed. Since ViVA does

not have vector datapaths associated with partitions of a register file, processing is not as

constrained.

Processing of sparse matrices is an example that illustrates the combination of regular

memory access streams and irregular calculation: the matrix stores elements in a dense

vector, allowing the use of unit-stride loads, but row boundaries occur at irregular locations.

Thus, a row may contain just a few non-zero elements, or it may contain more elements

than fit in a vector register. Section 4.5 goes into more detail, illustrating ViVA’s operation

on a Sparse Matrix - Vector multiplication kernel.
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The same idea can be applied to the case where memory has to be shuffled in an ir-

regular pattern. The processor can transfer a block of memory to the ViVA buffer using

unit-stride transfers; from there, it can move individual elements to a scalar register, and

then back to an arbitrary location in a vector register.

While ViVA does allow irregular execution patterns, they can incur a cost. As described

in Section 3.2.2, most accesses to the vector register file follow a regular pattern: usually,

each successive element is accessed in order. The register file can then multiplex multiple

sources onto fewer wide ports. If accesses actually occur in an irregular pattern, more port

conflicts occur, and the program proceeds at a slower rate. The number of conflicts depends

on the particular access pattern, as well as the width of the multiplexed ports.

ViVA gives another advantage over traditional vector processors that is related to its

use of scalar processing: the ability to combine both vector and scalar memory accesses.

While traditional vector computers have both types of accesses, usually it is not possible to

use both in an efficient manner. Data transfer between separate vector and scalar cores can

be slow, making it ineffective to operate on the same data in both cores.

ViVA’s organization places its buffer outside of the core. Before performing calcula-

tions on data elements, the application must first transfer them to regular scalar registers.

If, on the other hand, no calculations need to be performed — if a block of memory is just

being moved — the application can load data into the ViVA buffer using vector operations,

and then store it back to a different location, without ever moving it to the core. Irregular

shuffles require intermediate transfer of data to the core, but a block of memory can be

loaded using one type of transfer and stored with another: for example, the Corner Turn

benchmark, described in Section 4.4, loads data with unit-stride operations and stores with

strided instructions to transpose a matrix.

Often, vector architectures have specific address registers that are used to specify base

or offset registers for vector memory operations. ViVA uses general-purpose registers for

this purpose, which can increase register pressure, especially if all of the registers in the
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ViVA buffer are being used. One solution is to replace the straightforward approach, which

uses a single base register and multiple offsets, with a version that reuses offsets with

multiple bases registers. For example, Figure 4.2 shows code that uses a total of six scalar

registers to perform nine vector loads: three of the scalars are used as base registers, and

three are offsets that are used with each of the bases. A larger, more typical real example

might use four or eight bases and four offsets, to allow a total of 16 or 32 vector loads.

vivalud %v0, %r10, %r20 # base 0, offset 0
vivalud %v1, %r10, %r21 # base 0, offset 1
vivalud %v2, %r10, %r22 # base 0, offset 2
vivalud %v3, %r11, %r20 # base 1, offset 0
vivalud %v4, %r11, %r21 # base 1, offset 1
vivalud %r5, %r11, %r22 # base 1, offset 2
vivalud %v6, %r12, %r20 # base 2, offset 0
vivalud %v7, %r12, %r21 # base 2, offset 1
vivalud %r8, %r12, %r22 # base 2, offset 2

Figure 4.2: Code using combinations of multiple base and offset scalar registers to load

larger number of vector registers.

4.2 Synthetic Benchmarks

The first programs run on ViVA are synthetic benchmarks; that is, simple kernels used to

test basic performance of the primitive operations. These programs do not do any real work

on their own, but they are useful to study: they can provide insight into ViVA’s performance

and behavior, and sometimes they can represent parts of the basic memory access patterns

that are used in real applications.

4.2.1 Unit Stride

The unit stride benchmark is the most straightforward application: it measures the perfor-

mance of reading and writing long blocks of consecutive elements. Real applications use

unit stride memory accesses extremely frequently.
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Often, processors have specific optimizations for unit stride memory accesses. It is

relatively easy to include hardware optimizations that significantly improve performance of

unit-stride streams, such as including a hardware prefetcher. Additionally, real applications

see a large benefit from having faster unit-stride accesses, because those streams are so

common.

In order to ensure that unit strides are actually performed, the version of the benchmark

used in ViVA executes a triad, which consists of scaling one input stream by a constant,

adding its elements to a second input stream, and storing the result in an output stream:

z[j] = x[j] × factor + y[j]. Since the elements are double-precision floats,

the total byte-to-flop ratio is 24 to 2 (or even 32 to 2, if the store requires a cache line fill

read first). For most modern architectures, performance on unit-stride triads will be limited

by memory bandwidth, not by computation bandwidth. All of the memory accesses are

independent, minimizing the effects of latency.

4.2.2 Strided

Strided transfers involve accessing elements in memory with a constant displacement. The

offset between elements is the stride, so that a memory stream with a stride of two accesses

every other element.

Strided accesses are relatively common in real applications. One common case that uses

strided memory operations is accessing an array in its non-major direction (e.g., accessing a

standard C row-major array in a columnwise fashion). Another typical example is accessing

particular fields in an array of structures; a related case is accessing particular subpixels,

such as the red parts of all RGB pixels in a graphics application.

Strided accesses present a number of challenges to the memory system. Caches operate

on full cache lines, consisting of multiple elements. For data streams with spatial locality,

including common unit-stride streams, pulling in a full cache line works well; for strided

accesses, some — or, perhaps, all but one — of the elements brought in (thereby consuming
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available bandwidth) will not be needed.

A strided access also presents difficulties to a memory system because a single strided

stream can touch a large span of memory addresses. A larger range of memory addresses

puts pressure on the TLB, and can cause additional cache and memory bank conflicts.

4.2.3 Indexed

Indexed transfers, sometimes called scatter-gather, involve accessing memory elements at

arbitrary locations. The transfers use a vector to specify the address each element, usually

in conjunction with a base address. Indexed accesses are typically used for cases where

element access is not regular. For example, sparse matrix operations operate on a dense

array of nonzero elements. Another array specifies the original column index for each of

the elements, which is then used to retrieve a value from a separate source vector. Because

the matrix stores nonzero values by rows, the index coordinates do not have a regular

pattern. An indexed memory access, using the column index as offsets, will retrieve the

proper elements of the separate vector.

In some cases, indexed accesses are useful for streams that exhibit some regularity.

Stanza patterns involve accessing blocks of memory: each block consists of a number of

consecutive elements, and there is a regular offset between successive blocks. If the stanzas

are long, regular unit-stride accesses work well. If stanzas are short, on the other hand, they

will limit the lengths of unit-stride memory accesses: unit-stride accesses can contain no

gaps, so they are only able to reference one stanza at a time. Since indexed accesses do

not have any constraint over element locations in memory, a single indexed access can

refer to multiple stanzas. The downside is that an indexed access might incur a greater

cost than a unit-stride access: a processor can usually perform simple optimizations for

unit strides, such as minimizing memory address translations and performing accesses that

operate on a full cache line at once. In the general case, indexed accesses cannot perform

those optimizations without comparing every element address to every other address, but
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a processor can perform optimizations to handle the specific case of multiple stanzas as a

single access: the processor can compare each element’s address to those of its neighbors,

and merge consecutive elements together using a temporary buffer.

Indexed accesses present challenges to the memory system that are similar to those of

strided accesses. If anything, the difficulties are greater: indexed accesses can potentially

request values from anywhere in memory, so the bandwidth and memory range issues still

apply.

4.2.4 Striad

The last synthetic benchmark that I use is stanza triad, also called striad. The calculation

used in striad is the same used for the previous synthetic benchmarks: z[j] = x[j] ×
factor + y[j]. The difference is that striad applies the calculation to stanzas of mem-

ory: the benchmark operates on a consecutive block of elements, skips ahead in memory,

and then repeats.

The stanza access pattern does occur in real applications. If an application performs

an operation to a subblock of data that is part of a larger two-dimensional array (or a

two-dimensional slice of an array with three or more dimensions), the resulting pattern

looks like stanza accesses. Some computational techniques, such as adaptive mesh refine-

ment [BC89] and cache blocking [AG88], naturally break a larger problem into smaller

subblocks; accessing the unit-stride subblocks in a regular fashion, as in stencil meth-

ods [FW60] and other computational patterns, leads to a stanza pattern.

It is useful to include stanza memory access patterns as a basic benchmark, because

they are simple patterns that represent streams found in real applications, but they are dif-

ficult for hardware prefetchers to recognize. Hardware prefetchers are able to optimize

unit-stride and even strided patterns, but often drop to much lower performance once the

memory accesses include discontinuities. Real applications make use of unit-stride and

strided streams, but they often include additional irregular accesses that can prevent hard-
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ware prefetchers from working optimally; stanza benchmarks can give a much better esti-

mate of delivered bandwidth in those situations.

4.3 Dwarfs

One of the results from the Berkeley View report [ABC+06] mentioned in Section 1.2 was

producing a group of Dwarfs, which we defined at the time to be patterns of computation

and communication. The Dwarfs helped to motivate the benchmarks that I used to evaluate

ViVA. This section describes the idea behind the Dwarfs, how they have changed since we

first listed them, and how they relate to my work.

4.3.1 Theory

The Dwarfs from the Berkeley View are the product of an earlier talk, which defined seven

important algorithms for simulation in the physical sciences [Col04]. Because there were

seven of them, they were playfully called the “7 Dwarfs of Computational Science”. The

Berkeley View group was trying to identify a set of important algorithms that would be

important in the coming years, and the 7 Dwarfs provided a starting point.

Because the Berkeley View group was interested in more than just scientific computing,

we looked at a variety of areas: embedded computing, desktop applications, and scientific

computing. Within each area, we looked at representative applications and benchmarks,

and tried to see the prevalent patterns of computation and communication. Later, as we

received feedback from other people, we included the search to include algorithms from

databases, games and graphics, and machine learning [Pat07]. Table 4.2 shows the full list.

Eventually, we realized that our concept of dwarfs covered a wide range of diverse

programming concepts [Keu08]. For example, “graph traversal” covers a number of algo-

rithms that have a variety of patterns of computation and communication. The definition

is still being debated, but the basic idea of dwarfs defining categories based on patterns —
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Dense Linear Algebra

Sparse Linear Algebra

Spectral Methods

N-Body Methods

Structured Grids

Unstructured Grids

MapReduce

Combinatorial Logic

Graph Traversal

Dynamic Programming

Backtrack and

Branch-and-Bound

Graphical Models

Finite State Machines

Table 4.2: Berkeley View Dwarfs.

whether the pattern is one of computation, communication, or a higher-level design — is

still a useful way to organize application behavior.

4.3.2 Dwarfs and ViVA

In this dissertation, I focus on benchmarks that cover the areas that are the most relevant to

ViVA:

• striad, which represents structured grid applications;

• the corner turn transformation, used in processing multidimensional data in spectral

methods and structured grids; and

• sparse matrix-vector multiplications (SpMV), which represent sparse linear algebra.

Hence, I examine aspects of 4 of the 13 dwarfs in the evaluation of ViVA.

4.4 Corner Turn

Corner turn is simply a matrix transpose operation. It can be in-place, or store the result

to a different output buffer. The algorithm itself is conceptually extremely simple, but

it is very data intensive, and challenging for modern microprocessors to execute at high
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performance. The example code and matrix sizes used to evaluate ViVA are taken from the

HPEC (High-Performance Embedded Computing) Challenge benchmark suite [LRW05].

A number of applications use corner turn, usually to re-align data so that later process-

ing can take place with greater efficiency; in effect, performing a corner turn is paying the

cost of rearranging data so that later accesses can occur with unit strides.

ViVA has a few different options for how to perform corner turn. The first method op-

erates much like standard ViVA algorithms: the processor loads data into the ViVA buffer,

moves elements from there to scalar registers, processes them, moves them back to the

buffer, and writes them back to memory. For corner turn, the processor does not need to

perform any actual arithmetic processing; the moves to and from scalar registers serve only

to reorder elements. The second method simply moves data into the ViVA buffer using

unit strides, then writes it out using strided access, never moving any element to the scalar

registers.

Rearranging elements in the core allows the main benefit of requiring only unit-stride

loads. The application brings a square block of data into the ViVA buffer: for however

many vector registers are used, the same number of elements per register are used. Once

the algorithm rearranges data, it uses unit stride stores to write the elements back out. This

method follows typical ViVA programming style relatively closely, and uses unit stride

stores, but it has two main drawbacks. The first is that it requires elements to be transferred

to and from the scalar core, even though the core will not perform any calculations on the

data. Those moves individually complete quickly, but there are a large number of them

(one per element), which adds up to a large number of extra instructions executed, and

ultimately consumes more power.

The second drawback to rearranging elements using the scalar core is that that method

limits vector lengths. Typically, a vector can store many more elements than the total

number of vector registers. If the application loads full vectors of data, there will not be a

vector register to move the later elements to. Since vectors get better performance as they
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increase in length, using the scalar cores to perform corner turn can result in slow operation.

Performing corner turn without using the scalar core requires many fewer instructions,

and can use full vectors lengths. The primary drawback is that the application can no

longer perform both of the memory transfers with unit-stride accesses: either the load or

store must be strided. Depending on the total size of the input data and the lengths of the

vector registers, the scalar access can have an extremely large span in memory, leading to

many TLB misses.

4.5 Sparse Matrix-Vector Multiplication

Sparse Matrix-Vector Multiplication, SpMV, multiplies a matrix, typically denoted as A,

and a vector x, adds the result to a vector y, and stores the sum back into y. x and y are

stored as typical dense vectors, one-dimensional arrays in memory. In SpMV, A is stored as

a sparse matrix: typically, most of the elements in the matrix are zero, and are not explicitly

stored. The data structure that represents A stores the value and original coordinates of its

nonzero elements. Sparse matrices are commonly used for simulations in the physical

sciences.

There are a large variety of sparse storage formats [DER89, MSG91], but the one I

examine is based on a common format called Compressed Sparse Row, or CSR.

CSR represents the sparse matrix by three dense one-dimensional arrays: one that con-

tains all of the nonzeros, a second that contains the column indices of the nonzeros, and a

third that contains pointers to the elements in the first array that start each row. Figure 4.3(a)

shows pseudocode to perform SpMV with the sparse matrix in CSR.

SpMV, and sparse matrix arithmetic in general, can be difficult to perform efficiently on

any machine. In vector machines, the difficulty largely arises due to the irregular nature of

the nonzeros. There are actually two aspects that cause problems: the first is that each row

can have a different number of nonzeros, requiring the application to repeatedly modify
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vector lengths; the second is that the number of elements per row might be much smaller

than the physical lengths of vector registers, leading to short vectors and poor performance.

The complexities of dealing with sparse matrices are a large part of the reason that

there are so many formats for storing sparse structures. Some formats pad shorter rows

with zeros, to keep row lengths long; other formats permute row orders to keep rows of

the same length near each other. Another common pattern is modifying the structure to

store substructures of the matrix in a dense format, with diagonals or square blocks being

typical.

ViVA is able to use a straightforward approach that gives the benefits of full-length

vectors, without requiring modification of the matrix structure. The approach is similar to

a simplified version of the algorithm used in Segmented Scan [BHZ93]. The basic idea

is to always load a full vector’s worth of nonzeros, and only perform row summing when

necessary. Figure 4.3(b) shows the pseudocode.

for (i = 0; i < num_nonzeros; i++) {
double sum = y[i];
for (k = row_ptrs[i]; k < row_ptrs[i+1]; k++) {

sum += nonzeros[k] * x[col_indices[k]];
}
y[i] = sum;

}
(a)

vec_reg0 = viva_load_unitstride(nonzeros_ptr);
vec_reg1 = viva_load_unitstride(col_indices);
veg_reg2 = viva_load_indexed(vec_reg1);
for (i = 0; i < mvl; i++) {

double sum += vec_reg0[i] * veg_reg2[i];
if(i == row_end) {

y[row_ctr] += sum;
row_end = row_ptrs[row_ctr++];
sum = 0;

}
}

(b)

Figure 4.3: Pseudocode to perform SpMV with the matrix stored in CSR format, for (a)

standard scalar implementation and (b) ViVA.
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The benefit of using ViVA is that it allows programs to use a combination of vector

and scalar instructions. The example code uses unit-stride vector loads for the nonzero

values and the column indices, and an indexed vector load for the source vector values.

Those memory accesses are all regular, in that they can all be loaded together as full-length

vectors. The later processing performs the multiply and sum using scalar instructions, as is

required by ViVA, and then looks to see if the current row has ended. If so, the code writes

the sum to the destination vector with a scalar store, and loads the next row end pointer.

Because the ViVA and scalar loads and stores do not touch the same locations in memory,

the code is able to mix them both without requiring synchronization barriers.

4.6 Summary

ViVA is able to make use of regular vector programming techniques, with a minor modi-

fication: compilers must replace vector arithmetic and logical operations with a loop that

transfers elements to the scalar core, operates on them there, and then transfers them back

to the ViVA buffer. The modification is simple, and should easily allow traditional vector

compilers to target ViVA as well.

ViVA also facilitates new programming techniques that combine scalar and vector pro-

cessing. Its unique architecture means that there is not a large penalty for arbitrary access

to the ViVA buffer, and that programs can use both vector and scalar memory accesses

without requiring high-overhead synchronizations.

To measure basic performance of ViVA, I use a series of synthetic benchmarks, aimed

at testing memory access speed.

The first algorithm I use to evaluate ViVA, besides the synthetic benchmarks, is cor-

ner turn, which performs a transpose on a matrix. It is a very data-intensive kernel, used

by applications such as multidimensional FFTs. The second code is sparse matrix-vector

multiply, which applications such as large physical simulations use as part of many matrix
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operations. SpMV, representing the sparse linear algebra dwarf from the Berkeley View

report, has a mix of unit-stride and indexed accesses, and combines processing in both reg-

ular and irregular patterns. The next chapter describes how I developed and calibrated the

simulation environment.
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Chapter 5

Development and Calibration of

Simulation Environment

Evaluating ViVA’s performance through experimental evaluation is an important part of

determining its potential value. This chapter describes the simulation environment that I

developed to execute and study ViVA applications. The first sections describe the sim-

ulator and the system it models, and the chapter concludes by presenting details of ViVA

extensions to the simulator and calibration runs that compare performance to real hardware.

5.1 Simulation Environment

The simulator I use to evaluate ViVA is a version of Mambo, IBM’s simulator of the Pow-

erPC architecture, that I modified to include ViVA operation. In addition to modification

of Mambo, I created a simulator test bench that allowed me to calibrate the simulator to a

real system, organize and perform a large number of simulation experiments, and collect

and analyze results. The modification to the simulator, not counting writing applications to

run on it, took a total of approximately two years.
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5.1.1 Mambo Overview

Mambo is a full-system simulator developed by IBM. It models Power and PowerPC sys-

tems varying from single-processor in-order embedded configurations through multiple-

MCM SMT-capable out-of-order computers. Mambo operates in both a faster functional

mode as well as a cycle-accurate mode. The simulator models all parts of the computer,

including processor, memory, disk, and network.

5.1.2 History of Mambo

IBM originally based Mambo on the SimOS machine simulator [RBDH97]. Eventually,

they rewrote the entire program and renamed the simulator Mambo. The code currently

consists of approximately half a million lines of C, as well as some associated configuration

files and scripts.

IBM uses the Mambo simulator to model and evaluate a number of production systems,

including Blue Gene/L [BPE+04] and Cell [PBC+06]. Architects use Mambo in order to

compare various microprocessor feature tradeoffs, enabling different features or varying

parameter options and examining the resulting performance for a variety of applications.

Manufacturers that use synthesized embedded microprocessors use the simulator to verify

the correct behavior of their processors. Operating system and application developers can

use Mambo to program for systems in development before hardware becomes available.

IBM continues to develop Mambo by adding new features. Recently, IBM has adding

power simulation [SBP+03] and parallel execution [WZWS08] capabilities. IBM has pub-

licly released a version of Mambo, renamed Systemsim, as part of the Cell SDK [IBM08].

5.1.3 Mambo Operation

Mambo’s core builds on tsim, an internal event library created by IBM. The actual Mambo

simulator uses a single operating system thread, but tsim internally uses multiple threads
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— called jobs to distinguish them from full OS threads — to model parallel execution. Jobs

in tsim do not precisely correspond to parallel threads of execution at the program level, or

parallel features operating at a hardware level: instead, jobs model parallel operation at a

variety of levels.

Mambo uses tsim jobs to represent a single logical flow of processor instructions. An

in-order scalar processor uses a single tsim job to process instructions; an out-of-order

processor uses multiple jobs to allow parallel instruction streams to execute simultaneously

in the simulation.

Mambo also uses tsim jobs to represent parallel operation in hardware: caches use jobs

to process requests, with multi-port caches using multiple jobs to satisfy parallel requests

simultaneously.

The Mambo code base produces a single binary executable that can operate either as a

functional or cycle-accurate simulator. To accomplish this, individual jobs make requests to

a central arbiter for any resource that they access. The arbiter can turn resource limitations

on or off, or delay the requesting job for the appropriate length of time. For example, a

job might request access to a floating-point functional unit. The arbiter will see if any are

available; if so, it will allow the job to proceed, after the appropriate FPU execution latency

has passed.

Simulations occur in a fast functional mode when the arbiter places no limits on re-

sources. In the case of a job requesting access to an FPU, an arbiter in functional mode will

always return the functional unit status as available, and report that the execution has no

latency whatsoever. Depending on the simulator activity, simulations in functional mode

typically process 2–200 times faster than in cycle-accurate mode.

The ability to turn limitations on and off, as opposed to producing a binary that op-

erates in a single mode, produces a few benefits. First, the functional and cycle-accurate

code bases are never unsynchronized, since there is only a single set of source files. Sim-

ulators that use separate sources to produce different versions of the executable require
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some additional mechanism to ensure that any changes or fixes that occur to one version

are propagated to the other versions, as well. Another benefit of being able to change re-

source limitations dynamically is that the executable can run in a fast mode until it gets to

a point of interest — say, after the operating system has booted, but before a benchmark

program has begun execution — and then switch to an accurate mode to capture the full

behavior of the program.

Finally, changing resource limitations individually allows programmers to model one

part of the system in greater detail, while running the other parts of the simulation as quickly

as possible. Often, a programmer will want to study the memory hierarchy behavior, in-

cluding cache performance, with high precision, while not caring about the accurate timing

modeling of individual arithmetic instructions.

There is a potential downside to using a single executable to perform both functional

and cycle-accurate simulations: extra overhead. An optimized functional-only simulator

would not need to perform any resource checks and could avoid all of the calls to the arbiter

that are in Mambo. Mambo’s flexibility adds some overhead to cycle-accurate operation as

well, but that overhead is a smaller fraction of overall execution time than in the functional

mode, since any cycle-accurate simulator has to model resource constraints.

Table 5.2 shows typical simulation speed for different types of activities. By comparing

the heavy integer and floating-point execution rates of the simulator in functional mode, and

treating the integer case as consisting only of processing overhead, it is possible to get an

upper-limit bound on overhead. The result is that the simulator overhead for heavy floating-

point activity accounts for less than 3% of total execution time. In reality, the overhead is

less than that upper-limit estimate, and some of that overhead would be present for a less-

flexible simulator, suggesting that the added cost of designing Mambo to execute either in

functional or cycle-accurate mode is small.

Configuration options in Mambo fall into three categories: compile time, run time, and

dynamic. Compile-time options include the things that affect the basic structure of the
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system: for example, adding new instructions requires recompiling the simulator.

Run-time configuration options mostly pertain to setting up the organization of the sim-

ulated machine. The number of processors in a system, the type of DRAM used, and sim-

ilar features are run-time configuration options. Before Mambo begins execution of the

modeled system, it fixes run-time options so that they cannot later be changed.

Finally, dynamic configuration options can be changed while a simulation is running.

Dynamic options include most of the resource limitations in the system: latency of func-

tional units, whether the system can execute instruction out-of-order, and so on.

A Mambo simulation begins with the execution of a Tcl script. The script sets run-

time configuration options, fixes those options, configures virtual disks, sets the starting

execution binary, and calls the simulator. The virtual disk allows the simulator to reference

a disk image file and present it as a physical disk to the simulated system. For simulation

runs that boot a full operating system, the starting execution binary is the OS kernel. Once

the initial configuration is complete, the simulator sets up internal simulated processor

structures, such as caches, and starts jobs for things like request queues. The simulator

begins execution as a real system begins: it executes the system firmware and boots the

operating system.

It is possible to execute Mambo simulations without booting a full operating system. In

the standalone mode, the simulator executes a statically-compiled program without booting

the operating system. Since there is no OS, the simulator emulates system calls. The stan-

dalone mode can be useful for some simulations, but since it does not include interactions

with the OS, it does not reflect the full environment of actual application execution. In

order to ensure maximum accuracy, I ran all of the ViVA experiments in a full simulation

that booted the operating system.
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5.1.4 Modeled System

To evaluate ViVA, I use Mambo to simulate a modern microprocessor. The system I sim-

ulate models an Apple Power Mac G5 system, chosen because it represents a relatively

recent system and I am able to validate the simulator against real hardware. Table 5.1 lists

the relevant features of the modeled system.

Processor

Model IBM PowerPC 970FX

Data width 64 bits

Clock rate 2.7 GHz

Execution Out-of-order

Issue Up to 5 instructions

Load/Store Units 2

Integer ALUs 2

Floating-point ALUs 2

SIMD ALUs 1

Memory

Protocol DDR (1)

Module standard PC-3200

Memory bus width 128 bits

Memory bus peak transfer rate 6400 MB/s

Latency (approx.) 160 ns

North Bridge peak transfer rate 5400 MB/s (per direction)

L1 I Cache

Line width 128 B

Storage 64 KB

Associativity 1

L1 D Cache

Line width 128 B

Storage 32 KB

Associativity 2

L2 Cache

Line width 128 B

Storage 512 KB

Associativity 8

Table 5.1: Details of the ViVA evaluation system model.
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5.1.5 Modifications to Mambo

IBM designed Mambo to be configurable, but most of the configuration is either modifying

parameters, or selecting one option from a short list of predefined choices. In general, it

is not possible to modify the low-level behavior of Mambo. For example, it is possible to

change cache size and to select between several cache replacement policies, but there is no

way to use a completely new cache replacement policy.

In order to simulate ViVA using Mambo, I had to modify some of its behavior at a

low level. Fortunately, IBM was willing to cooperate with my research by allowing me to

modify the simulator. They could not deliver the full source code of the simulator to me,

but they allowed me to spend a summer at IBM modifying the simulator source code. In

order to maintain flexibility for later development, and to enable future modifications, we

agreed that my approach should not be just to add ViVA functionality, but to modify the

simulator so that it would be possible to make substantial changes later, without access to

the source code.

In order to add ViVA and the ability to include other extensions, I modified Mambo for

run-time extensibility by adding the ability to perform three significant tasks:

• add new instructions;

• create extra state associated with simulator objects; and

• control internal simulation function flow.

New instructions

Mambo normally decodes and executes instructions by simply using a series of nested

arrays. Eventually, the simulator finds an entry that contains details of the instruction type,

as well as functions pointers that it uses to execute the instruction. The function tables are

generated with a script, and compiled into the simulator. The script creates the tables based

on a complete list of ISA instructions.

The simulator modification that allows for run-time ISA modification has two parts:
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replacing existing instructions and adding new instructions. Replacing existing instructions

is straightforward: when the modified simulator receives a request to add an instruction, it

first tries to decode the opcode in the existing table; on a match, the code modifies the

existing entry with the new information.

Adding new instructions is not as simple. The modified simulator keeps the original

table of compiled instructions to preserve high decoding speed. It also maintains a new set

of tables. If the simulator cannot decode an instruction in the original table successfully, the

simulator attempts to decode it in the new set of tables before raising an illegal instruction

exception.

Requests to add new instructions include an opcode and a bitmask that identifies which

of the bits in the opcode are significant in determining the instruction type. For example,

an add instruction contains bit fields that encode input and output registers, but those fields

do not change the type of instruction. In some cases, a group of related instructions can be

encoded either as separate instructions or as a single type of instruction with mode fields.

Operations that are encoded as separate instructions will have multiple entries in the decode

table. For example, the PowerPC ISA includes “andi” and “andi.” instructions; the period at

the end of the opcode signifies that the instruction should affect the condition code register.

If the two operations were encoded as a single instruction, the function that executes that

operation would have to check the opcode to see if it should change the condition code

register. If the two operations were encoded as separate instructions, the functions would

not have to check.

In any case, the simulator looks at groups of significant bits while adding new instruc-

tions. If the bits represent an entry that exists in the runtime decoder tables, the simulator

simply updates the entry with the new information. If the bits do not correspond to existing

entries, the simulator creates a table that contains an entry for every combination of those

bits — four entries for a group of two consecutive bits, eight for a group of three consec-

utive bits, and so on — and updates the newly-created entry that corresponds to the added
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instruction. Once the simulator creates a new table, it must ensure that appropriate entries

in other existing runtime tables point to the new location.

For example, assume that a program adds two instructions: one in which the only sig-

nificant bit of the opcode is the last, which must be equal to 0, and one in which the only

significant bits of the opcode are the two last, which must be equal to 01. If the program

adds the instructions in that order, the simulator will create two runtime decoder tables,

each of which has two entries. The first table will index only the last bit of an opcode: it

will contain the instruction information for the 0 entry, and a pointer to a second table for

the 1 entry. The second table will index only the second-to-last bit on an opcode: it will

contain instruction information for the 0 entry (which corresponds to the 01 instruction,

since the last bit is guaranteed to be 1 for all entries in this table), and an invalid instruction

for the 1 entry (which corresponds to an instruction that ends in 11).

If, instead, the program adds the instructions in the reverse order, the simulator will

only create a single runtime decode table that has four entries. Three of the entries (00,

01, and 10) will contain instruction information and the last entry will contain an invalid

instruction identifier.

The mechanism for creating runtime decode tables can exhibit poor performance for

some odd cases of adding instructions: if the simulator adds an instruction that contains

an extremely large number of significant bits in a single group, it will create an extremely

large table. Fortunately, many of the cases that would lead to poor performance are not

possible because of the significant use of opcode space by the original ISA: there are just

not enough bits left to create problem cases. In practice, the mechanism tends to perform

quite well, and allows instructions to be added at any time.

New state

New architectural features may require additional state. For example, ViVA requires an

additional set of registers that make up the ViVA buffer. The code that extends Mambo at
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runtime can create the new state, but the difficulty comes in associating it with the correct

existing simulator objects. Any new features that need to access state associated with a

particular object must have some way to reference the new state based on a reference to the

object. In ViVA, new instructions need to be able to reference the ViVA buffer based on

the core that they are executing on — a multicore chip would have multiple ViVA buffers,

so instructions would need to reference the correct instance.

The solution is relatively straightforward. Existing objects all have a globally unique

identifier of some sort: the simulator enumerates some objects sequentially, such as cores,

and other objects have a fixed memory address. The modified simulator creates state arrays

for the enumerated objects, and uses the memory address to access a hash table for the

other objects. The array or table links to new state. At runtime, programs can create state

and add links to the appropriate association array or table.

Simulator function flow

The final modification to add runtime extensibility to the simulator is to allow new features

to modify its internal function flow. In particular, new features need to be able to:

• replace existing functions with new functions;

• call a new function before or after an existing function is called;

• modify the inputs or outputs of an existing function; and

• detect when an existing function is called.

All of the requirements can be satisfied by adding a level of indirection to function calls

that a runtime extension can modify.

The modified simulator includes a function pointer table. It references any function

that a runtime extension might need access to. The original functions exist in the new

simulator only as stub functions that look up and call the appropriate entry in the function

pointer table; the table begins with pointers to new functions that contain the body of the

original functions they replace. If no runtime code modifies any function pointers, the
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simulator incurs a penalty of a table lookup and additional function call every time one of

the original functions is called. Since the original functions tend to perform a significant

amount of work, the overhead is small; additionally, the entire modification can be removed

at compile time with the use of “ifdef” statements. When the modification is defined out,

the stub functions are removed and the simulator does not pay any overhead costs.

Additional modifications

The final “modification” to the simulator consists of simply exposing several internal func-

tions and objects. The modified simulator includes newly-created header files that include

declarations for internal functions available to runtime extensions. The simulator also adds

new functions that allow extensions to create internal data objects that the simulator uses,

such as an object representing cache requests.

5.1.6 Integrating Runtime Extensions

The process of adding runtime extensions to the modified Mambo is relatively simple. Af-

ter compiling the extension as a shared library, the developer adds a reference to the code

in the simulator startup files. In the initialization Tcl script, a runtime extension initial-

ization command loads the extension library using a dynamic library open (dlopen())

command. After opening the library, the command next attempts to run a library initializa-

tion function (Library Init()). That function, after executing any load-time extension

initialization, returns a pointer to a function that allows the Tcl script to execute later com-

mands.

A general runtime extension might offer various configuration or execution options,

and using a function to process Tcl requests enables that to happen. For ViVA, the only

command necessary is to load the ViVA features into the simulator.
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5.1.7 Support Tools

In addition the simulator itself, I used a number of small tools to analyze ViVA’s perfor-

mance. ViVA includes the capability to use small plug-ins, called emitters, that gather

statistics on various simulator activities. I instrumented the ViVA runtime extension with

emitter events, and wrote an emitter to collect statistics on the vector extensions.

The emitter produces a file that shows the type of event, the instruction number and

address that caused the event, and the cycle count of the event. Post-processing of the event

log with a Perl script produces a more readable result that shows the progression of indi-

vidual instructions through the memory hierarchy. The event log is useful for debugging

operations and for determining the causes of poor performance in executed code.

5.2 Simulation Methodology

The process of running experiments on the simulator is, in some ways, complex: the ba-

sic act of getting a full operating system to boot up can be difficult, and making sure that

the simulator can efficiently execute many runs in an accurate, recordable manner requires

careful planning. This section describes the process of setting up and executing experi-

ments.

5.2.1 Assembly Programming

As mentioned in Section 3.2.3, I used assembly language to write the code for performing

ViVA experiments. The main reason for using assembly, as opposed to a higher-level

language like C, is to avoid having to create a ViVA-capable compiler. Fortunately, the

use of ViVA does not depend on researching completely new compiler technology; instead,

it can build on well-established vector compilers.

The assembly coding style is, for the most part, relatively basic. I did not use use

special optimization techniques for any of the ViVA experiments: generally, the programs

109



are simply a straightforward coding of the application, using the techniques described in

Section 4.1.2.

5.2.2 Simulator Interaction

A single ViVA simulator run begins by starting the simulator in the faster, less accurate

mode. Booting the operating system in the fast mode takes less than half of a minute;

booting in accurate mode takes approximately 30–35 minutes. A simulation will usually

execute 2–200 times faster in functional mode than in cycle-accurate mode, depending on

sort of code it is executing.

The actual processing speed of a particular simulator run depends on the configuration

as well as the activity occurring in the simulated system. Of course, executing at higher

accuracy requires more processing time. Certain types of events also demand extra simu-

lator processing. For example, executing floating-point instructions is slow: the simulator

performs the computations in software, rather than relying on the underlying processor,

because different hardware floating-point implementations can exhibit variations that the

simulator does not want to reflect. The rate of execution also depends on the cycles per

instruction (CPI) of the simulated hardware. During periods where simulated instructions

incur many simulated pipeline stalls, the number of simulated cycles per instruction may

be very high: the simulator is accounting for many cycles, but since they are stall cycles

little simulator work has to occur. A different simulation may proceed at the same rate in

simulated instructions per second, but if those instructions do not experience many stalls

the simulated cycles per second will be much lower. Table 5.2 shows typical execution

rates for various configurations and actions.

Since booting in accurate mode is so slow, I started all simulations in functional mode.

The simulator would boot up and read inputs from a secondary script, which would begin

the actual benchmark applications. For microbenchmarks and small applications that did

not depend on much setup, I switched the simulator to accurate mode in the secondary
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Action Kilo-instructions per second Kilo-cycles per second

Cycle-

accurate
Functional

Functional

speedup

Cycle-

accurate
Functional

Functional

speedup

Idle 170 450 2.6 20,000 56,000 2.8

Booting 100–500 10,000–20,000 40–100 100–2,000 10,000-20,000 10–100

Heavy FP 300–400 600–700 1.8–2 200–250 400–500 2

Heavy Int 300–800 20,000–30,000 38–67 300–1,000 10,000–50,000 33–50

Table 5.2: Approximate ViVA simulator execution rates for different configurations and

activities.

script. Even though the simulator ran in functional mode until just before the benchmark

application, there was still enough simulator activity to populate caches and warm up other

architectural features: the shell would interpret the command line, the operating system

would begin a new process and read the application from disk into memory, and so on.

Some applications required a lot of setup that was not interesting from a simulation

perspective. For example, the striad benchmarks initialize large blocks of memory. In these

applications, the simulator begins execution of the benchmark in functional mode. After

initialization is complete, the program executes a specific invalid PowerPC instruction that

the simulator recognizes as a request to switch to accurate mode. All of the benchmarks

that begin in functional mode execute some code after switching to accurate mode, but

before executing the core of the benchmark, in order to warm up caches.

The simulator is able to track statistics for critical sections of an experiment. Similar

to the invalid instructions that put the simulator into accurate mode, programs can execute

an invalid instruction that tells the simulator to reset the statistics or to dump their current

values. The statistics show details at all levels of the simulator, including processor pipeline

information such as instruction counts and mixes, cache details including histograms of

access times, and memory use.
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5.2.3 Simulator Test Bench

Evaluating ViVA required a large number of experiments for each application. Some of

the microbenchmarks used command-line arguments to vary benchmark behavior, such as

the latency calibration benchmarks, described below in Section 5.3.3, which used arrays of

different sizes to measure performance of each cache. Most of the benchmarks required

many runs to test ViVA options, such as physical vector length. In order to keep track of

the experiments and organize the results, I created a test bench.

The simulator test bench consists of a set of calibrated configuration files, Perl scripts

to automate multiple runs and store results, and blank execution scripts. A new application

setup includes the application itself, the test bench files, and a dedicated virtual disk. The

Perl script varies parameters as necessary, creates a separate execution script for each run,

and launches the simulation. After the experiment completes, the Perl script moves the re-

sults to a separate directory and processes log files using the helper applications described

in Section 5.1.7. The test bench can execute a benchmark multiple times, for greater accu-

racy of results.

Finally, after all of the experiments that vary a single parameter or set of parameters

completes, the test bench executes another helper application that produces a higher-level

summary log file by analyzing the individual summary files from each run.

5.3 Simulator Calibration

Before running useful experiments, the simulator must be able to produce results that ac-

curately reflect the performance of a real system. After setting all of the configuration

options to match the real hardware, I performed an extensive process of calibration to ver-

ify that the performance of applications run on the simulator matches the performance of

the applications when run on real hardware.
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5.3.1 Methodology

The overall methodology for calibrating the simulator is to write targeted applications that

focus on a single feature of the system. For most components, I used two versions of

calibration microbenchmarks: one that focused on testing the latency of the feature, and

one that focused on maximum bandwidth.

In general, I tried to run the benchmarks so that they would depend only on features

that had previously been calibrated. The timing of the first microbenchmarks depends on

very few features; later programs move “outwards” from the processor, relying on proper

timing performance from more and more of the memory hierarchy.

5.3.2 Arithmetic Calibration

The first microbenchmark targets arithmetic calculations. The core of the application is a

tight loop that includes no memory references, and so its performance does not depend on

the memory hierarchy.

The benchmark comes in two flavors: one that focuses only on integer calculations, and

one that performs floating-point operations. Each version includes a small inner loop. The

latency measurement version includes multiple statements that it forces to execute serially

by making the inputs of each statement depend on the output of the previous statement.

Figure 5.1 shows the results of the add calibration benchmark. The match between the

simulator and hardware is excellent. Three of the experiments are within 0.5%, with the

integer independent experiment being within approximately 10%. Small differences come

from two main sources: the first is that the simulator and hardware are both running full

operating systems, and so other processes can add noise to the results. The real hardware

includes a network connection and activity that the simulator does not represent. Further-

more, it was not possible to reboot the real hardware for each run, so experiments executed

on the physical system do not have a completely fresh environment. The limitations of sim-

ulation cause another source of noise: every experiment takes a significant amount of time,
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so the number of times a simulation run could be repeated is limited. I ran the calibration

experiments and all other benchmarks multiple times on the simulator to reduce noise, but

yet more repetitions would probably have increased accuracy further.

The reason for the larger difference in the integer independent benchmark is that the

processor uses integer ALUs for many operations, and the independent operations can take

advantage of any integer ALU as soon as it becomes available. Any small amount of noise

that affects the integer ALUs — that is, most of the noise — is multiplied by the integer

independent operation benchmark. Fortunately, real applications include memory accesses

and additional operations that avoid the situation set up by that benchmark.
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Figure 5.1: Throughput of add operations. Figure includes integer and floating-point oper-

ations. Dependent operations must execute serially, reflecting latency; independent opera-

tions can execute in parallel, reflecting maximum throughput.

Figure 5.2 shows the results of the multiplication calibration benchmark. Because inte-

ger multiplication operations are not pipelined in the PowerPC 970FX [Cor05], the perfor-

mance of those operations is much lower than on the corresponding add calibration runs.

The calibration results are quite similar to the add benchmark: most of the experiments are

within 0.5%, and the integer independent benchmark is within approximately 5%. Once
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operations. Dependent operations must execute serially, reflecting latency; independent

operations can execute in parallel, reflecting maximum throughput.

again, the benchmark includes the artificially-constructed case of large numbers of inde-

pendent integer operations and virtually no other operations, so small amounts of noise

results in a slightly larger difference in speed.

In general, the arithmetic calibration results show excellent correlation between pro-

cessing speed on the simulator and real hardware.

5.3.3 Memory Hierarchy Latency Calibration

The next step in calibration, after verifying arithmetic throughput, is to calibrate the mem-

ory hierarchy. Since memory elements pass through multiple levels of the hierarchy, start-

ing in DRAM and moving through L2 cache, L1 cache, and finally to the processor core,

the benchmarks begin calibration at the level nearest the processor core — the L1 cache —

and proceed outwards.

For each level of the memory hierarchy, the simulator has to give accurate performance
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for both latency and bandwidth. Bandwidth depends on the number of requests that the

memory system can process simultaneously, as well as the how long they take to complete.

Latency depends only on how long each request takes, and therefore it is a better choice to

be calibrated first.

The latency measurements are based on the lat mem rd benchmark from the lmbench

benchmark suite [MS96]. The full suite takes a long time to execute and would be pro-

hibitive to run to completion on the simulator. Moreover, the suite includes microbench-

marks for system features that do not affect ViVA, such as network access. lat mem rd

focuses solely on memory latency, and is a better match for performing memory system

latency measurements.

lat mem rd works by creating an array consisting of linked memory references: each

element is a pointer that leads to another element. It randomizes element order, to minimize

prefetching effects. The benchmark follows the chain for many elements, determining the

average access time for each element. After the program obtains a large sample, it increases

the array size, and begins again. An array that is smaller than the L1 cache will eventually

reside entirely within the cache, and each read will reflect the L1 cache access time. If the

benchmark uses a larger array that does not fit within the L1 cache, it will see some accesses

that reflect the L2 cache access time. As the array size increases, most of the accesses will

miss in the L1 cache, and the average access will approximate the L2 cache access time.

Eventually, the benchmark will move to an array that does not fire entirely within the L2

cache, and some accesses will go all the way to DRAM before being satisfied. The resulting

graph of average memory access time for various array sizes shows plateaus for each level

of the memory hierarchy; the height of the plateau represents the access time for that level,

and the transition from one plateau to the next shows the size of each cache.

Figure 5.3(a) shows the results of the latency benchmark. The agreement between the

simulator and real hardware is excellent at all levels of the memory hierarchy: L1 cache,

L2 cache, and DRAM. Figure 5.3(b) shows details of the results for experiments near the
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Figure 5.3: Latency of memory accesses at various levels of the memory hierarchy. The

lowest plateau represents L1 cache accesses, the middle plateau represents accesses to the

L2 cache, and the slowest accesses are to DRAM. (a) shows the full results; (b) shows

detail in the transition from L1 to L2 accesses. Note that the y axis in (a) is logarithmic to

show more detail, and does not begin at 0.
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transition between the L1 and L2 cache. The hardware does show slightly more noise,

likely because of other activity in the system.

There is another small difference between the two curves that is visible in the full re-

sults: the transitions between the L2 cache and DRAM plateau do not exactly match up.

The hardware line appears to have a slightly different slope. The precise behavior when an

array is near the size of a cache depends on a number of features of the system, including

cache behavior and system activity. If the test array is the same size as a cache, a small

amount of extraneous activity will evict elements from the cache, forcing the processor to

refetch them on their next access. Since the difference in access time between the L2 cache

and the DRAM is large — over 100 ns — a small number of misses can create a significant

increase in average access time. The cache replacement policy also has a large effect on

accesses when the test array size is near the cache size. An illustrative example is an array

that is slightly larger the cache size, and a program that repeatedly reads array elements in

a linear fashion, one after the next. In a cache that uses a true least recently used, or LRU,

replacement policy, every access will eventually be a miss: once the program fills the cache

and accesses a new line, the cache has to evict a resident line to make new space for it.

Imagine that the accesses start at the beginning of the array and have proceeded to almost

the end. The cache will evict a line from the beginning of the array, since those early lines

were the least recently used; unfortunately, because the accesses will wrap around the array

back to the beginning, those are also lines that the program will soon need. In a true LRU

cache, every access will eventually be a miss. If the cache uses an approximate LRU, or

pseudo-LRU, policy, the cache may not evict a line that was truly least recently used, and

that line will be available when the accesses wrap around — resulting in a cache hit.

Fortunately, the results of the calibration benchmark show that any differences between

the simulator and the hardware are small. In practice, the effect of those differences is

small, and most likely unnoticeable for real applications.
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5.3.4 Memory Hierarchy Bandwidth Calibration

The final step in calibration is to verify that the memory hierarchy accurately reflects de-

livered bandwidth. Once again, the tests begin by measuring the bandwidth at the nearest

level, the L1 cache, and proceed outwards.

The latency measurement benchmark is a simple application that creates an array de-

signed to fit within a specific level of the memory hierarchy. The benchmark then repeat-

edly accesses the entire array, one element after another, and measure how much bandwidth

the system can deliver.
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Figure 5.4: Delivered bandwidth for various levels of the memory hierarchy. Note that the

y axis is logarithmic to show more detail, and does not begin at 0.

Figure 5.4 shows the results of the bandwidth benchmark. Once again, the results are

quite close, with the simulator being within approximately 10% for all levels of the memory

hierarchy. The largest difference is in the L1 cache, which is the most sensitive to noise

caused by other activity in the system.
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5.4 Summary

This chapter described the design of the ViVA simulation environment. The simulator is

based on Mambo, a cycle-accurate full-system PowerPC simulator from IBM. I modified

the simulator so that its capabilities can be extended at runtime, and then wrote an extension

that models ViVA operation and performance.

I set the simulator to match the configuration of a modern microprocessor, the IBM

PowerPC 970FX. Calibration experiments show that the simulator closely matches the per-

formance of real hardware for arithmetic and memory operations.

The next chapter presents the performance results of ViVA simulations.
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Chapter 6

Performance Results and Discussion of

Implications

ViVA offers the potential for microprocessors to achieve better performance than scalar

processors, while avoiding power-hungry hardware prefetchers. By adding a buffer be-

tween the processor core and second-level cache, ViVA is able to use new vector-style

memory transfer instructions — and get many of the benefits of a full vector implemen-

tation — without paying the cost of adding a large vector datapath. In order to determine

the value of adding ViVA to a microprocessor, we have to quantify the performance benefit

that ViVA can deliver.

This chapter evaluates the performance of ViVA for a variety of applications. It be-

gins by examining a short series of microbenchmarks, which measure the performance on

different memory access patterns one at a time. This chapter also presents the results of cor-

ner turn and sparse matrix-vector multiplication, which many large scientific applications

commonly use.
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6.1 ViVA Results: Microbenchmarks

The first ViVA simulations performed are the most basic microbenchmarks possible: small

applications that test one particular feature of the system.

6.1.1 Unit Stride

The first microbenchmark simply measures maximum unit-stride bandwidth. The bench-

mark compares a straightforward scalar implementation, a tuned scalar implementation,

and a ViVA implementation simulated with various physical register lengths. Figure 6.1

shows the results.
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Figure 6.1: Unit stride bandwidth for straightforward scalar implementation, tuned scalar

implementation, and ViVA implementation with various physical register lengths. Lengths

shown in number of doubles.

The straightforward scalar implementation delivers approximately the same amount of

bandwidth as ViVA with a hardware vector register length (MVL) of 16 doubles, or around
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2.5 GB/s. After performing simple autotuning (automated searching over tuning parame-

ters) to determine optimal prefetching organization and compiling options, the tuned scalar

implementation is able to deliver slightly more than 10% better performance than ViVA

with an MVL of 16. At longer physical register lengths, ViVA’s delivered bandwidth im-

proves significantly, providing greater than 80% more bandwidth than the straightforward

implementation at an MVL of 256 doubles.

For an MVL of 16, ViVA’s vectors do not contain enough concurrency to overcome the

scalar implementation’s advantage of being able to make use of the hardware prefetcher.

For longer MVLs, ViVA is able to deliver greater bandwidth than a tuned scalar implemen-

tation for unit-stride streams, even though the scalar hardware is optimized particularly for

that memory access pattern. There are a number of inefficiencies and tradeoffs in the scalar

hardware prefetcher that allow ViVA to get better performance.

One difficulty that the hardware prefetcher faces is that it only deals with physical

address streams, and therefore cannot prefetch past a virtual page boundary [Cor05]. The

single-page hardware prefetch limit can be a significant impediment to achieving good

performance [DSMR07]. Once a memory stream crosses a 4 KB page boundary, it cannot

prefetch new entries until it re-identifies the stream. ViVA, in comparison, does not have

that limitation. Since a ViVA load identifies a series of elements that the program will use,

the hardware does not have to discover the stream on its own.

The hardware prefetcher has another challenge to achieving good performance: it per-

forms a slow prefetch ramp-up [TDJSF+02]. Since the hardware tries to predict future

accesses based on past requests, it may incorrectly identify memory streams. False streams

consume memory bandwidth (and power) needlessly. Worse than that, false streams re-

quest useless data, which evicts data from the cache that may have to be refetched: not

only are false streams nonproductive, they can actually reduce performance below the level

it would be if there were no hardware prefetching. False streams can be especially damag-

ing because prefetch streams tend to request the most data when they are new, before the
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prefetcher can detect that it has identified a stream incorrectly.

The ideal state in prefetching is to request elements that are a certain distance ahead

of the current demand request, so that the prefetched data is available before it is needed.

Since no data is available when a prefetch stream begins, the hardware has to transition to

the steady state by requesting all of the elements between the most recent demand request

and the element that is the ideal distance ahead. Hardware prefetchers are the result of

an engineering tradeoff between two competing goals: requesting transition items quickly

to speed up moving to the ideal steady state, and avoiding loading many useless elements

from false streams.

Slow prefetch ramp-up allows the prefetcher to achieve a balance between slow but safe

behavior and fast but risky strategies: when the prefetcher identifies a stream, it does not

request all of the transition elements. Instead, it requests a small subset of elements. If the

program continues to request elements from the stream, the hardware prefetcher fetches

more and more of the transition elements, until it has reached the ideal steady state. If the

identified stream is a false stream, and the program does not continue to request elements

that match that pattern, the prefetcher will only have requested a few useless elements; if

the stream is true, the prefetcher will eventually reach the ideal prefetch distance.

Slow ramp-up is a good balance for the case where the system has to identify memory

streams on its own. Fortunately, ViVA does not have to deal with that challenge: vector

memory operations naturally explicitly identify a large number of elements that the pro-

gram will use. In the case of the unit-stride microbenchmark, the hardware prefetcher will

probably not find any false streams — all of the references belong to unit-stride streams that

are easy for the hardware to detect. Even so, ViVA will be able to achieve better perfor-

mance because the hardware prefetcher can only follow a stream within a single hardware

page. Once the stream crosses a page, the prefetcher will have to re-identify it, and go

through the slow ramp-up process again.

Another challenge that the prefetching hardware faces is determining the appropriate
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prefetch distance: in the steady state for a unit-stride stream, should the hardware prefetcher

request memory that is eight lines ahead of the current demand request? Is that number too

high, or too low? If the prefetcher uses a value that is too low, the prefetch will not cover

the full latency to memory, and performance will suffer. If the prefetcher uses a value

greater than the ideal, it will request data too early — possibly leading to a case where data

is prefetched and evicted by a different request before it is used, and definitely increasing

the time and complexity of the ramp-up period. Microprocessor designers fix the prefetch

distance based on analysis of memory request latency and predicted program behavior, but

the final result cannot account for the variability in different systems and programs. Every

version of the IBM PowerPC 970FX, the microprocessor I model, uses a single prefetch

strategy, regardless of the type or speed of system DRAM or the processor clock rate —

which varies between 1.0 GHz and 2.7 GHz. No single prefetch distance can be ideal for

all of those configurations, resulting in performance inefficiencies in some cases.

ViVA is able to get better performance on the unit-stride microbenchmark for another

important reason: cache fills. As described in Section 3.2.2, a cache fill occurs in write-

allocate caches when the program writes to an address that is not currently in the cache.

Since the processor does not allow only part of a cache line to contain valid data, it must

first execute a load for the cache line to retrieve all of the elements besides the one being

written. If the processor stores an entire cache line’s worth of data at once, it does not have

to perform a cache fill: the entire cache line will contain valid data. A scalar processor can

avoid cache fills by merging individual scalar writes and noticing the case where a store

covers a full cache line, but performing that analysis can be costly. Even if the proces-

sor does attempt to avoid cache fills, it will only be successful if the program performs a

full cache line’s worth of stores and the processor manages to merge them all before they

reach the cache. ViVA stores long vector registers, so it is both easy and common for the

processor to detect the case where it can avoid a fill.
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6.1.2 Strided

The strided benchmark is similar to the unit-stride benchmark, except that it accesses ele-

ments that are evenly spaced apart in memory. Figure 6.2 shows the results with both linear

and logarithmic scales.

The strided results are slightly more complicated than the unit stride results, because

the experiment tests performance for various strides. The benchmark tests power-of-two

strides from 1 to 32. The stride 1 version of the code has the same memory access pattern

as the unit stride microbenchmark. The performance on the stride 1 version of the strided

benchmark is not identical to the unit stride version because the code itself is slightly dif-

ferent: it uses a strided instruction, as opposed to unit-stride, because it has to deal with

the ability to handle arbitrary strides. Additionally, the ViVA version of the code handles

arbitrary strides, but only performs full MVL transfers. Software prefetching gave virtually

no improvement to the scalar code.

For a stride of 1, the scalar implementation slightly outperforms the ViVA implementa-

tion with an MVL of 16. For longer MVLs, ViVA delivers greater bandwidth.

The feature that first stands out in the performance graph is the steep drop-off in per-

formance for longer strides. The problem arises from the way the cache retrieves data from

memory: the smallest unit that the cache transfers to or from DRAM is a full cache line

of 16 doubles. With unit-stride streams, full cache line transfers cause no problems. The

program ends up using every element, the cache can take advantage of spatial locality, and

multiple-element transfers amortize cache, bus transfer, and DRAM access overhead over

more values. As soon as the program starts striding through memory, transfers of full cache

lines end up wasting bandwidth. In the case of the stride 4 code, for example, the program

only uses one out of every four elements transferred to the cache. As stride increases, full

cache line transfers waste more and more bandwidth, until stride 16, when only a single

element per cache line is used. At stride 32, the program also uses a single element per

cache line, but the cache only accesses every other line in memory.
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Figure 6.2: Strided bandwidth for scalar implementation and ViVA implementation with

various physical register lengths (MVLs). Physical register lengths shown in number of

doubles. Note that the y axis in (a) is linear, while the y axis in (b) is logarithmic to show

more detail, and does not begin at 0.
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Bandwidth continues to drop from stride 16 to stride 32, even through both of those

experiments make use of the same fraction of transferred elements. One challenge that

both the scalar and ViVA versions face is that the stride 32 code spans a greater address

range. As a program accesses a greater address range, it accesses more memory pages, and

requires more costly memory address translations. The statistics show that the stride 32

scalar version of the program has a 42% greater number of data TLB lookups per byte (1.0

versus 0.7) and a data TLB miss rate twice as high (1.143% versus 0.577%) as the stride

16 version.

The scalar version of the benchmark faces another problem as it moves to strides greater

than 16. As long as the program’s memory access stream touches consecutive cache lines,

even if the program only uses one element in each of those lines, the hardware prefetcher

will be able to detect the stream and prefetch future elements. As soon as the memory

request stream does not access consecutive cache lines, the hardware prefetcher stops pro-

viding a benefit to delivered bandwidth. Once again, the simulator statistics show details

of the behavior: the stride 16 version of the benchmark issues 499,644 hardware prefetch

requests, while the stride 32 version issues only 19. It is possible for a hardware prefetcher

to detect streams with greater strides, but hardware prefetchers of more complexity take

longer to design and verify, tend to consume greater power, and may detect more false

streams.

Figure 6.3 shows the performance of the ViVA version of the benchmarks, compared

to scalar code. The results are illustrative, particularly for longer MVLs. For the stride

1 experiment, longer MVLs give better performance. As stride increases, medium-length

MVLs give the best performance. At strides of 16 and 32, the experiments run with the

longest MVLs give performance that is approximately equal to the scalar code. The behav-

ior is a result of the greater memory address span mentioned above, but amplified because

of ViVA’s long register lengths. If a ViVA instruction is interrupted, the instruction must

be restarted from the beginning. Longer ViVA instructions can amortize costs over more

128



0

0.5

1

1.5

2

2.5

3

1 2 4 8 16 32

Sp
ee

du
p,

 r
el

at
iv

e 
to

 S
ca

la
r

Stride (doubles)

ViVA Strided Bandwidth, Relative to Scalar

MVL16

MVL32

MVL64

MVL128

MVL256

Figure 6.3: Strided bandwidth of ViVA implementations with various physical register

lengths (MVLs), relative to scalar bandwidth. Physical register lengths shown in number

of doubles.

elements, but those returns diminish as the physical register lengths get long. As ViVA

instructions grow to long lengths, they have a greater chance of being interrupted, and have

to pay a higher cost for restart once that happens.

As the strided microbenchmark shows, very long physical register lengths can cause

reduced performance. Later experiments in the following sections use a length of 64 dou-

bles: long enough to achieve good performance, but not so long that performance begins to

drop off.

6.1.3 Indexed

The indexed benchmark does not have streams in the way that the unit-stride or strided

benchmarks do. Instead, the benchmark first generates a large array of random indices,

and then accesses memory at those locations. The benchmark only begins to measure per-
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formance after it creates the random indices. Thus, the benchmark does have a unit-stride

stream, to retrieve index values, but the rest of the accesses are random. The benchmark

operates by iterating over different array sizes, recording the delivered bandwidth for each

size.
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Figure 6.4: Indexed bandwidth of scalar implementation and ViVA implementation for

various source array sizes.

Figure 6.4 shows the results. Both the scalar and ViVA implementations show the

same general shape: performance increases with the array sizes, until it drops off for the

largest sizes. As the array size gets larger, the processor has longer streams and can achieve

better bandwidth. Eventually, as total array sizes increase beyond the range that the TLB

covers, overall performance drops significantly. As with the strided benchmark, software

prefetching gave virtually no improvement over the straightforward scalar implementation.

At the smallest array size, ViVA gives slightly better performance than the scalar im-

plementation. As the array size increases, ViVA’s benefit over the scalar performance in-

creases. Additionally, ViVA’s drop-off in performance occurs at a larger array size than for

the scalar implementation.
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for(full_array) {
vec_reg0 = viva_load_unitstide(indices_ptr);
vec_reg1 = viva_load_indexed(vec_reg0);
viva_store_unitstride(vec_reg1, dest_ptr);
indices_ptr += MVL; dest_ptr += MVL;

}

Figure 6.5: Pseudocode to perform indexed benchmark.

ViVA is able to outperform the scalar version of the benchmark for a few important

reasons. For one, the memory access pattern allows ViVA to skip cache fills: the program

performs all stores in a unit-stride fashion with long vectors, virtually guaranteeing that the

L2 cache always sees full cache line writes. More importantly, though, the ViVA version

of the benchmark never needs to pull data all the way into the core. Figure 6.5 shows

the pseudocode for the ViVA implementation. The application simply reads in a block of

indices using a unit-stride load, reads the source values using an indexed access, and stores

the values to the destination location with another unit-stride store.

The scalar memory hierarchy usually depends on the hardware prefetcher to achieve

good bandwidth, but the prefetcher has difficulties with the indexed benchmark program

that can reduce overall performance. Hardware prefetchers can only track a limited number

of memory streams. If an application uses more streams than the hardware can track, the

later streams will not derive any benefit from the prefetcher — in fact, later streams may

possibly evict established streams from the prefetcher, resulting in a steady-state stream be-

ing replaced by one just beginning its ramp-up phase [PK94]. Microprocessors can attempt

to reduce this stream thrashing by adding filters to the prefetcher: the hardware will effec-

tively track more streams than the prefetcher can handle, to ensure that the extra streams

do not evict working streams [SSC00]. Nevertheless, once the number of detected streams

exceeds the number that the hardware can track, hardware prefetchers will begin to lose

performance.

The simulator statistics show stream thrashing occurring for the indexed benchmark.

Ideally, the hardware prefetcher would detect the unit-stride streams available in the pro-
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Array size

(doubles)
Percentage of prefetches that are useless

1k 21.9

2k 32.1

4k 24.3

8k 17.9

16k 35.2

32k 42.9

64k 37.4

128k 33.4

256k 78.1

512k 78.8

1M 76.0

2M 70.7

4M 74.3

Table 6.1: Percentage of prefetches that are useless in the indexed benchmark.

gram, and ignore the memory accesses to random memory locations. Of course, the appli-

cation has no way to tell the processor which type of access it is performing at any time,

and so the processor simply looks for accesses to consecutive cache lines. In the case of

the indexed benchmark, two accesses to consecutive cache lines in a short period can cause

the prefetcher to detect a false stream. Table 6.1 shows the percentage of total prefetches

that ended up delivering no useful data. Smaller array sizes have a significant fraction of

useless prefetches, but tend to take advantage of at least two thirds of the prefetches they is-

sue. Larger arrays are able to use useful prefetches a much smaller fraction of the time. By

the time the application moves to the experiment with 256K doubles, after the point where

performance has begun to drop off, almost 80% of the prefetch requests end up fetching

data that is never used.

6.2 ViVA Results: Striad

The stanza triad, or striad, benchmark models a memory access pattern that is common in

any application that accesses a subblock in a large array of data. Adaptive mesh refinement,
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or AMR, applications and stencil codes both exhibit stanza memory access patterns.
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Figure 6.6: Stanza triad (striad) bandwidth for scalar and ViVA implementations.

Figure 6.6 shows the bandwidth achieved for a scalar and ViVA implementation of

stanza triad. The benchmark operates by accessing a stanza – a block of consecutive mem-

ory locations – then skipping ahead in memory, and repeating the process. The graph shows

bandwidth for various stanza sizes. For all implementations, the bandwidth begins low, and

goes up with stanza length. One difficulty that short stanzas pose to all code is that memory

address translation overhead is amortized over only a few elements. As stanza length in-

creases, the cost of translating the address of a physical memory page is spread over more

elements.

Prefetching was not able to improve the scalar bandwidth significantly, most likely be-

cause the hardware prefetcher cannot give good performance for the stanza memory access

pattern. The shape of the scalar ramp-up mirrors the ramp-up of the hardware prefetcher.

For the shortest stanzas, the hardware prefetcher might not find any streams. For slightly

longer stanzas, in the range of 64 to 128 doubles, the hardware prefetcher begins to deliver

some benefit, but the stream does not continue long enough for the prefetcher to reach its
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full bandwidth potential. After stanzas of 512 to 1024 doubles, the hardware prefetcher is

able to recognize streams and transition to its steady-state behavior of giving the maximum

possible benefit.

ViVA does not use the hardware prefetcher, but shares some of the short stanza issues

with the scalar implementation. As with the scalar implementation, short stanzas pay a

higher per-element cost for memory address translation. The straightforward ViVA imple-

mentation starts off at approximately the same bandwidth as the optimized scalar imple-

mentation for a stanza of 16 doubles, but ViVA’s performance grows at a faster rate. The

scalar implementation depends on a hardware prefetcher to get better performance with

longer stanzas; ViVA, on the other hand, is able to present more elements to the memory

hierarchy at the same time, for greater possible concurrency.

The shortest stanzas present a unique problem to ViVA. ViVA depends on vectors with

multiple elements to achieve concurrency in memory accesses. The shortest stanzas end up

limiting vector lengths, leading to reduced performance. The normal ViVA implementation

uses unit-stride transfers, which are limited to accessing consecutive elements in memory.

If a stanza is shorter than the physical register length, a unit-stride memory instruction can

only transfer a single stanza, and cannot take advantage of full-vector operations.

It is possible for ViVA to access multiple short stanzas with a single operation, but

not by using unit-stride transfers. Instead, ViVA can use indexed instructions to refer to the

elements in two or more stanzas. The optimized line in Figure 6.6 shows the results of using

indexed transfers for the two smallest stanza sizes, 16 and 32 doubles. The bandwidth of the

optimized ViVA code is just over double that of the optimized scalar code at a stanza length

of 16 doubles. For stanza lengths of 64 doubles and greater, the code is the same for the

two ViVA versions: only very short stanzas see a benefit from using indexed instructions.
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Figure 6.7: Corner turn bandwidth for scalar and ViVA implementations.

6.3 ViVA Results: Corner Turn

Corner turn is a compact kernel that is frequently used in processing multi-dimensional

data. A corner turn operation is simply equivalent to transposing a matrix, and is used to

reorient data elements so that later processing is more efficient.

The ViVA benchmark is based on the HPEC Challenge benchmark suite [LRW05]. The

application runs for two different pre-defined array sizes. Both arrays have 5000 columns;

the small array has 50 rows, and the large has 750 rows.

Figure 6.7 shows the results of the benchmark. All of the ViVA implementations and

the optimized scalar implementations perform significantly better than the straightforward

scalar version. The first scalar optimization, unrolling, can often be performed by compil-

ers. This implementation was tuned, similar to the way an autotuner would operate, to find

the optimal level of unrolling. The second scalar optimization, cache blocking, improves

performance quite a bit. Cache blocking effectively restructures an application to maxi-
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mize the benefit of caches. It rearranges the order of computation so that more work is

done on a block of data before another block is accessed, even if the resulting order is not

as conceptually straightforward. Cache blocking is often implemented by hand or tuned

through search, and usually cannot be performed directly by a compiler.

The straightforward ViVA implementation gets better performance than the unrolled

scalar code, but does not achieve the level attained by the cache blocked scalar code.

Cache blocking allows many more memory accessed to be satisfied in the cache, lead-

ing to reduced DRAM accesses and greater performance. Figure 6.8 shows that the cache

blocked code performs fewer than half as many DRAM reads as the optimized scalar ver-

sion. ViVA’s implementation does not change the computation order from the straightfor-

ward implementation; the resulting code is simpler and could be generated easily by a com-

piler, but it produces more lengthy DRAM accesses. The optimized ViVA code, that adds

cache blocking to the straightforward code, gets the best performance of all. This suggests

that ViVA, like many architectural features, is amenable to autotuning. The straightforward

ViVA implementation gives good performance, and an autotuned scalar implementation

gives good performance, but the best performance results from combining both strategies.

Problem Size Scalar Scalar (unrolled) Scalar (blocked)

50x5000 .998 1.004 1.000

750x5000 1.000 1.000 1.000

Table 6.2: Relative performance of corner turn with larger L1 cache. Lower is better.

ViVA consumes additional chip area over a scalar design. An alternative to using that

area for ViVA is to increase cache area. Section 3.2.4 shows that ViVA does not consume

a large amount of chip area: an equivalent increase in L2 cache size would be tiny. An

increase in L1 cache size, on the other hand, would be more significant. In order to evalu-

ate ViVA’s benefit in comparison to more L1 cache, I simulated corner turn using a scalar

implementation with a larger L1 cache. A ViVA implementation that includes 32 vector

registers, each holding sixty-four 64-bit words, would add 16 KB of storage to the core.

For comparison purposes, I simulated with an L1 cache of 64 KB that doubles the original
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32 KB cache, and I did not increase access time. I simulated a number of different blocking

factors to attempt to find a better size. Table 6.2 shows the results. Notice that the differ-

ences in performance are tiny. All are well within 1% of the original performance. Some of

the results, counter-intuitively, are worse than the original version. The original L1 cache

size is large enough that it is not a limiting factor in corner turn’s performance; a larger

cache size then changes the precise order of processor activity and slightly changes overall

execution time, but does not result in significantly better performance. Because the larger

L1 cache does offer the potential to exploit data reuse in a larger block, it is likely that a

more complex implementation, perhaps a tuned double-cache blocked version, would be

able to achieve some more performance. Creating an autotuner to examine the numerous

combinations of doubly-blocked scalar options is complex, and outside the scope of my

work.
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Figure 6.8: Total corner turn DRAM accesses for scalar and ViVA implementations. Note

that the y axis is logarithmic to show more detail, and does not begin at 0.

Figure 6.7 shows an interesting result of the corner turn experiments that highlights

another potential advantage of ViVA. The figure plots the total number of DRAM accesses
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performed while executing the corner turn benchmark. DRAM accesses are a significant

source of DRAM power consumption, which can be the dominant component of overall

system power [DKV+01]. As the graphs show, DRAM accesses with even the straightfor-

ward ViVA implementation are much lower than with the straightforward or unrolled scalar

implementations. The blocked ViVA implementation has the lowest number of DRAM ac-

cesses, less than all of the scalar implementations.

6.4 ViVA Results: Sparse Matrix-Vector Multiplication

Sparse Matrix-Vector multiplication, or SpMV, is commonly used for scientific applica-

tions. Many larger matrix operations are based on SpMV. Simulations and other large

applications use sparse representations to improve performance, or to allow the matrix to

use memory more efficiently.

Matrix Filename Rows Cols NNZ NNZ/row Notes

Dense dense2 2K 2K 4M 2000 Dense matrix in sparse format

Protein pdb1HYS 36K 36K 4.3M 119 Protein data bank 1HYS

FEM/Spheres consph 83K 83K 6M 72.2 FEM concentric spheres

FEM/Cantilever cant 62K 62K 4M 64.5 FEM cantilever

Wind Tunnel pwtk 218K 218K 11.6M 53.2 Pressurized wind tunnel

FEM/Harbor rma10 47K 47K 2.4M 50.4 3D CFD of Charleston harbor

QCD qcd5 4 49K 49K 1.9M 38.9 Quark propagators (QCD/LGT)

FEM/Ship shipsec1 141K 141K 4M 28.2 Ship section / detail

Economics mac econ fwd500 207K 207K 1.3M 6.1 Macroeconomic model

Circuit scircuit 171K 171K 1M 5.6 Motorola circuit simulation

Table 6.3: Details of matrices used for SpMV.

The ViVA benchmark tests SpMV with a variety of matrices collected by the BeBOP

group [BeB08]. Figure 6.9 shows the matrices, which cover a wide range of density, size,

structure, and application. Table 6.3 shows additional details of the structure of the matri-

ces. The matrices can be split into three broad categories, based on their structure. The first

is simply a dense matrix, stored in a sparse format. The dense matrix gives an upper bound

on the performance of SpMV: generally, as a matrix contains fewer nonzeros per row, the

performance decreases. The second category is well-structured matrices. These matrices
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Figure 6.9: Matrices used for SpMV. Matrices are split into three categories: dense, used to

get a baseline comparison value; well structured, where the nonzeros are relatively dense

or mostly placed along the diagonal; and poorly structured, where the nonzeros are sparse

and irregular. The line above each matrix shows the relative number of nonzeros per row,

normalized to 119 for a full bar. The line to the right of each matrix shows the total number

of nonzeros, normalized to 6 million for a full bar. (a) shows the matrices depicted at

the same size. (b) shows the matrices with proper relative proportions. Table 6.3 gives

quantitative details of the matrices.
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exhibit two characteristics: they are relatively dense, containing many nonzeros per row,

and the nonzeros are located mostly along the main diagonal. The final category includes

an extremely poorly-structured matrix, which contains a large number of nonzeros that do

not lie along the diagonal.
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Figure 6.10: Sparse matrix-vector multiplication bandwidth, relative to scalar, for OSKI

and ViVA implementations.

Figure 6.10 shows the SpMV results. The figure includes results, relative to a straight-

forward scalar version, for a ViVA implementation and an implementation that uses a high-

performance autotuned sparse kernel library, OSKI [VDY05]. The figure does not include

the significant install time for OSKI, nor does it include the runtime matrix tuning required

to achieve good performance. The runtime tuning, paid at least once during the execu-

tion of an application that uses OSKI, is equivalent to approximately 20–100 sparse matrix

multiplies for the test matrices.

The results show that both OSKI and ViVA are able to deliver much better performance

than the straightforward scalar implementation. In most cases, OSKI is able to deliver

better average bandwidth than ViVA, which reflects OSKI’s optimized library procedures
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and runtime tuning call. Note that ViVA’s performance is close to what OSKI provides in

all cases, and is even slightly better on the least-structured matrices, even though its code

is straightforward and it does not require runtime tuning.
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Figure 6.11: Sparse matrix-vector multiplication execution time with larger L1 cache, rel-

ative to original time. Lower is better. Note that the y axis does not begin at 0.

Once again, I ran experiments to compare the performance of the scalar code running

on the original processor to the performance with a larger L1 cache. As with the corner

turn case, the experiment uses a L1 cache size of 64 KB and the same access time as

the smaller cache. Figure 6.11 shows the results. Performance for most matrices barely

improves with the larger cache. For one of the matrices, mac econ, the execution time for

the scalar code using the larger cache is almost down to 0.9 times the execution time with

the regular cache; OSKI’s performance for that matrix gets about half of that benefit. The

improvement is significant, but is still dwarfed by ViVA’s result of providing over twice the

average bandwidth that the original scalar code can achieve.

The reduction in DRAM accesses is much less dramatic for SpMV than it is for corner

turn. Figure 6.12 shows the DRAM reads observed for the OSKI and ViVA implemen-
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Figure 6.12: Sparse matrix-vector multiplication DRAM accesses. Note that y axis does

not begin at 0.

tations, relative to the scalar code. In some cases, OSKI actually performs more DRAM

accesses than the original code. OSKI restructures the matrix in order to obtain better cache

performance, which can lead to different memory access behavior. Many of the techniques

that improve cache performance rearrange the order of cache accesses, in order to take

advantage of hardware prefetching behavior. The optimized behavior can have much bet-

ter execution performance, even if the application transfers the same amount of data from

DRAM to the L2 cache. In some ways, the ViVA code is similar, although it does not rely

on hardware prefetching: performance comes through presenting many concurrent accesses

to the memory system, not through reduction in memory data transfer.

In essence, autotuning and ViVA both attack the problem of scalar code that delivers

poor performance. Autotuning focuses on wringing the most performance from the exist-

ing architectural features, avoiding the task of understanding the complexities of multi-level

scalar cache and hardware prefetchers by taking advantage of a computer’s ability to ex-

periment with many combinations of code alternatives. ViVA, on the other hand, avoids
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the complexity from the beginning by providing a simpler path to memory. Fortunately, the

idea of autotuning can be applied to any architectural feature, including ViVA: even though

vectorized memory accesses in ViVA tend to perform better than straightforward scalar ac-

cesses, autotuning can still be used to experiment with code structure and organization to

maximize performance.

6.5 Summary

This chapter presented the performance results for ViVA. First, I ran a series of microbench-

marks to test execution speed for some basic memory access patterns. The results show that

ViVA is able to deliver significantly better performance than scalar code, without relying

on a power-hungry hardware prefetcher.

I also look at performance on corner turn, used in multi-dimensional FFTs and other

applications that need to rearrange large amounts of data, and sparse matrix-vector multi-

plication, used in many scientific simulations. ViVA gives much better results than regular

scalar code, and gives performance close to highly-optimized autotuned libraries.

Code Base version ViVA speedup (median)

Unit stride Optimized scalar 1.46

Strided Scalar 1.92

Indexed Scalar 1.80

Stanza triad Optimized scalar 1.63

Corner turn Scalar unrolled 1.88

2.95 (ViVA blocked)

Scalar blocked 0.70

1.11 (ViVA blocked)

SpMV Scalar 1.90

Scalar autotuned 0.84

Table 6.4: Summary of ViVA speedup, relative to scalar code. Speedups of greater than

1.0 indicate performance improvement. MVL of 64 used for all ViVA runs. ViVA code

unblocked unless otherwise noted.

Table 6.4 summarizes the results. ViVA gives a significant benefit over both straightfor-

ward and optimized scalar code. Autotuned scalar programs give better results than simple
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ViVA examples, but ViVA and autotuning can be combined to deliver better performance

than either is able to deliver on its own.

In Chapter 7, I will conclude my thesis by summarizing my contributions and the overall

results of my work. Finally, I will take a look at some future directions towards which

my research could lead, focusing on methods of extending simple vector microprocessor

extensions to chip multiprocessors.
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Chapter 7

Conclusions and Future Directions

For many years, microprocessor manufacturers were able to deliver greatly increasing

single-thread performance by increasing clock rate and chip complexity. Recently, though,

power limitations have caused that performance improvement to slow or halt. Chip archi-

tects have started to explore new design paths and focusing on energy-efficient processing.

Vectors are an excellent match for the goal of increasing throughput by taking advan-

tage of parallelism — in this case, data-level parallelism — simply and efficiently. In this

dissertation, I explored methods that allow microprocessors to add low-complexity vector

extensions in an effective manner.

7.1 Summary of Contributions

My specific contributions in this thesis include:

• The design of ViVA, the Virtual Vector Architecture, which is a new extension to

traditional microprocessors that allows them to take advantage of vector-style mem-

ory instructions. Vector transfers occur between a new buffer and DRAM; individual

elements from the buffer can be transferred to the processor core, which can operate

on them.
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• The design and description of a technique that allows existing SIMD microproces-

sors to extend their ISA to a true vector ISA, in a simple manner. My approach

details the steps needed to extend SIMD instructions in a way that allows initial vec-

tor implementations to be low cost — virtually the same cost as the original SIMD

implementation — but easily extendable to higher performance and greater latency

tolerance for future implementations.

• A comparison showing the similarities and differences between SIMD extensions

and true vector processing, and a discussion of the implications of those differences.

• The modification of a cycle-accurate full-system simulator to allow it to be easily

extended at runtime. The modifications allow new instructions to be added, new

physical state to be created and associated with existing system objects, and simulator

execution flow to be observed and modified.

• The evaluation of ViVA’s performance in a number of different configurations, using

the modified simulator to execute code that represents patterns from the Berkeley

View dwarfs that are most relevant to my work.

7.2 Future Work

My work explored some of the details of extending microprocessors with vector extensions,

but there is much more that can be done.

7.2.1 Further Evaluation

The first logical extension to this dissertation is the continuation of the evaluation of ViVA.

SpMV and corner turn are useful beginnings, but many of the dwarfs described in Sec-

tion 4.3 exhibit some degree of data-level parallelism that would work well with ViVA.
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7.2.2 Vector CMPs

Microprocessor manufacturers have recently begun to embrace chip multiprocessors. Most

likely, the trend of including greater numbers of cores on a single die will increase. A

natural extension of my work is to examine ways that it interacts with multiple cores on a

single die.

Vectors can help in striking a balance in regards to a controversial issue in the design

of chip multiprocessors: should cores be large or small? Small, simple cores are more

power efficient, and can lead to greater overall throughput; on the other hand, application

performance will be limited by Amdahl’s law if no individual core can deliver high single-

thread performance. Vectors are low complexity, but can provide high performance for

some applications.

CMPs can help deal with an important question in vectors, as well. Vectors are forced

to deal with an inherent tradeoff between efficient use of chip area over a wide range of

applications, and high performance on programs that contain a large amount of data-level

parallelism. Adding lanes to vector processors increases peak performance, but reduces the

number of applications that can use all of the hardware. Splitting the lanes over multiple

processors has the potential to allow greater use of the hardware, while retaining a high

overall throughput.

Designing a chip that specifically takes advantages of chip multiprocessors — multi-

ple cores on a single die, rather than cores split across different physical silicon chips —

will offer architects unique opportunities. It is possible just to include multiple copies of a

processor on one larger die, but that approach wastes the possible benefits. On-chip com-

munication is much faster than messages that have to pass through chip output drivers, a

circuit board bus, and input drivers. Power consumption is lower as well.

Three main areas are critical for vector CMPs:

• synchronization;

• virtually combined datapaths; and
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• cross-core data communication.

Synchronization

Synchronization plays a large role in multiprocessing. Currently, most CMPs synchronize

through coherency mechanisms, which often use the L2 cache hardware as a communica-

tion path. Unfortunately, latency to the L2 cache can be quite large.

Blue Gene/L and other multiprocessors have examined approaches for improving syn-

chronization performance, such as using a dedicated barrier network [GBC+05]. Other

researchers have looked at different techniques specific to chip multiprocessors [SGC+05].

Vector CMP synchronization techniques will likely be similar to synchronization tech-

niques for other processors, but a vector’s organization of shared control of multiple lanes

might result in slightly different tradeoffs or opportunities. Further research could help

clarify the situation and provide insight as to which techniques work the best.

Virtually combined datapaths

Vector programs can work with different numbers of lanes. In fact, vector applications are

typically unaware of the number of lanes available on a processor. Thus, vector CMPs have

the opportunity to change the number of lanes available to different programs dynamically:

multiple vector cores can work together on a single application, by sharing program control

over the lanes of all cores.

Virtually combined datapaths offer a number of benefits. Individual cores can have a

relatively small number of lanes, so that many applications can run at full efficiency. Appli-

cations can run on multiple cores, for greater performance. A processor can support many

simultaneous hardware threads, or appear to have fewer threads for when an application

cannot support a large amount of thread-level parallelism.

There are a number of issues and challenges that come with the idea of combining

vector datapaths. It might simplify application programming if the operating system was
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able to decide when to combine datapaths, but applications might be able to improve hard-

ware utilization if they had a way to communicate the number of lanes they could use. If

applications are going to participate in the act of combining datapaths, how should the pro-

gramming model change? The possibility of changing the number of cores dedicated to a

single program during its execution would allow the processor to use resources more effi-

ciently, but would also demand careful design. Greater numbers of lanes per core reduces

control overhead, but also reduces the flexibility of the processor to offer a wider range of

threads; the ideal ratio involves tradeoffs that should be investigated.

Cross-core data communication

Generally, vectors work most efficiently when data stays within its own lane. Nevertheless,

programs sometimes need to perform some amount of cross-lane communication. Individ-

ual vector processors handle data movement in a variety of ways, from dedicated buses to

forcing communication to occur through memory.

If an architecture can combine multiple vectors cores and make them appear as a single

processor, it must decide how to deal with cross-lane communication — now cross-core

communication. Processors could use the memory path to communicate data across cores,

but there are a number of drawbacks to that approach: even though vectors tolerate latency,

memory-bus communication might be slow enough to have a large effect on overall pro-

gram performance; worse yet, using the memory bus would consume precious memory

bandwidth.

An alternative is including a dedicated bus. Vector CMPs could use a single-purpose

low-latency bus for implicit cross-core communication. Such a design raises many ques-

tions. How much benefit would a dedicated bus give to overall performance? Would power

consumption make such a design infeasible? What are the tradeoffs of including buses that

only connect a small number of cores, versus a more flexible design that would allow many

cores to communicate? How would a hierarchical design work?
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7.2.3 Other Low-complexity Vector Extensions

In this dissertation, I explored a few ideas of low-complexity vector microprocessor exten-

sions. Those concepts, though, were only a few points in a wide spectrum of possibilities.

Further research could explore other similar ideas. A few examples include:

• A small number of vector cores as part of a heterogeneous multicore processor.

• Low-power multi-lane vector extensions, run at lower voltage and clocked slower

than the scalar core.

• A processor similar to ViVA that can reallocate storage between scalar cache and

vector registers.

150



References

[AA06] Keith Adams and Ole Agesen. A comparison of software and hardware tech-

niques for x86 virtualization. In ASPLOS-XII: Proceedings of the 12th in-

ternational conference on Architectural support for programming languages

and operating systems, pages 2–13, New York, NY, USA, 2006. ACM.

[AAA+04] Pratul K. Agarwal, Richard A. Alexander, Edoardo Apra, Satish Balay,

Arthur S. Bland, James Colgan, Eduardo F. D’Azevedo, Jack J. Dongarra,

Jr. Thomas H. Dunigan, Mark R. Fahey, Rebecca A. Fahey, Al Geist, Mark

Gordon, Robert J. Harrison, Dinesh Kaushik, Manojkumar Krishnan, Piotr

Luszczek, Anthony Mezzacappa, Jeff A. Nichols, Jarek Nieplocha, Leonid

Oliker, Ted Packwood, Michael S. Pindzola, Thomas C. Schulthess, Jef-

frey S. Vetter, James B. White, III, Theresa L. Windus, Patrick H. Worley,

and Thomas Zacharia. Cray X1 evaluation status report. Technical Report

ORNL/TM-2004/13, Oak Ridge National Laboratory, January 2004.

[ABC+06] Krste Asanovic, Ras Bodik, Bryan C. Catanzaro, Joseph J. Gebis, Parry Hus-

bands, Kurt Keutzer, David A. Patterson, William L. Plishker, John Shalf,

Samuel W. Williams, and Katherine A. Yelick. The landscape of parallel

computing research: A view from Berkeley. Technical Report UCB/EECS-

2006-183, EECS Department, University of California, Berkeley, December

2006.
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