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Abstract

Designs of Broadband Highly Linear CMOS LNAs for Multiradio Multimode

Applications

by

Wei-Hung Chen

Doctor of Philosophy in Electrical Engineering

University of California, Berkeley

Professor Ali M. Niknejad, Chair

With the proliferation of wireless communications, there emerges a trend towards

integrating multiple wireless functionalities into one mobile device. Recently we have

been observing a paradigm shift in the integrated wireless transceiver design where several

narrow-band receivers tailored for dedicated applications, e.g. cellular and wireless LAN

(Local Area Network), are replaced by one single circuit which is reconfigured to support

different radio standards, the so-called “Universal Receiver”. The front-end circuits of the

universal receiver therefore have to be able to accommodate operations across a wide range

of frequency bands, and different performance requirements for low noise and high linearity.

Realizing such universal front-ends, e.g. Low-Noise Amplifier (LNA), with a broadband

circuit appears attractive because of the reduced cost realized by area reduction due to

sharing the core circuits and package pins. In a “digital” receiver architecture, most of the
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signal processing is replaced by high-speed samplers and digital circuits, but a broadband

LNA is still indispensable in order to relax the stringent performance requirements of the

subsequent samplers. In this scenario we are actually running into the classic performance

trade-off of analog circuits design among noise, linearity, and broadband impedance match.

This research examines the issues associated with the implementation of conventional broad-

band LNAs, and presents design techniques for combined noise and distortion cancelation

to achieve simultaneous low noise and high linearity. Detailed analysis are conducted, and

verified experimentally with two integrated circuit prototypes fabricated in 0.13 µm and

65 nm CMOS technologies, respectively.

Professor Ali M. Niknejad
Dissertation Committee Chair
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Chapter 1

Introduction

Wireless communications have proliferated and penetrated into daily life as a result

of decades of continuous advancements in communications and semiconductor technologies.

A wide variety of applications, ranging from Global Positioning System (GPS), cellular

communications, Wi-Fi Local Area Network, and short-range personal communications

such as Bluetooth (BT), have been commercially deployed and continue to evolve. On the

emerging horizon, mobile terminals no longer limit their usage to a single purpose, but serve

to provide a multitude of access to heterogeneous networks over which rich service contents

are delivered by concurrent or switchable operation of/among different link communications

[6]. It is not difficult to imagine a scenario in which a wireless mobile gadget is used around

the globe to receive emails, search the Internet, watch hi-definition video streaming over the

air, send pictures to a remote printer, track geographic position and receive route/location

recommendation from www resources, just to name a few. This quest for ubiquitous wireless

connectivity and the trend toward a highly integrated solution have opened up a new
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big wave of challenges and opportunities for radio integrated circuits designs, as will be

explained next in the introduction.

1.1 Towards Multistandard Multimode Mobile Terminals

The realization of multiple radio functionalities in a single mobile terminal is best

envisioned by the increasing popularity of the so-called “Smartphone” in recent marketplace.

Today’s prevalent models, such as Nokia’s N- series and Apple’s iPhone 3G, are aimed to

operate across 7 WEDGE frequency bands, i.e. quadband GSM (850/900/1800/1900 MHz)

and triband UMTS (850/1900/2100 MHz), with extended support for HSDPA [7], and to

allow simultaneous digital FM radio, Bluetooth, WiFi (802.11 b/g) and GPS connectivi-

ties. Some models also come equipped with support for mobile TV standards such as Digital

Video Broadcasting-Handheld (DVB-H) [8]. Integration with new standards such as Long-

Term Evolution (LTE) [9] and Worldwide Interoperability for Microwave Access (WiMAX)

[10] are developing at a steady pace and commercial realization is expected by 2010 to 2012.

Fig. 1.1 shows the projected growth of sale of Smartphones in units. It is estimated that

by 2013 the demand will grow by a factor of five from the levels found between 2005 and

2007 [1]. Along with this trend, impressive momentum of growth is also ramping up for

other new radio platforms, such as Mobile Internet Devices (MID)1. The annual shipments

of MIDs will jump from 0.3 million in 2008 to 40 millions by 2012 according to [11].

1 MIDs are a new class of emerging low-power mobile lifestyle devices. The form factor of MIDs fall in
between a Smartphone and notebook/tablet computer. The inclusion of 3GPP, WiMAX, WLAN+BT+FM,
GPS and Mobile TV in MIDs is roadmapped by 2012.
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Figure 1.1: Projected sales of Smartphones [1]

In order to maximize the level of integration with a small form factor, sharing

of hardware resources between multiple radio systems becomes necessary. Fig. 1.2 shows a

visualization of today’s state-of-the-art implementation [2]. Notice that the digital baseband

and application processors are not included in this picture and the following discussion will

be focused on the platform’s analog/radio interfaces. The multiband 2G and 3G radios are

integrated in a single chip, while several other ICs are deployed for a handful of applications.

Taking a closer look at the 2G/3G portion, Fig. 1.3 reveals that multiple receiving paths

are placed on the single die, with a fair number of external passive devices such as SAW

filters and switches scattering on the PC board. Passive devices can be integrated with the

silicon die using 3-D stack-up packaging to save the board area 2. However, the cost of

System-In-Package (SiP) is still prohibitively high for wide adoption.

2Common practice is two-chip solution, i.e. one front-end module for passives and power amplifiers, and
the other is System-on-the-Chip (SoC)
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A Low Noise Figure 1.2-V CMOS GPS Receiver
Integrated as a Part of a Multimode Receiver

Mikael Gustafsson, Aarno Pärssinen, Member, IEEE, Patrik Björkstén, Mika Mäkitalo, Arttu Uusitalo,
Sami Kallioinen, Juha Hallivuori, Petri Korpi, Sami Rintamäki, Ilkka Urvas, Tuomas Saarela, and Tero Suhonen

Abstract—This paper presents what kind of challenges are posed
when a Global Positioning System (GPS) receiver is being added
to a multiradio terminal. The GPS receiver chain is integrated as
a part of a multiband and multimode receiver, designed for global
system for mobile communications (GSM) and wideband code
division multiple access (WCDMA). The hostile radio environment
challenges in a terminal level are discussed. Especially, the modi-
fications of the additional GPS mode to an existing receiver ASIC
with minor and most necessary changes to the implementation
is discussed and presented. The IC is implemented in a 0.13- m
CMOS technology without any analog options. At 1.2-V supply
voltage and total power dissipation of 49 mW for the analog signal
path, the proposed GPS receiver features a noise figure of 2.2 dB
and an out-of-band IIP3 of +24 dBm for the worst-case test
scenario, which makes it suitable to cellular handset usage in a
demanding interference environment.

Index Terms—CMOS radio receiver, direct conversion receiver,
global positioning system, global system for mobile communica-
tions, wideband code division multiple access.

I. INTRODUCTION

THERE is an increasing demand for mobile devices sup-
porting several wireless communication systems in the

mobile communication market [1]. This also creates pressure
for lower power, higher integration and lower cost for the radio
implementation, and moreover for combining requirements of
several standards to a single RF ASIC specification [2]. High
level integration also has to take other factors into account,
such as antenna placement in a terminal, which is shown in
Fig. 1. The terminal form factor and antenna placement are so
important that they need to be taken into account in how the
integration of the different systems into a terminal should be
done. Therefore, integration of all systems to a single ASIC is
not the straightforward solution for a multiradio terminal. Re-
cent CMOS implementations show the capability to single-chip
radio integration [3], [4], and high performance at low supply
voltages [5], which can be utilized easily in a terminal. Sharing
of hardware resources between multiple radio systems is
feasible, especially if interworking schemes allow it [6]. The
coexistence and interoperability between different systems can
be also partially taken into account in standardization bodies,

Manuscript received November 17, 2006; revised February 26, 2007.
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Fig. 1. Visualization of a multiradio terminal.

but they do not bring a comprehensive solution for all combi-
nations including worst-case scenarios covering both external
radio transmissions and device internal interferers [7].

Some of the most severe conditions have been estimated for
the radio receiver ASIC that includes both cellular and Global
Positioning System (GPS) system that can be operated in a
cellular phone having extensive multiradio capabilities. The
multiradio challenge is presented in this paper by adding a
worst-case system scenario in sense of sensitivity and suscep-
tibility to intermodulation of interoperable radio systems. GPS
is one of the most vulnerable systems because of the inherently
weak radio signal from the satellite.

The objectives were also to share hardware resources with
some existing ASICs. There are a large number of possible
radios in a terminal where similar frequencies and hardware
resources can be shared between multiple radio systems;
examples of used frequencies are shown in Fig. 2. The hard-
ware resources sharing for the selected case of wideband code
division multiple access (WCDMA) and global system for
mobile communications (GSM) signal path with GPS, can
come from two issues. First, the GPS can be combined with
diversity branch if such is used in the reception, and second,
the modifications in ASIC design may be so minor that it is a
more efficient way of developing the solution.

In this paper, we both increase the level of RF integration
combining analog and digital circuitry on the same ASIC and
combine the requirements of several radio standards in the same
signal processing paths, i.e., receiver chains. We will discuss the
GSM and WCDMA radio standards requirements and in which
way they affect the implementation issues. We will describe how
a GPS mode [8] can be added to a receiver supporting GSM and
WCDMA systems, with only minor additions and changes to the
circuitry. As a result, the GPS receiver demonstrates state-of-
the-art performance with low power consumption and the GSM

0018-9200/$25.00 © 2007 IEEE

Figure 1.2: Visualization of a state-of-the-art multi-radio platform [2]
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Figure 6.3.1: System block diagram. Figure 6.3.2: Transmitter analog / RF section.

Figure 6.3.3: Receiver front-end.

Figure 6.3.5: Transceiver Performance Summary. Figure 6.3.6: Measured HSUPA in PCS Band.

Figure 6.3.4: NF in presence of WCDMA TX. 

6

Figure 1.3: Block diagram of a WEDGE transceiver by Skyworks [3]
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Another direction of reducing the number of ICs is currently taking place by inte-

grating into a single chip WiFi, GPS, Bluetooth and FM radios 3. Further increasing the

level of radio integration into one single chip helps reduce the platform size and the overall

Bill-of-Materials. This leads to a very desirable prospect for “Universal Radio”, a single

transceiver whose performances can be reconfigured and tailored for a plethora of different

radio functionalities.

1.2 Universal Radio Receivers

  ADC

  ADC

DSP

RXRF RXBB Digitizer

LO

Figure 1.4: Illustration of an universal radio for multiple standards

The cartoon diagram in Fig. 1.4 illustrates the concept of an universal radio re-

ceiver. The direct-conversion architecture is preferred because it allows least circuit topology
3latest CSR9000 model from CSR. It is estimated that combo chips will account for nearly 60% of

connectivity solutions that ship into mobile phones by 2012 [12].
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change and agile frequency adaptation. Unlike Fig. 1.3 where each circuit building block is

optimized and dedicated for one specific standard, the building circuits of the universal ra-

dio have to work across a wide frequency range and, at the same time, meet identical, if not

more stringent, performance specifications required by each individual standard [13][14].

For instance, in the LNA, this means multiple band input impedance matching and low

noise figure 4.
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Figure 10.5.1: Block diagram of the RF transceiver within the SoC.

Figure 10.5.3: DPA and PA predistortion mechanism.

Figure 10.5.4: Digital phase error (PHE) signal at various output power levels.
Figure 10.5.5: Measured AM-PM predistortion at PHE during RF power level
step.

Figure 10.5.2: Block diagram of the digital baseband and peripherals within
the SoC.
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Figure 1.5: Digital RF transceiver architecture from Texas Instrument

4or a single broadband operation
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Contrast to the conventional homodyne receivers, another architecture candidate,

referred as “Digital RF”, moves the task of signal conditioning, such as frequency conversion

and filtering, from analog to discrete-time domain by employing a series of high-speed

samplers and digital signal process techniques [15, 16, 17]. A block diagram example of

a single-chip digial-RF GPRS/Blueetppth/FM transceiver is shown in Fig. 1.5. In this

implementation, most of analog circuits in conventional homodyne receivers are replaced

by their digital counterparts. This architecture favors fast switching nano-scale transistors

and benefits by the continued technology scaling. However, due to noise folding caused by

discrete-time sampling, a low noise amplifying stage has to precede the samplers in order to

suppress the impact of sampled noise on the receiver sensitivity. Therefore the Low Noise

Amplifier (LNA) remains indispensable for both architectures.

1.3 Blocker Considerations

Blockers are usually the strong transmitting signals from unintended uplink com-

munications that the LNA picks up along with the desired receiving signal. The amplitude

of these interference signals is usually order-of-magnitude larger than the desired signal. If

not appropriately attenuated, they will dominate the LNA response and block the healthy

receiving of the intended signal. The impacts of blockers include desensitizing the receiver

sensitivity, compressing amplifier gain and eventually driving circuits into saturation, in-

creasing signal distortion and reciprocally mixing with LO phase noise, all of which dete-

riorates link performances such as receiver bit error rate [18]. Standalone radio mitigates

the blocker issue by placing high-Q filters in front of the LNA to reject the unwanted signal
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energy 5. As illustrated in Fig. 1.6, the proximity of multiple transmitting paths in a dense

multiradio implementation inherently increases the chance and the complexity of blocking

events. A particular case occurs when GPS functionality is incorporated with a few other

TX1

TX2TX3

RX1

Chip 1

Chip 2

Figure 1.6: Visualization of blocker

radios. There is no LNA linearity specification for standalone GPS because only one receiv-

ing channel is expected from the satellite and a high-Q filter easily rejects any undesired

interferences. If, however, situated on a platform where both WiFi and PCS transmitters

are active and pumping out strong signals nearby, the residual interference signal appearing

at the LNA input is still significant and incurs LNA linearity concerns 6.

The blocker scenario exacerbates as the trend of including more radio features and

utilizing more frequency bands continues. A tunable RF filter, as seen in Fig. 1.4, is best

suited for dynamically reconfigurable blocker rejection [19, 20]. However, existing solutions

rely on MEMS technology and needs to solve practical issues such as minimizing the extra
5in superheterodyne receivers, additional filters are placed between the LNA and Mixer
6for example, IIP3 of +14 dBm, see chapter 2.
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fabrication cost and improving the yield. Fig. 1.7 shows the diagram of a more promising

blocker removal technique. The technique first duplicates the incoming signals, both desired

and the interfering, in an auxiliary path parallel to the main LNA, down converts them to a

low frequency and filter out the blocker, then subtract the blockers from at the LNA output

[4, 21]. Moving around the frequency of the down mixing in the auxiliary path, the filtering

null is adjusted to different blocking profiles. Up to 35 dB rejection can be achieved at the

input of the mixers. This greatly relaxes the linearity requirement of the subsequent circuits.

However, the front-end LNA is still bombarded by the large amplitude of the blockers and

subject to stringent linearity requirement. For ′′digital RF′′ receivers, the filter response de-

pends on the coefficient values of the digital filters but the same concern remains as the LNA

still confronts the unattenuated blocker signals. In fact, as far as blockers are concerned, it

is the front-end amplifier that sets both the noise and linearity constrain for the receiver [22].
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Feedforward Interference Cancellation in Radio
Receiver Front-Ends

Sahar Ayazian and Ranjit Gharpurey

Abstract—An interference cancellation technique is described
for improving the dynamic range of receivers. A feedforward
approach is used to attenuate large interferers before the down-
conversion mixer in a receiver. This is accomplished with no
measurable impact on the in-band noise performance. Techniques
to cancel interference within a narrowband and also in multiple
bands are described. Simulation results and measurements from
a discrete prototype system are used to validate the approach.

Index Terms—Feedforward cancellation, front-end, interfer-
ence, low-noise amplifiers (LNAs) and mixers, narrow-band
receivers.

I. INTRODUCTION

ACONSEQUENCE of the increasing utilization of available
radio spectrum for wireless communications is a contin-

ually growing potential for interference, which leads to strin-
gent linearity specifications in receiver front-ends. Increasingly
higher data rates supported in some systems implies the need
for enhanced sensitivity. A combination of the above factors
makes the dynamic range requirements in radio receivers pro-
gressively challenging. This problem is severely exacerbated in
short-channel CMOS implementations, due to smaller supply
voltages in these technologies.

The linearity of the down-conversion receiver mixers is es-
pecially challenging because they operate in the presence of in-
terferers that are amplified by the front-end low-noise amplifier
(LNA). Since these mixers often need to have substantial gain,
it may not be possible to employ passive mixers to achieve the
desired linearity. Also since interferers can appear close to the
desired channel, it is difficult to employ filters at RF to attenuate
these interferers prior to the mixers.

In [1], we described an approach based on feedforward rejec-
tion to cancel close-in out-of-channel interferers at the output
of the LNA within a narrow band, in order to relax the linearity
requirement of the down-conversion mixers. The proposed tech-
nique was verified in a direct down-conversion receiver by means
of simulation. In this paper, we provide experimental results
based on a discrete prototype that uses commercially available
RF components to verify the approach in practice. Techniques
for multiband interference suppression are also presented.

The components used in the discrete design can easily be
implemented on-chip in integrated form in technologies such
as short-channel CMOS. Hence, this is a viable approach for

Manuscript received February 8, 2007; revised April 27, 2007. This paper
was recommended by Associate Editor B. Bakkaloglu.

The authors are with the Electrical and Computer Engineering Department,
University of Texas at Austin, TX 78712 USA ( e-mail: ranjitg@mail.utexas.
edu; sahar@ece.utexas.edu).
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Fig. 1. Abstraction of interference cancellation architecture.

commercial integrated radio implementations. Given that the
approach can significantly relax the linearity requirement with
minimal impact on noise performance, we expect this to be a
powerful and versatile technique for reducing interference levels
in radio receivers. A related approach was demonstrated more
recently in [2].

The problem of interference cancellation has been studied
extensively in the past in various contexts, including background
noise reduction in acoustic systems [3], interference rejection
in FM receivers [4], transmit leakage cancellation in CDMA re-
ceivers[5]andinterferencecancellationinmultiple inputsystems
[6], [7]. These techniques employ linearly independent combi-
nations of the signal and the interferer to cancel the interferer
by subtraction. The approach presented below does not employ
multiple receiver inputs, and can be used to cancel interference at
an arbitrary location in the spectrum relative to the desired signal.

II. FEEDFORWARD INTERFERENCE REJECTION

A. Overview

An architectural overview of feedforward interference can-
cellation in receivers is shown in Fig. 1. The receiver consists of
two paths. The front-end differential LNA and down-conversion
quadrature ( – ) mixers form the main path. The main-path is
assumed to employ direct down-conversion.

An auxiliary path includes – down-conversion mixers con-
nected to the input of the main path, high-pass filters (HPFs),
baseband amplifiers and phase shifters and passive – up-con-
version mixers connected to the output of the LNA. The RF
power incident on the antenna is assumed to consist of a desired
signal and interferers. In the auxiliary path, the incoming signal
and interferer are down-converted to baseband with a local os-
cillator (LO) frequency identical to that used in the main path of
the receiver. The HPFs attenuate the desired signal at baseband
and their outputs thus consist primarily of the interferers. The
interferers are amplified at baseband, applied to another HPF
and up-converted to the original input frequency. The output of
the auxiliary path is combined with the output of the LNA. The
phase of the up-converted interferer is set 180 degrees relative
to that of the interferer at the output of the main-path LNA, and

1549-7747/$25.00 © 2007 IEEE

Figure 1.7: Diagram of active blocker removal [4]
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1.4 Research Goal and Thesis Organization

This research focuses on the design of broadband highly linear LNAs suitable for

use in universal radios. Unlike narrow-band LNA whose design methodology has been well

explored in the literature [23, 24], the classic tradeoff among low noise, high linearity and

broadband impedance matching has to be well addressed in the new LNA design. Moreover,

the uniquely stringent linearity requirement in a multiradio scenario calls for a special atten-

tion to broadband amplifier linearization in this research. Because of application similarity,

the techniques developed in this research are also applicable for broadband communication

systems such as broadband cable tuner or mobile TVs.

This thesis is organized as follows. Chapter 2 begins with a review on LNA key

performance metrics, along with the consideration of its implication to the system perfor-

mance. Chapter 3 introduces the broadband noise cancelation technique and investigates

its noise-power tradeoff. Chapter 4 switches the focus to the design of distortion cancelation

for the proposed LNA circuit. The measurement results of a 0.8∼ 2.1GHz prototype LNA

will be presented in chapter 5 . Chapter 6 reviews the deficiency of the existing distortion

characterization method and presents an alternative approach. Finally, a modified noise

and distortion canceling LNA prototype aiming to solve the outstanding issues left by the

first prototype implementation will be presented in chapter 7. In the end, chapter 8 draws

conclusions of this research and discussions for future research.
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Chapter 2

LNA Fundamentals

Key LNA performances include input/output impedance matching, noise figure

and linearity. The significance of these metrics is reviewed in this chapter with circuit and

system examples.

2.1 Impedance Matching

Referring to Fig. 1.4, Low-Noise Amplifier (LNA) is the first receiver circuit on the

chip to accept and to amplify the incoming signal from the off-chip antenna. The signal has

to route along the trace on the PC board, through components such as filter or duplexer,

and via the package pin before it reaches the LNA input. Because of the substantial distance

by wavelength it has to travel, the signal energy may bounce back to the antenna if the

LNA input impedance does not match with antenna and transmission line’s characteristic

impedance. The signal energy needs to be received by the LNA for further amplification

and processing before it reaches the ADC. In some architectures where LNA output needs
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to route out of the chip1, the LNA output impedance also needs to be matched.

Impedance matching is characterized by scattering parameter, S11, by

S11 =
Zin − Z0

Zin + Z0
(2.1)

and specified in dB. Z0 is the transmission line characteristic impedance, typically 50 Ω.

The ratio of the input signal power and the power absorbed by the LNA is related to S11

by

LNA input power
available power from the signal source

= 1− S2
11 (2.2)

In practice, S11 of less than −10 dB, i.e. > 90% signal energy absorption, is considered

acceptable. Impedance matching is LNA’s primary requirement because of its preceding

role in the receiver chain. This imposes a constraint on the available amplifier topologies,

and distinguishes front-end amplifier design from generic amplifier designs.

A commonly-used LNA schematic for narrow-band application is shown in Fig. 2.1(a).

From [23] the input impedance ignoring pad parasitics is

Zin = sLg +
1

sCgs
+ sLs +

gm
Cgs
× Ls (2.3)

Although no resistive device in the circuit, a real impedance forms due to a 90o phase

lag of the gate current compensated by a 90o phase lead of the voltage across Ls by gm

current. gm, thus Cgs, are usually predominated by the amplifier gain or power consumption

requirement. The source inductor, Ls, is then chosen to match this real-valued impedance

to source resistance Rs. The gate inductor, Lg, is to tune out the residual imaginary

1Interstage off-chip filtering in super heterodyne receivers.
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Cpad

Ls

Lg

Cgs

(a) single stage

Cpad

Ls

Lg

Cgs
Cx

Lx

(b) multiple stage

Figure 2.1: Impedance matching with source degeneration inductor
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impedance left by Cgs and Ls at resonant frequency ω0.

ω0 =
1√

Cgs(Ls + Lg)
(2.4)

The quality factor of the series RLC network is

Q =
1

2Rsω0Cgs
(2.5)

, and the matching bandwidth is inversely related to Q by

BW =
ω0

2Q
(2.6)

Given Rs = 50 Ω and f0 in the GHz range, Q of Eq. 2.5 is greater than 1 for practical Cgs

values, and the bandwidth is limited.

To accommodate multi-band operation, more than one narrow-band LNA is usu-

ally placed in parallel, as previously seen in Fig. 1.3. This is a straightforward implementa-

tion but at cost of die area, due to duplicity of similar circuits, and pin counts. In addition,

the number of the inductors also multiplies, leading to even greater area consumption. In

an analogy to filter synthesis, the bandwidth of the resistance conversion from gm
Cgs
× Ls in

Eq. 2.3 to Rs is in inverse proportion to the network Q, or, in proportion to the number of

the conversion stages [25]. As shown in Fig. 2.1(b), a much wider bandwidth is realized by

inserting more LC stages. An Ultra Wideband (UWB) performance, say from 3.1 to 10.6

GHz is achieved in [26] with two more inductors. This implementation reduces the number

of pins, but the number of inductors remains high.

Contrary to the area overhead of inductors, inductorless broadband LNA config-

uration achieves very compact silicon implementation and receives a high interest recently
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Cgs

Cpad

in

RL

(a) common-gate

in

Cpad

RF
RL

(b) shunt-shunt feedback

Figure 2.2: Broadband inductorless LNA topology

[27, 28]. This is partly attribute to the availability of high fT transistors, as a result of

continual technology scaling, so that the need of using inductors to compensate for capaci-

tive parasitics for bandwidth extension abates. Two well-known broadband topologies are

common-gate and feedback amplifiers. Fig. 2.2(a) and Fig. 2.2(b) show the schematics,

respectively. It is straightforward to show the input impedance of both circuits without

parasitics is

Zin,CG =
ro +RL
1 + gmro

≈ 1
gm

and

Zin,FB =
RF +RL ‖ ro

1 + gm × (RL ‖ ro)
≈ RF

1 + gm × (RL ‖ ro)

(2.7)

, where ro is the drain output resistance. Both input impedances can be easily matched to

source resistance Rs by varying gm and the resistance values. Even at a high frequency when

the effect of parasitic capacitance kicks in, the bandwidth of the common-gate configuration
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is improved by including the existing bond wire inductor to form a low Q network.

Q =
RsωCgs

2
< 1 (2.8)

The Q value is smaller than that of Eq. 2.5, indicating its broad bandwidth. For shunt-shunt

amplifier, the bandwidth is readily extended by the nature of feedback configuration.

Circuit examples in Fig. 2.1 and Fig. 2.2 can be combined to derive versatile broad-

band topologies. For instance, common-gate + shunt- shunt feedback [29, 30], common-

source degeneration + shunt-shunt feedback [31], and common-source degeneration + trans-

former feedback [32] all appear. The down side of the common-gate and shunt-shunt feed-

back amplifiers is their inferior noise performance, as will be discussed shortly.

2.2 Noise Figure

Noise factor, F , is the metric to evaluate Signal-to-Noise Ratio (SNR) degradation

by a noisy circuit after the signal passes through it.

F =
SNRin
SNRout

(2.9)

In practice, noise figure, NF , the decibel value of noise factor, is more commonly used. An

alternative expression more transparent to circuits design is by distinguishing the source

output noise from the circuit’s own noise, and is

F =
total output noise

output noise due to source

= 1 +
output noise due to the circuit

output noise due to source

(2.10)
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In a cascade system where each building block not only amplifies the incoming signal, but

also contributes noise of its own circuit, the system noise figure is described by the well-

known Friis formula,

Fall = 1 + F1 +
F2 − 1
G1

+
F3 − 1
G1G2

+ ...+
Fi − 1∏i−1
j=1Gj

(2.11)

, where Fi, Gi are the noise factor and gain, respectively, of the ith stage down in the chain

[33]. As Eq. 2.11 suggests, the LNA dominates, if not overwhelms, the receiver noise figure

by dividing the noise of the subsequent stages with LNA gain.

Receiver sensitivity defines the minimum input signal that can be discerned in the

backdrop of a chain of noisy circuits. Based on the definition of Eq. 2.9,

Psens. = SNRRx + Pn,s +NFRx (2.12)

SNRRx is the signal-to-noise ratio at receiver output. Pn,s and NFRx are the source noise

power and the receiver noise figure, respectively, referred to antenna, all in dB or dBm.

The receiver sensitivity and output SNR are metrics closely related to link performances

such as bit rate and communication distance. With higher SNR, for instance, the receiver

can support the use of more complex signal modulation schemes and boost the data rate.

With lower sensitivity level, the furthest distance that the receiver can operate enhances.

Therefore the receiver, thus LNA, noise figure needs to be as low as possible.

Fig. 2.3 illustrates the way to represent the noise behavior for any 2-ports. An

input-referred noise voltage source and an input-referred noise current source suffice to

characterize 2-port’s noise behavior at any source impedance [34]. The noise factor is found
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(a) noisy 2-port
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in

(b) noiseless 2-port with input referred noise sources

Figure 2.3: Two-port noise representation

as

F = 1 +
v̄2
n,eq + ī2n,eq × (Zs ‖ Zin)

v̄2
n,Rs

(2.13)

, where Rs is the real part of the source impedance Zs. It shows that noise figure is affected

by the noise voltage v̄2
n,eq, and the split noise current ī2n,eq into Zs. The noise figure depends

both on the ratio between Zs and Zin, and the 2-port’s own noise properties. This is

different from input impedance match, which depends only on the ratio of Zs and Zin. In

other words, the optimal source impedance for noise match does not necessarily correspond

to power match at the same time.

Specify the noise sources in Fig. 2.3 by their equivalent noise resistance or conduc-

tance.

v̄2
n,eq = Rn × 4KT∆f

ī2n,eq =
1
Gu
× 4KT∆f

v̄2
n,Rs = Rs × 4KT∆f

(2.14)

It can be shown that the noise figure can be expressed as
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F = Fmin +
Rn
Gs
×
(
(Gs −Gopt)2 + (Bs −Bopt)2

) (2.15)

, where the minimum noise figure

Fmin = 1 + 2Rn × (Gopt +Gc) (2.16)

corresponds to the noise figure at an optimum source admittance

Ys,opt = Gopt + jBopt and

Bopt = −Bc

Gopt =
√

(
Gu
Rn

+G2
c)

(2.17)

Gc and Bc are the correlated conductance/admittance between v̄2
n,eq and ī2n,eq, respectively

[35, 36].

By properly designing the impedance matching network, the inductor source-

degenerated LNA typically achieves a noise figure around 2 dB, or less, and it improves with

technology scaling due to smaller NFmin [37]. However, for the broadband common-gate

and feedback circuits in Fig. 2.2, consider transistor’s drain current thermal noise,

ī2n,drain = 4KT
γ

α
gm ×∆f (2.18)

, K = 1.38 × 10−23, γ is transistor thermal noise coefficient and α = gm
gd0

. gd0 is the drain

conductance at zero drain voltage. α is roughly equal to 1 and γ is greater than 1 in

short-channel transistors [38, 39]. The noise factor of both circuits due to ī2n,drain alone is

F = 1 +
γ

α

1
gmRs

(2.19)
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Under the circumstance of input impedance match, i.e. Zin = Rs, Eq. 2.19 is already larger

than 3 dB. Factoring in other noises in the circuit, it is very common that such LNA has

a noise figure exceeding 5 dB.

Table 2.2 summarizes typical receiver input sensitivity and noise figure for a few

well-deployed communication standards. Notice the listed NF values in Table 2.2 refers to

noise figure at the air interface of the receiver, i.e. the antenna. It includes the noise figure

of the passive devices between the LNA and antenna2, as well as noise of the remaining

receiver circuits. Accounting for these extra NF degradations, a noise figure of 3 dB is

expected for LNA in most applications [40, 41].

WCDMA WLAN1 GPS WiMAX2 BlueTooth

Psens. (dBm) -102 -65 -136 -65 -70

SNR (dB) 5.2 28 7 24 21

NF (dB) 9 7.5 2 7 23

1 802.11a @ 54Mb/s mode

2 64 QAM

Table 2.1: Sensitivity and noise figure comparison

2.3 Linearity

The incoming signal of a radio receiver may vary in magnitude by several orders

as a result of moving away from or close to the signal transmitting source. Unlike noise
2Typical loss of off-chip components is between 1.5 to 3 dB
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figure which translates to receiver’s minimum detectable signal as shown in Eq. 2.12, the

linearity performance determines the largest signal level that a receiver can accommodate

without failing the Signal-to-Noise+Distortion ratio (SNDR).

2.3.1 Taylor Series Distortion Characterization

Assume the nonlinear relationship between the system’s output and input is de-

scribed by

Sout = Sout,DC +
∞∑
i=1

ai × (Sin − Sin,DC)i , where

ai =
1
i!
diSout
dSiin

∣∣∣∣
Sin,DC

(2.20)

Disregarding the static terms, the AC signals, sin and sout, are expressed as

sout = a1 × sin + a2 × s2
in + a3 × s3

in + Higher order terms (HOTs). (2.21)

For now, neglect higher order terms and assume a sinusoidal input,

sin = A sin(ω1t) (2.22)

Plugging it into Eq. 2.21, the output becomes

sout = a1A sin(ω1t) + a2A
2 sin(ω1t)2 + a3A

3 sin(ω1t)3

= (a1A+
3
4
a3A

3) sin(ω1t) +
1
2
a2A

2 sin(2ω1t) +
1
4
a3A

3 sin(3ω1t)

(2.23)

The output magnitude at ω1 deviates from the linear term a1A by a small amount of 3
4a3A

3

if A is small. The nonlinear coefficients produce additional terms at 2ω1 and 3ω1. Their

relative magnitude to the fundamental output is referred to as the second- and third-order
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harmonic distortion.

HD2 ≈
1
2a2A

2

a1A
=

a2

2a1
A

HD3 ≈
1
4a3A

3

a1A
=

a3

4a1
A2

(2.24)

The harmonic distortion increases with input signal amplitude. Due to negative a3 in most

circuits, the output signal at ω1 experiences gain compression as input magnitude increases.

This is characterized by P1dB that defines the input level with the signal gain 1 dB, or 11%,

smaller than a1.

a1 +
3a3

4
A2 = a1 × 10( 1

20
)

AP1dB
=

√∣∣∣∣4a1

3a3

∣∣∣∣
(2.25)

For inputs of more than one frequency, say, two of ω1 and ω2,

sin = A1 sin(ω1t) +A2 sin(ω2t) (2.26)

The results of the output become

sout =(a1A1 +
3
4
a3A

3
1 +

3
2
a3A1A

2
2) sin(ω1t) + (a1A2 +

3
4
a3A

3
2 +

3
2
a3A1A

2
2) sin(ω1t)

+
1
2
a2A

2
1 sin(2ω1t) +

1
2
a2A

2
2 sin(2ω2t)

+
1
4
a3A

3
1 sin(3ω1t) +

1
4
a3A

3
2 sin(3ω2t)

+
(
a2A1A2 sin(ω1t+ ω2t) + a2A1A2 sin(ω1t− ω2t) +

3
4
a3A

2
1A2 sin(2ω1t+ ω2t) +

3
4
a3A

2
1A2 sin(2ω1t− ω2t) +

3
4
a3A

2
2A1 sin(2ω2t+ ω1t) +

3
4
a3A

2
2A1 sin(2ω2t− ω1t)

)
(2.27)
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In addition to the harmonic distortions, the terms in the capital bracket contain distortions

at different frequency combination of ω1 and ω2. They are the intermodulation distortion,

defined by

IM2 =
a2A1A2

a1A1

IM3 =
3
4a3A

2
1A2

a1A1

(2.28)

In a 2-tone test, A1 and A2 are made equal. If ω1 is close to ω2, the intermodulation product

at 2ω1 − ω2 and 2ω2 − ω1 are also near the fundamental tones and hard to distinguish and

to eliminate in real systems due to finite filter Q. Fig. 2.4 shows a plot of output v.s. input

signal power at both frequencies. On dB-dB scale and in the small signal regime, the curves

feature a slope of 1 and 3, respectively, corresponding to the order of the Taylor coefficients.

The curves eventually saturate due to gain compression. Input Interception Point (IIP )

defines the input level at which the extrapolated curves intercept and the intermodulation

product equals the fundamental output.

IIP2 =
a1

a2

IIP3 =

√∣∣∣∣4a1

3a3

∣∣∣∣
(2.29)

Comparing Eq. 2.29 and Eq. 2.25, IIP3 is linked with P1dB by

AP1dB
= IIP3 − 9.6 dB (2.30)

Moreover, it is shown that the intercept point of a cascaded system is

1
IIP 2

x

≈ 1
IIP 2

x,1

+
a2

1,1

IIP 2
x,2

+
a2

1,1a
2
1,2

IIP 2
x,3

+ . . .+

∏i−1
j=1 a

2
1,j

IIP 2
x,i

(2.31)

, where IIPx,i and a1,i are the input intercept point of the xth order, and the a1 coefficient

at the ith stage, respectively [33]. Contrary to the cascade noise figure, the linearity of
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in

out

IIP3

IM3

fundamental

1 dB/dB

3 dB/dB

Figure 2.4: dBplot

the last stage dictates because the signal magnitude reaches its maximum3. Some radio

systems employ non-constant-envelop signal modulation scheme to achieve higher data rate.

The constant-envelop 2-tone IIP3 test may not reflect the linearity requirement for such

systems faithfully. However, it has been shown that linearity requirement of both schemes

are statistically correlated and 2-tone IIP3 still serves as a good metric [42, 43, 44, 45].

2.3.2 Example Scenario

Radio receivers specify IIP2 and IIP3 based on the worst interference scenario.

For instance, GSM system specifies a −49 dBm continuous wave and a −49 dBm GMSK

modulated blocker at 8 MHz and 1.6 MHz away from the receiving channel. The frequency

of the IM3 product is right on top of the receiving signal band. Based on the required SNR

and minimum receiving signal, the blocker IM3 has to be lower than −111 dBm. This leads
3under the assumption that the signal causing the major distortions is not filtered down the chain.
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to a receiver linearity requirement of [46]

IIP3,GSM = −49 + 0.5× IM3 = −18 dBm. (2.32)

In duplex systems such as WCDMA, the transmitter and receiver are separated

by a duplexer and are active at the same time. Due to the finite isolation of the duplexer,

a portion of the transmitter signal also appears at the LNA input. The frequency band of

WCDMA TX and RX is 1920 − 1980 MHz and 2110 − 2170 MHz, respectively. A PCS

signal is midway between the TX and RX bands, and the IM3 caused by a combination

of PCS and TX leakage creates an unwanted distortion signal in the RX band. Consider

PA maximum output of +28dBm and 55 dB isolation at the duplexer, the TX leakage

shows up at LNA input as large as −27 dBm. Assume maximum PCS blocker power of

−40 dBm after the attenuation of antenna and duplexer, the equivalent input power for

IIP3 calculation becomes (2× (−40)− 27)/3 = −35.7 dBm. In order to fulfill a WCDMA

sensitivity level of -102 dBm,

IIP3,WCDMA = −35.7 + 0.5× (−35.7 + 102) = −2.55 dBm. (2.33)

The third example applies to a peculiar case where a GPS receiver is accompanied

by a WiFi and a PCS transceiver, as is common in a multiradio platform. Assume the power

of these two blockers is as large as +30 dBm and +20 dBm respectively. They experience a

typical antenna isolation of 15 dB. The off-the-shelf GPS filter provides another 50 dB and

27 dB attenuation, respectively. The interferers at GPS LNA input will be −35 dBm and

−22 dBm. Given a −120 dBm sensitivity, this leads to a very high IIP3 for the front-end.
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IIP3,GPS = −30.7 + 0.5× (−30.7 + 120) = +14 dBm. (2.34)

2.3.3 MOSFET linearity

The transconductor is one of the most fundamental building blocks in analog

circuits. The linearity of a transconductor serves as a good indicator of scaled-CMOS

linearity. In the saturation mode, the following simplified drain current expression is used

Ids(Vgs) =
1
2
µ0Cox

W

L
(Vgs − Vth)2 × 1

1 + (θ + µ0

vsatL
) · (Vgs − Vth)

(2.35)

to estimate the transconductor nonlinearity [47]. θ and vsat account for the main nonlin-

earity due to mobility reduction and velocity saturation, respectively. Apply Taylor series

representation to Eq. 2.35,

ids = gm × vgs + g′m × v2
gs + g′′m × v3

gs , where

gm =
1
2
µ0Cox

W

L
(Vgs − Vth)×

(
2 + (θ +

µ0

vsatL
)× (Vgs − Vth)

)
g′m = µ0Cox

W

L
× 1

2
(

2 + (θ + µ0

vsatL
) · (Vgs − Vth)

)3

g′′m = −µ0Cox
W

L
×

θ + µ0

vsatL

2
(

2 + (θ + µ0

vsatL
) · (Vgs − Vth)

)4

(2.36)

IIP3 due to gm nonlinearity is found to be

IIP3 =

√√√√√8×

(
1 + (θ + µ0

vsatL
) · (Vgs − Vth)

)2
×
(

2 + (θ + µ0

vsatL
) · (Vgs − Vth)

)
× (Vgs − Vth)

θ + µ0

vsatL

(2.37)

Fig. 2.5 shows the results of Eq. 2.37 by filling in parameter values of different technolo-

gies from several foundries. Similar to the conclusion in [48], the IIP3 does not change
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Figure 2.5: IIP3 trend of scaled-CMOS

significantly across the technology nodes. But it shows strong dependence on the overdrive

voltage, which is affected by technology scaling due to decreasing supply voltage.
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Chapter 3

Noise Cancelation Design

The main issue concerning the broadband amplifier topologies in Fig. 2.2 is their

inferior noise performance for radio applications. In [5], a noise cancelation technique was

applied to a shunt-shunt feedback amplifier to reduce the amplifier noise figure below 3 dB,

while maintaining broadband impedance matching from 2 to 1000 MHz and voltage gain

of 20 dB. Later in [49] came the debut of a noise canceling front-end LNA in a “digital

RF” receiver implementation. Despite the many publications of broadband noise-canceling

amplifiers to date [50][51], a clear discussion and optimization of the scheme’s noise-power

tradeoff is not yet available in the literature. This chapter will take on this task and analyze

the noise cancelation with the common-gate configuration in details [52].

3.1 Review of Bruccoleri’s Thermal Noise Cancelation

Fig. 3.1 illustrates the original noise cancelation schematic proposed by Bruccoleri

in [5]. The shunt-shunt feedback provides broadband impedance matching, but induces



3.1. REVIEW OF BRUCCOLERI’S THERMAL NOISE CANCELATION 29
BRUCCOLERI et al.: WIDE-BAND CMOS LOW-NOISE AMPLIFIER EXPLOITING THERMAL NOISE CANCELING 277

Fig. 3. (a) Wide-band LNA exploiting noise canceling. (b) Elementary
implementation of amplifier A plus adder (biasing not shown). (c) Matching
device noise transfer (right axis) and NF at 1 GHz (left axis) versus gain A
for (a).

From (3), two characteristics of noise canceling are evident.

• Noise canceling depends on the absolute value of the real
impedance of the source, (e.g., the impedance seen
“looking into” a properly terminated coax cable).

• The cancellation is independent on and on the
quality of the source impedance match. This is because
any change of equally affects the noise voltages
and .

Fig. 3(b) shows an elementary implementation of the noise-
canceling LNA in Fig. 3(a). Amplifier A and the adder are re-
placed with the common-source stage M2–M3, rendering an
output voltage equal to the voltage at node X times the gain

. Transistor M3 also acts as a source follower,
copying the voltage at node Y to the output. The superposition
principle renders the final addition of voltages with an overall
gain .

Note that any small signal that can be modeled by a current
source between the drain and source of the matching device
is cancelled as well (e.g., noise, thermal noise of the dis-
tributed gate resistance, and the bias noise current injected into
node Y). However, the noise of is not cancelled. This can be
seen splitting its noise current in two correlated sources to

ground, at the output node Y and the input node X. The former
is cancelled for , the latter is not.

B. Noise Factor

The noise factor of the LNA in Fig. 3(a) can be written as

EF EF EF (5)

where the excess noise factor EF is used to quantify the con-
tribution of different devices to , where index refers to
the matching device, to the resistor , and to amplifier
A. For the implementation in Fig. 3(b), expressions for EF for

are (assuming equal NEF)

EF NEF

EF (6)

EF NEF

Upon cancellation , (6) becomes

EF

EF (7)

EF
NEF

The noise factor at cancellation, , is thus only determined
by EF and EF , neither of which are constrained by the
matching requirement. EF can be made arbitrarily smaller
than 1 by increasing of its input stage, at the price of power
dissipation. The minimum achievable is now determined by
EF . The latter can also be significantly smaller than 1 when
the gain is large, which is desired in any case for an
LNA. In practical design, can be lowered below 2 (i.e., 3 dB)
by increasing until it saturates to EF

.
The LNA concept in Fig. 3(a) was simulated using MOS

model 9 in a 0.25- m CMOS process using an ideal noise-
less amplifier A (i.e., a voltage-controlled voltage source). The
matching stage provides with

and a voltage gain of dB. Fig. 3(c)
shows the transfer function from to the LNA output
(right axis) versus . It is evaluated at 1 GHz, which is more
than a factor of ten below the 3-dB bandwidth of the matching
stage. This noise transfer is zero for , meaning
that the noise from the matching device cancels at the output.
On the other hand, the noise transfer rises for due
to imperfect cancellation. Fig. 3(c) also shows the simulated NF
versus at 1 GHz (left axis). The NF drops from a maximum
of 6 dB for , (i.e., NF of the matching stage standalone)
to NF dB for (i.e., the contribution of

), which is very close to the value predicted from (3) and (7).

C. Generalization

The concept of noise canceling can be generalized to other
circuit topologies according to the model shown in Fig. 4(a). It
consists of the following functional blocks: 1) an amplifier stage

Figure 3.1: Bruccoleri’s approach in [5]

high noise figure. Apply Kirchoff’s current law (KCL), the circuit’s response to the input

signal and transistor’s drain current noise can be understood as follows. First, the input

signal, VS , is amplified and inverted at node Y . Modeling the drain noise by a current source,

ī2n,i, between its drain and source nodes, part of the noise current flows out of the transistor

due to finite transistor ro. This current embarks on a loop across resistors R and RS , and

returns to transistor from the grounded source node. Around the loop, the noise current

establishes two voltages at node X and Y . These two voltages are fully correlated and have

the same polarity. A second amplifier multiplies both the signal and noise voltages at node

X with a gain of −A. The results are summed with voltages at node Y . The summation

network is designed in such a way that for the desired input signal, the voltages add up at

the output constructively. On the other hand, because of the negative gain of the second

amplifier and the same noise voltage polarity at X and Y , the noise voltages are subtracted

from each other at the summing node. By choosing the resistance and gain values to match

the path gain for the concerned drain noise, a complete removal of ī2n,i is achieved. Notice
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the noise source in this model does not limit itself to drain current thermal noise only, but

any nonideality that can be modeled as a current between the drain and source nodes. For

instance, the drain distortion current is canceled in the same manner. At high frequencies,

the parasitic capacitive impedances around the loop causes phase difference other than

180◦ and undermines the cancelation. However, the degradation of noise cancelation is less

severe than the shrinkage of amplifier bandwidth because the phase change seen by input

signal as it passes through intermediate nodes accumulates but the relative phase change

of noise voltage between the nodes does not increase as much. As a rule of thumb, as long

as the frequency is still within the amplifier 3 dB bandwidth, the noise cancelation remains

effective.

3.2 CG-CS Noise canceling LNA

Now let us move on to the analysis of the proposed common-gate common-source

circuit shown in Fig. 3.2. For clarity, only the small signal schematic is shown here. The

principle of noise cancelation in this new circuit is explained as follows. The input signal, say,

a current denoted by solid line, undergoes feed-forward voltage amplification by transistor

M3 and M4. On the other hand, the channel current noise of transistor M1, the dotted line,

undergoes subtraction at output node due to two correlated but out-of-phase noise voltages

at Vx and Vy. For completeness, Zin is used for notation but bear in mind that only the

resistive impedance is considered. The input impedance Zin and voltage gain Av are

Zin =
R1 + ro1

1 + gm1ro1
, and (3.1)
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Figure 3.2: Simplified small-signal schematic of the proposed LNA.

Av =
Vout
Vx

=

(
gm4 + gm3

(
1 + gm1ro1

1 + ro1
R1

))
×RL (3.2)

In Eq. 3.2, the output conductance of transistors M3 and M4 are ignored due to the cascode

transistor M5, while it is important to consider the output conductance of M1 as its value

is low at deep sub-micron technologies. For the noise discussion, assume the thermal noise

caused by the resistors and MOSFET channel current are dominant. From Fig. 3.2 we can

easily determine the output noise voltage, v̄2
out,due to various devices as

v̄2
out,RL

= 4KTRL ×∆f (3.3)

v̄2
out,R1

= 4KTR1 × gm3
2 ×RL2 ×∆f (3.4)
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v̄2
out,M3

=
γ

α
4KTgm3 ×RL2 ×∆f (3.5)

v̄2
out,M4

=
γ

α
4KTgm4 ×RL2 ×∆f (3.6)

v̄2
out,Rs = 4KTRs × (Rs ‖ Zin)2 ×Av2 ×∆f (3.7)

v̄2
out,M1

=
γ

α
4KTgm1 × (Rs ‖

ro1

1 + R1
Rs

‖ 1
gm1

)2 × (
R1

Rs
gm3 − gm4)2 ×RL2 ×∆f (3.8)

The first congregated terms in Eq. 3.8, RT = (Rs ‖ ro1
1+

R1
Rs

‖ 1
gm1

), can be viewed as the

equivalent impedance appearing to M1 noise current at the common-gate node. The term

associated with the second parenthesis indicates that noise voltage at V1 and VX due to M1

is ratioed by −Rs
R1

. Neglecting noise of the cascode transistor M5, the LNA noise factor is

defined by

F = 1 +
v̄2
out,M1

+ v̄2
out,RL

+ v̄2
out,M3

+ v̄2
out,M4

v̄2
out,Rs

(3.9)

Substituting Eq. 3.3 to Eq. 3.8 into Eq. 3.9,

F = 1 +
g2
m3R1 + γ

α

(
gm1R

2
T

(
gm3

R1
Rs
− gm4

)2
+ gm3 + gm4

)
+ 1

RL

R−2
L R−1

s · (Rs‖Zin)2 ·A2
v

(3.10)

The terms in the numerator of Eq. 3.10 refer to output noise due to R1, M1, M3, M4 and



3.3. NOISE CONTOUR ANALYSIS 33

RL respectively. It is clearly seen that M1’s noise, now becomes a result of gm3 and gm4

subtraction. A residual factor

δ =
Rs
R1

gm4

gm3
− 1 (3.11)

is used to define the degree of M1 noise cancelation. δ = −1 means disabling M4 and no

cancelation. δ = 0 represents full cancelation of M1 noise. δ can be any value greater than

−1.

The input impedance matching, S11, is infinitesimal if the LNA input impedance

is perfectly matched to Rs = 50 Ω. In practice, a small impedance mismatch is acceptable

that relaxes the selection of gm and R1. To capture the minimum input match, we introduce

an error factor,

εrr =
Zin
Rs
− 1 =

2S11

1− S11
(3.12)

For instance, εrr=0.22 corresponds to S11=-20 dB.

3.3 Noise contour analysis

The above equations provide the design guideline for meeting Av, Zin and F

requirements. However it is difficult to directly apply these equations to designing the

LNA because there are too many parameters involved at the same time. In practice, a

NF contour analysis by sweeping the parameter values is more commonly used in order to

apprehend the design insights. Fig. 3.3 shows such NF contour. The parametric analysis

is performed based on Eq. 3.10 by sweeping gm1, gm3 and gm4, in the form of δ, with the

following constrains: Rs = 50 Ω, S11 = 20 dB, Av = 18 dB, gmro = 12, γ
α=2.5 and total

transconductance of 100 mS. During the parametric analysis, resistance R1 and RL are
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Figure 3.3: NF contour plot with different gm3 and gm4

adjusted as transistor gm varies in order to satisfy the S11 and Av constrains. The values

of R1 and RL are not transparent in the contour plot and needs to be carefully checked

for headroom issue. The LNA bias current, to first order, is related to the overall gm by

gm
I = 2

Vdsat
. If transistor bias is chosen such that Vdsat = 0.2 V , gm of 100 mS translates into

a current budget of 10 mA. Fig. 3.3 reveals several interesting characteristics. First, curves

in the bottom-left triangular region shows exacerbated gradient and should be avoided for

design robustness. The lowest noise figure appears to occur for larger gm1. gm1 selection

has to be checked with the value of the corresponding R1 under S11 of 20 dB to see if the IR

drop exceeds the available voltage headroom. From Eq. 3.1, the value of R1 is in proportion

to gm and can not be made arbitrarily large. Moreover, for practical selection of gm1, e.g.

gm1 = 30 mS, the lowest noise figure does not occur at full cancelation of M1 noise, i.e.
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δ = 0. This is because the common-gate common-source circuit is configured to cancel the

noise from the common-gate transistor only. Any other devices in Fig. 3.2 also contribute

noise and is not cancelled. A full cancelation of M1 noise, though desirable, may lead to

sub-optimal design for the remaining noise sources and shift the location of NFmin away

from δ = 0 in Fig. 3.3. Here then comes a natural question: is it possible, or what is the

condition, to realize a noise cancelation design whose NFmin matches with δ = 0? This

turns out to be an issue related to both circuit configuration and power consumption, and

is explored shortly.

3.4 Power-noise figure tradeoff

The above contour-based methodology facilitates LNA design by graphically visu-

alizing the impacts of varying the design parameters from the change of the contour curves.

The only drawback is that it does not reveal the noise behavior of individual devices, nor

does it point to a formulated design optimization. More specifically, it is unclear from the

contour analysis how to allocate individual devices to achieve lowest overall noise figure.

Moreover, how noise figure is affected by the power consumption of the circuit remains an

interesting question. A more analytical approach is introduced as follows to address these

issues.

3.4.1 Power-constrained noise optimization

Let us combine Eq. 3.1, Eq. 3.2 and Eq. 3.12 such that



3.4. POWER-NOISE FIGURE TRADEOFF 36

Av =
(
gm4 + gm3

R1

Zin

)
×RL

=
(

1 +
1

(1 + εrr)(1 + δ)

)
× gm4RL

(3.13)

The next step is to relate Eq. 3.13 with Eq. 3.10 so that the relative output noise, i.e. the

output noise caused by individual devices divided by that of the source resistance Rs, is

identified.

FR1 =
Rs
R1
×Θ(εrr, δ) (3.14)

FM1 =
γ
αgm1R

2
T δ

2

Rs
×Θ(εrr, δ) (3.15)

FM4 =
γ
α(1 + δ)
gm3R1

×Θ(εrr, δ) (3.16)

FM3 =
γ
α

gm3R1
× Rs
R1
×Θ(εrr, δ) (3.17)

FRL =
1

g2
m3RLR1

× Rs
R1
×Θ(εrr, δ) (3.18)

F = 1 + FR1 + FM1 + FM3 + FM4 + FRL (3.19)

Θ(εrr, δ) =
(2 + εrr)2

((1 + εrr) (1 + δ) + 1)2 (3.20)
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Eq. 3.14 to Eq. 3.20 describe individual device’s noise behavior in terms of εrr and

δ. In reality, it is ok to consider εrr as a constant rather than a variable because practical

S11 has to be less than −10 dB and from Eq. 3.12 this means the value of εrr almost

constant at 0.22. Since RT is expressed in a way similar to Zin, the same variable εrr can

be used to represent RT as well.

RT =

(
Rs ‖

ro1

1 + R1
Rs

‖ 1
gm1

)

=
Rsro1

(1 + gm1ro1)(Rs + Zin)

=
ro1

(1 + gm1ro1)(2 + εrr)

≈ 1
gm1(2 + εrr)

(3.21)

FM1 in Eq. 3.15 is then replaced by

FM1 =
γ
α

gm1Rs
× δ2

(2 + εrr)2
×Θ(εrr, δ) (3.22)

In this way, we formulate Eq. 3.14 to Eq. 3.20 consistently with functions of εrr

and δ. For the same εrr, δ, gm3 and RL, it is clear to see that increasing gm1, thus increasing

R1 for the same S11, has the effect of lowering the relative noise of all devices. Therefore

a large gm1 is always favored. From 2-port noise representation, both Rs and R1 noise

currents flow through R1, and M1 input equivalent noise voltage is inversely related to gm.

Therefore both gm1 and R1 should be maximized. Furthermore, large gm1 and R1 boost

the voltage gain and suppress the noise contribution of the second stage devices, i.e. M3,

M4 and RL. The maximum gm1 and R1, however, are limited by the available voltage

headroom. For instance, R1 = 464 Ω is paired with gm1 = 25 mS given εrr=0.22 and

gm1ro1=22. This results in a voltage drop across resistor R1 as large as 1.16 V assuming
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Figure 3.4: NF contour plot with different gm3 and gm4 at gm1 = 25mS, R1=464 Ω,
gmro=22, γ

α=2.5

the transistor overdrive voltage is 0.2 V . For nano-scale CMOS technology, this already

reaches the maximum gm1 value since the supply voltage is around 1 V only.

Once gm1 and R1 are determined, the remaining task is to decide on an optimum

ratio for gm3 and gm4 as this affects M1 noise cancelation as well as noise contribution of

noncanceled sources. Fig. 3.4 shows another contour by varying gm3 and gm4 at gm1 =

25 mS and R1 = 464 Ω. The straight dash line in Fig. 3.4 refers to a constant current

consumption of 10 mA for M3+M4. The dash line intercepts the contour at different gm3,

i.e. different residual cancelation ratio δ. An optimum ratio, δopt, occurs at the turn-

around of the contour curves and the LNA NF reaches its local minimum. By moving the

straight line up and down and checking its interception with the contour, the lowest NF at
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different power consumption is determined 1. Mathematically the optimal value of δ exists

if derivative of Eq. 3.19 is zero.

δopt ≡
∂FR1

∂δ
+
∂FM1

∂δ
+
∂FM4

∂δ
+
∂FM3

∂δ
+
∂FRL
∂δ

= 0 (3.23)

For now we will pursue more design insights before resorting this approach to find

δopt. From Fig. 3.4, it is clear that LNA noise figure strongly depends on the total gm. To

reflect the bias current dependence, we introduce Σgm, the total gm, as a new parameter.

Σgm is related to LNA current with a constant overdrive voltage of, say, 0.2 V . Rewrite

from Eq. 3.16 to Eq. 3.18 with Σgm,

FM4 =
γ
α(1 + δ)
R1

×
1 + (1 + δ)R1

Rs

(Σgm − gm1)
×Θ(εrr, δ) (3.24)

FM3 =
γ
αRs

R2
1

×
1 + (1 + δ)R1

Rs

(Σgm − gm1)
×Θ(εrr, δ) (3.25)

FRL =
Rs

RLR2
1

×

(
1 + (1 + δ)R1

Rs

(Σgm − gm1)

)2

×Θ(εrr, δ) (3.26)

If we pick Σgm =125 mS and follow the trace on the straight line from the right to the

left, i.e. from δ=-1 to δ = ∞, the trend of relative output noise of individual devices is

illustrated in Fig. 3.5. There are some distinct features shown in this figure. First, FM1

curve drops from large value as δ begins departing from -1, i.e. no M1 noise cancelation,

reach zero at δ = 0, then bounces back up for δ larger than 0. On the other hand, FR1 and

FM4 shows a trend of monotonic increase and decrease, respectively. We also notice that
1assume transistors still in saturation region
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Figure 3.5: Relative output noise with different delta and fixed LNA current=12.5 mA/V

FM3 and FRL stay relatively constant as opposed to the others. Because FM3 and FRL are

the noise contribution from the second stage, their magnitude is suppressed by a reasonable

voltage gain of R1
Rs

. Therefore, they are be excluded from NFopt discussion.

Now let us explain the tendency of the FM1 , FR1 and FM4 curves in Fig. 3.5 in

more detail. Starting with the non-cancelation case, i.e. M4 off and δ=-1, the LNA NF is

dominated by M1 and partly by R1 due to a typical Rs
R1

greater than 5. As M4 gradually

turns on, both FM1 and FR1 decrease because M4 amplifies only the Rs noise, but not M1

and R1. According to dividing Eq. 3.14 with Eq. 3.15, FM1 decreases faster than FR1 by

FM1

FR1

=
γ
αgm1R1R

2
T

R2
s

δ2

=
γ
αR1

gm1R2
s

δ2

(1 + εrr)2

(3.27)
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This is because M1 and R1 noise experiences the same M3 amplification whereas M1 noise

experiences cancelation through the M4 path. Along with the decreasing FM1 and FR1 ,

FM4 keeps increasing according to Eq. 3.24. This is an interesting phenomenon since the

transistor noise figure is expected to improve as its bias current increases. From Rs noise’s

perspective, M3 and M4 form two amplifying paths in parallel. Under fixed gm assumption,

gm4 increases by the same amount as the loss in gm3. The Rs noise sees more reduction

along the M3 path than the increase along the M4 path due to the voltage gain of R1
Rs

before

M3. On the other hand, output noise due to M4 keeps increasing as gm4 increases. The

opposite trend of output noise due to Rs and M4 leads to a monotonic increase of FM4 .

As indicated by Eq. 3.23, δopt is the point where the falling of FM1 and FR1 and

rising of FM4 reach an equilibrium. Once gm1 and R1 are chosen at its maximum value,

the curves of FM1 and FR1 depends solely on the cancelation ratio δ. The remaining way

to move δopt, thus NFopt, in Fig. 3.5 is by changing the curve of FM4 . From Eq. 3.24, FM4

is inversely related to gm3 and this is done by assigning different bias current, i.e. power

consumption. For instance, with larger Σgm to begin with, FM4 becomes smaller in all

ranges of δ and shifts both the interception of FM4 with FM1 and FR1 , and δopt to the right.

This results in a lower F , and vice versa.

An empirical expression of δopt exists by simplifying Eq. 3.23 and taking only the

sum of ∂FR1
∂δ , ∂FM1

∂δ and ∂FM4
∂δ to be zero.

δopt =
2Rs
R1

(1 + εrr)−
γ
α

R1(Σgm−gm1)(2R1
Rs
− εrr)

2 γ
α
gm1R2

T

Rs
(2 + εrr) +

γ
α

R1(Σgm−gm1)(2R1
Rs
− εrr − 1) (3.28)

δopt increases as Σgm increases. Moreover, we can find the LNA NFopt by substituting δopt
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back to Eq. 3.9.

Fopt = 1 + (
Rs
R1

+
γ
αgm1R

2
T δ

2
opt

Rs
+

γ
α

R1(Σgm − gm1)
× (1 + δopt +

R1

Rs
(1 + δopt)2))×Θ(εrr, δopt)

(3.29)

Eq. 3.28 and Eq. 3.29 are very useful results because they allow us to choose the parameter

values to achieve the lowest LNA noise figure at the given bias current. Eq. 3.28 and

Eq. 3.29 are compared with the δopt and NFopt extracted from Fig. 3.4 of the previous

contour analysis. Excellent matching between both results is seen in Fig. 3.6. The case

of conventional common-gate circuit is also plotted in Fig. 3.6 and shows the distinctive

benefit of noise cancelation scheme.
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Figure 3.6: NF and δopt at different LNA current
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3.4.2 Power-efficient noise optimization

In Fig. 3.6, lower noise figure is traded off higher power consumption. The benefit

of noise cancelation is most appreciable when the LNA bias current is still small then

becomes marginal at high bias level. To characterize this dynamics with a quantitative

expression, consider the first checkpoint, δ1, at the crossover of FM1 and FR1 . This implies

a substantial M1 noise reduction has been achieved.

δ1 = −Rs
RT

√
1

γ
αgm1R1

= −0.526 (3.30)

Substituting δ1 into Eq. 3.28, the corresponding bias level in terms of total gm is

Σgm,δ1 = 67mA/V (3.31)

which matches with bias level of 6.7 mA in Fig. 3.6. For bias current exceeding this level,

the noise from M1 and R1 has become less dominant and the added power consumption is

mainly used to reduce M4 noise contribution in a fashion similar to 1
gm

dependence. In this

regards, the power efficiency is the same as the conventional approach.

It is then interesting to predict the lowest achievable NF if the constraint on power

is lifted. Continually increasing gm3 and gm4, the curve of FM4 , FM3 and FRL approach to

zero asymptotically. In the end, the LNA NF is limited by R1 and M1 only. An estimate

of δ for such scenario is found by making ∂FM1
∂δ +∂FR1

∂δ =0 such that

δ3 =
R2
s

γ
αgm1R1R2

T

× 1 + εrr
2 + εrr

= +0.15 (3.32)

Notice that δ3 is larger than δ = 0 where ∂FM1
∂δ is positive. The corresponding NFopt ends

up to be less than 1 dB as shown in Fig. 3.6. This noise figure value is unfortunately
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impractical because of the large bias current and DC headroom. A realistic perspective is

by considering a practical current level, say, 200 mS for 20 mA, that fits in the available

supply headroom. A sub-2 dB LNA noise figure can still be achieved at this bias level.

3.5 Discussions

Rs

M1

M3

M4

M5

R1 RL

Vs

Vx

V1

Vout

A

in2

Figure 3.7: LNA with M4 noise cancelation

We have analyzed the power-noise figure tradeoff of the common-gate common-

source noise canceling configuration. From Fig. 3.6, it is identified that FM4 poses as the

major noise contribution in the case of low LNA noise figure. Achieving sub-2 dB noise

figure requires substantially large bias current and may not be feasible for some very low

power applications. Another solution is by applying a second noise cancelation around
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transistor M4 while keeping the remaining circuit intact. This is shown in Fig. 3.7. M4

noise is first sensed at V1 through a local feedback, inverted by M3, and, in turn, subtracted

at the drain of M3 and M4. Qualitatively speaking, adding a feedback around transistor M4

only reduces M4’s effective gm, but does not disturb the previous noise analysis for other

devices.
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Chapter 4

Distortion Cancelation Design

According to Eq. 2.37, transistor linearity improves by high overdrive voltage.

This calls for the adoption of elevated supply voltage, which becomes less feasible in the

era of low supply voltage of scaled CMOS technology. On the other hand, circuit or system

linearizations can be used to compensate the deteriorating device linearity. A common

circuit technique is by adding feedback around the original circuit such that the magnitude

of actual signal driving the devices is smaller than before so as to avoid the undesirable

nonlinear operation. With noise cancelation, feedback amplifiers also achieve broadband

impedance match and low noise figure [53].

Another category of improving the linearity is by cancelation. Unlike noise whose

characteristics is random and hard to manipulate, circuit distortions are deterministic, lead-

ing to easier and multiple ways of cancelation scheme. Mixed-mode or digital approaches

employ adaptive algorithm to characterize the receiver nonlinearity [54, 55]. The receiver

distortion is predicted and subtracted from the output, assuming that the scheme responds
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fast enough to the blocker profile. The latency of the FIR algorithm is the key for this

scheme. The cancelation of distortion can also be realized in the analog domain. Some

techniques have been available for a long time. Differential signalling, for example, is be

among the most widely implemented to cancel even-order nonlinearity using matched de-

vices. Many distortion cancelation techniques are developed for power amplifier designs as

the circuit has to deal with large signal swing which easily drives the circuit into highly non-

linear regime. Feedforward [56] cancelation and LINC (Linear amplification using nonlinear

components) [57] amplifiers are two well-known ones. However for low-noise amplifiers, the

signal magnitude is small and the noise added by the circuit is a major concern. Trans-

mitter linearization approaches utilizing complex configuration inherently introduce more

noise and are less suitable. The work in [58] uses a second LNA in parallel to the main

LNA and manages to match the third-order distortion between the two paths for complete

cancelation. The noise figure degradation is minor due to the gain difference between two

paths. However, the assumption that a linearly scaled input signal is available at LNA input

is less practical. Other LNA works exploit the device’s nonlinear properties with matched

transistor bias and size [59, 60, 61, 62]. Excellent IIP3 is reported, but they are tailored

for narrow-band applications only. A viable distortion cancelation for broadband LNA has

not been devised yet. In this chapter, we will develop distortion cancelation design for the

proposed broadband noise canceling LNA.

4.1 All-Range MOSFET Linearity
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Fig. 4.1(a) shows the simulated gm, g′m and g′′m of a 6.52µm/0.13µm NMOS tran-

sistor at a constant Vds and a sweeping Vgs. At low Vgs, drain current is caused by the

diffusion of majority carriers in the substrate. The behavior in this weak inversion region is

similar to BJT, and gm increases exponentially. At high Vgs, the inversion layer of minority

carriers fully forms and changes the current transport mechanism to the drift of these car-

riers in the channel. Since the current is proportional to the carrier speed, eventually gm

saturates because of the mobility reduction and velocity saturation in high field condition.

The drain current in this strong inversion region is previously described by Eq. 2.35. As

transistor transits from weak to strong inversion, the exponential growth of gm gives away

to the trend of saturation. Therefore in the intermediate region slightly above the threshold

voltage, the growth of gm reaches its maximum. This results in a bell-shaped g′m curve. g′′m,

the derivative of g′m, at this particular turn-around becomes zero [63].

4.1.1 IM3 sweet spot

According to the definition in Eq.2.29, zero g′′m corresponds to an excellent third-

order linearity. This is demonstrated by the peaking at a sweet-spot bias in Fig. 4.1(b).

Vigilant readers may wonder why infinite IIP3 is not seen in Fig. 4.1. The reasons are two

fold. First, it is very difficult, if not impossible, to pinpoint the exact g′′m sweet spot in the

simulation. A minuscule offset from sweet spot results in finite peak value. Secondly, as a3

nullifies IM3 at the sweet spot, the impact of higher order nonlinearities such as a5 and a7,

become dominant and is not taken into account in the simplified definition of Eq. 2.29. A

closer discussion probing into this issue is presented in chapter 6.
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Figure 4.1: MOSFET linearity at all Vgs
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Although nano-scale transistors also show strong nonlinearity from the output

drain conductance, the impacts can be mitigated by lowering the resistance connected to

the output and by resorting to a current-mode style of design [64]. The g′′m sweet spot,

therefore, is an unique property that can be taken advantage of for LNA linearization.

However, the steep slope of the zero cross-over makes this scheme sensitive to process and

bias variations. Moreover, the second derivative of gm is usually ill modeled because device

model extraction in today’s practice only checks the matching of Ids and gm between the

model and measured data, but neglects their higher-order derivatives. This leaves room for

more error in the g′′m-based linearization designs.

4.1.2 Multi-Gated Transistor (MGTR)

Besides the sweet spot, g′′m curve also shows a peak and a valley in regions of

opposite sign. This property can be leveraged to reduce the bias sensitivity of the previous

scheme. As shown in Fig. 4.2, the new scheme consists of a composite transistor of two which

are biased at the peak and the valley by adding different offset voltages. The transistor of

positive peak is in weak inversion and the another in strong inversion. The offset voltages

move the g′′m curve in both directions and align the peak with the valley. The size between

the two transistors is matched as well so that their g′′m magnitude equals the point of

interest [65, 66]. As such, a g′′m curve with much flatter zero-crossing is synthesized. It

has a broader range to accommodate bias variation while keeping g′′m still small. Because

of the cancelation, MGTR linearization is less affected by the linearity of the individual

transistor.
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4.2 Distortion cancelation design

Having reviewed the MGTR technique, we now turn to the LNA linearization in

Fig. 3.2. Assume transistors M1 through M4 are the only nonlinear devices of consideration.

Cascode common-gate transistor M5 provides the current buffering and ideally does not

induce additional distortion. Since third-order distortion is concerned, it is assumed that

for each transistor there are three current sources between their drain and source nodes,

represented by gmvgs, g′mv
2
gs and g′′mv

3
gs, to model the linear and nonlinear currents caused

by each devices. For the common-gate transistor M1, this modeling strategy is similar to the

way its drain noise current is modeled. Therefore, M1 distortion current, both second and

third order, is expected to cancel in the same vein as noise cancelation. On the other hand,

M3/M4 could dominate the distortion since they are in the second-stage of the amplifier.

As a quick observation from Fig. 3.2, M3 and M4 can be configured in a MGTR style

so that their intrinsic third-order distortion cancels. As such, the proposed common-gate

common-source cascade has the potential to achieve very low overall IM3..

4.2.1 Volterra series analysis

To verify the above observation, the schematic of Fig. 4.3 for the common-gate

stage is used to perform the distortion analysis. C1 and Cx account for the parasitic

capacitance associated with the nodes. To capture high frequency effect, Volterra series

analysis is performed. Denote V1 and Vx with their 1st, 2nd, and 3rd-order Volterra kernels

Vx = A1(s1) ◦ Vs +A2(s1, s2) ◦ V 2
s +A3(s1, s2, s3) ◦ V 3

s

V1 = B1(s1) ◦ Vs +B2(s1, s2) ◦ V 2
s +B3(s1, s2, s3) ◦ V 3

s

(4.1)
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Figure 4.3: Common-gate schematic for distortion analysis

On the first order, the following KCL equations are established.

A1(s)
Zx(s)

+
A1(s)− 1

Zs
+
A1(s)−B1(s)

ro
= −gm1A1(s)

gm1A1(s) =
B1(s)
Z1(s)

+
B1(s)−A1(s)

ro1

(4.2)

where Zs(s)=Rs + 1
sCs

, Zx(s)= 1
sCx

and Z1(s)=R1 ‖ 1
sC1

. By solving Eq.4.2, the first-order

Volterra kernel A1(s) and B1(s) are derived as

A1(s) =
Z1(s) + ro1

H(s)

B1(s) =
Z1(s)× (1 + gm1ro1)

Z1(s) + ro1
A1(s)

(4.3)

where

H(s) = Zs(s)(1 + gm1ro1) + (Z1(s) + ro1)
(

1 +
Zs(s)
Zx(s)

)
(4.4)
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For the second-order terms, the following KCL equations are used.

A2(s)
Zx(s)

+
A2(s)
Zs

+
A2(s)−B2(s)

ro
= −

(
gm1A2(s) + g′m1A1(s)2

)
gm1A2(s) + g′mA1(s)2 =

B2(s)
Z1(s)

(4.5)

A2(s1, s2) and B2(s1, s2) are found as

A2(s1, s2) =
1
2g
′
m1ro1Zs(s1 + s2)A1(s1)A1(s2)

H(s1 + s2)

B2(s1, s2) =
−Z1(s1 + s2)

Zx(s1 + s2) ‖ Zs(s1 + s2)
A2(s1, s2)

(4.6)

Likewise, A3(s1, s2, s3) and B3(s1, s2, s3) are

A3(s1, s2, s3) =
−Zsro1

(
−g′m1A1(s1)A2(s2, s3) + 1

6g
′′
m1A1(s1)A1(s2)A1(s3)

)
H(s1 + s2 + s3)

B3(s1, s2, s3) =
−Z1(s1 + s2 + s3)

Zx(s1 + s2 + s3) ‖ Zs(s1 + s2 + s3)
A3(s1, s2, s3)

(4.7)

where A1(s1)A2(s2, s3) represents the 2nd-order interaction Volterra operator by [67]

A1(s1)A2(s2, s3) =
1
3

(A1(s1)A2(s2, s3) +A1(s2)A2(s3, s1) +A1(s3)A2(s1, s2)) (4.8)

The harmonic voltages at V1, Vx are then amplified through transistors M3 and M4 by

Vout =
(
gm3V1 + gm4Vx +

g′m3

2
V 2

1 +
g′m4

2
V 2
x +

g′′m3

6
V 3

1 +
g′′m4

6
V 3
x

)
× ZL (4.9)

Plugging in the above Volterra kernel expression, the fundamental and 3rd-order Vout ex-

pressions are found.

Vout,fund =
(

(A1(s) ◦ Vs)× gm4 + (B1(s) ◦ Vs)× gm3

)
× ZL

Vout,3rd =
((

(A3(s1, s2, s3) ◦ V 3
s )× gm4 + (B3(s1, s2, s3) ◦ V 3

s )× gm3

)
+
(
(A1(s) ◦ Vs)3 × g′′m4

6
+ (B1(s) ◦ Vs)3 × g′′m3

6
)

+
(
(A1(s1)A2(s2, s3) ◦ V 3

s )× g′m4 + (B1(s1)B2(s2, s3) ◦ V 3
s )× g′m3

))
× ZL

(4.10)
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Figure 4.4: Vout IIP3 versus g′m of the common-gate transistor

In order to deconvolve Eq. 4.10, assume input impedance is matched so the ratios

of A1(s)/B1(s),A2(s1, s2)/B2(s1, s2), A3(s1, s2, s3)/B3(s1, s2, s3) reduce to Rs/R1, −Rs/R1

and −Rs/R1 respectively at low frequencies. Fig. 4.4 shows the visualization of Eq. 4.10

by using 3 different current sources between drain and source to represent different order

of harmonic current generated by gm, g′m and g′′m of individual transistors. A pair of plus

and minus (or plus and plus) signs marks the polarity between different order of voltage

at V1 and Vx, and polarity of gm (and its derivatives) of M3 and M4, respectively. The

first Vout,IM3 is caused by the intrinsic IM3 of M1 magnified by gm of common-source

transistors. In Fig. 4.4, the (plus,minus) polarity between third-order V1 and Vx and (plus,

plus) polarity between M3 and M4’s gm implies a subtraction at Vout. This mechanism is

exactly the same as the M1 noise cancelation. Therefore M1 noise cancelation also provides

intrinsic IM3 cancelation.
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The second Vout,IM3 is viewed as the linear voltage at Vx and V1 amplified by g′′m

of M3 and M4. By employing MGTR to M3 and M4, the polarity of their g′′m is chosen

different to let cancelation at Vout take place. From noise cancelation design, the first

Vout,IM3 cancelation is controlled by the ratio of gm3 and gm4. With MGTR employed to

cancel the second Vout,IM3, the g′′m of M3 and M4 also needs to be matched. In other words,

these two cancelations already constrain the selection of size and bias for M3 and M4.

However, there is a remaining Vout,3rd term that is not canceled by the aforemen-

tioned two schemes. It is caused by the linear and second-order nonlinear voltage at Vx

and V1 mixed and then multiplied with the second-order nonlinear coefficient, g′m, of M3

and M4. This is regarded as the so-called second-order interaction that is commonly en-

countered in the cascade and feedback systems [47]. Although polarity of A2(s1, s2) and

B2(s1, s2) is opposite and cancelation at Vout is also possibel, due to the lack of control of

their values, the residual IM3 after subtraction can still be substantial.

To examine how significantly the residual IM3 may impact the overall IIP3 of

Vout, a circuit of Fig. 3.2 is designed using 0.13µm CMOS technology. After the device

bias and size are chosen such that it provides 50 Ω input impedance match, and noise and

intrinsic distortion cancelations, the values of gm and its derivatives for the transistors are

extracted from the Spectre simulation using foundry’s BSIM4 model. The transistor M1 in

the original design has a g′m1 of 42 mA/V 2. Then a calculation on IIP3 based on Eq. 4.10

by arbitrarily assigning different M1 g
′
m value is performed. A drastic change of IIP3 is

seen in Fig. 4.5. This confirms that the remaining term in Eq. 4.10 is limiting the highest

achievable IIP3. The peak in Fig. 4.5 is slightly off the center point. Referring to eq. 4.10,
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Figure 4.5: Vout IIP3 versus g′m of the common-gate transistor

this is simply because a nonzero δopt is chosen and a small g′m1 is used to counteract the

residual IM3 by M1 itself.

4.2.2 Removal of second-order interaction

In order to eliminate this residual Vout,3rd due to second-order interaction, a

NMOS-PMOS complementary pair is used. Fig. 4.6 shows the modified common-gate stage

implemented with a P/NMOS pair. In general, PMOS is a dual to the NMOS device and

shares the same gm properties. With the AC coupling capacitor C12 connecting the drain

of both transistors, the P/NMOS pair forms a composite transistor, each of which has

the same common-gate configuration as in Fig. 3.2. Therefore the previous noise and gain

analysis still applies except device parameters of the composite schematic are used instead.
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For example, R1 in Fig. 3.2 is replaced with R1 ‖ R2 in Fig. 4.6 and gm1 replaced with

gm1 ‖ gm2. As for the distortion current generated by the transistor pair, the result is

M1

M2

R1

R2

Vs

Vx

V1

Vb2

Vb1

V2

Rs

C s

C 12

gm’ current

Figure 4.6: Circuit schematic to remove IM3 second-order interaction

vastly different depending on the order of the harmonics of consideration. If we track the

direction of the current flow, the current generated by g′′m of both transistors is departing

from each other, similar to that by gm as well as drain current noise. With C12, g′′m currents

are combined and flow into resistor R1 in parallel with R2. The current generated by g′m of

both transistors, on the other hand, will flow in the same direction. This is because g′m is

an even-order nonlinear coefficient acting upon v2
gs. The even-order power of vgs inherently

dissolves the sign difference between P/NMOS’s vgs and results in the same current flow di-
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Figure 4.7: Analogy of IM2 removal with fully-differential circuit

rection 1. An analogy to this feature is illustrated in more details in the next schematic. An

ideal differential pair takes i1 − i2 as the output and is known to be even-order-distortion-

free. With a single-ended input applied to an inverter pair, both PMOS and NMOS are

driven in a way similar to the differential-pair transistors. Again the output is taken in the

form of iP − iN , therefore the second-order distortion in the inverter-pair output should

cancel as well, assuming matched device parameters. In this way, C12 in Fig. 4.6 provides

a path for NMOS’s g′m current to loop back through PMOS, or vice versa. In a matched

case, i.e. identical g′m of both transistors, the g′m current will remain circulating within the

NMOS-PMOS-C12 loop. The g′m current is confined away from any of the resistors and

result in zero second-order nonlinear voltage at Vx and V1. Referring back to Eq. 4.10, with

zero A2(s1, s2) and B2(s1, s2), the third Vout,3rd is eliminated even with finite g′m of the

common-source transistors.
1A similar and independent work based on this property can be found in [68]
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Figure 4.8:

4.2.3 Other nonideal cancelation

Our discussion thus far assumes that the common-source transistors contribute

to output distortion by “feedforward” multiplying V1 and Vx voltages with their gm and

derivatives, i.e. unilateral operation is assumed. In practice, even with perfectly linear

voltage at Vx and V1, the finite g′m of the common-source transistors produces second-order

nonlinear current, g′m × v2
gs, which reappears at the gate through overlap capacitor Cgd.

The finite g′m further mixes the feedback second-order nonlinear voltage at the gate with

the input linear voltage and results in third-order nonlinear voltage at output. Such Vout,3rd

generation mechanism is illustrated in steps in Fig. 4.8. This second-order interaction is

similar to the previous one as denoted in Eq. 4.10 except that it arises from the local

feedback through finite g′m and Cgd. Taking this into account, IIP3 of the common-source

stage is modified by an offset term [69]
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IIP3(2s1 − s2) ∝ 1
ε((s1 − s2), (s1 + s2))

(4.11)

ε((s1 − s2), (s1 + s2)) = g′′m −
2g′2m

3
(2K(s1 − s2) +K(s1 + s2)) (4.12)

where K(s) is the network function depending on the impedance at the source and drain

of the transistor. Engineering the impedance at source and drain nulls out this additional

IM3 [69, 70]. For example, the cascode transistor M5 in Fig. 4.4 provides a low impedance

at all frequencies and help alleviates this residual effect.

4.3 Noise Consideration of MGTR

The noise analysis presented in chapter 3 considers only the drain current thermal

noise of transistors in the saturation region. As MGTR scheme utilizes at least one tran-

sistor in weak inversion region, e.g. M3 in Fig. 3.2, its noise characteristics differ from that

of transistors in saturation, e.g. M4. Moreover, the induced-gate noise, the noise current

by the random fluctuation of potentials along the channel across the oxide, is not included

either. These two effects are likely to alter the design considerations and deserves more

investigation.

4.3.1 Drain current thermal noise revisit

As shown in Appendix A, an universal expression of the power spectral density of

drain current thermal noise at all levels of channel inversion is

i2nd = 4kt
µ

L2
Qinv (4.13)
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where µ is the carrier mobility, L is the channel length and Qinv is the total inversion layer

charge 3. Plugging in Qinv at the saturation region,

Qinv =
2
3
WLCox(Vgs − Vth) (4.14)

, we derive output noise as

i2nd = 4kt(
2
3

)gm (4.15)

which matches the well-known expression for drain current thermal noise [34]. On the other

hand, Qinv in weak inversion is shown to be [71]

Qinv =
L2

2µKTq
Ids (4.16)

With gm = q
KT Ids, this in turn gives

i2nd = 2qIds = 4kt(
1
2

)gm (4.17)

It is intriguing to discover that although thermal noise is assumed in the above analysis,

Eq. 4.17 appears as if a different type of noise, shot noise, is assumed. Shot noise is the noise

associated with DC current flow across a PN junction and is typically used for modeling

BJT noise current. The behavior resemblance between MOSFET in weak inversion and BJT

leads to the same noise expression. Comparing Eq. 4.15 and Eq. 4.17 and given the same

gm, the drain current thermal noise in weak inversion is smaller than in strong inversion.

Since our noise optimization is based on the noise expression in saturation region and have

already neglected M3 due to its low value, the analysis result of Eq. 3.28 still holds.
3neglecting high-order effects such as mobility degradation, velocity saturation and short-channel effects
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4.3.2 Induced-gate noise

The drain current thermal noise originates from the random movement of the

carrier charges as they move along the channel. The random fluctuations of the potential in

the channel are coupled to the gate terminal through the oxide capacitance, and a minute

noise current is induced at the gate terminal, called “induced-gate” noise [72]. A quick

inspection suggests that with small gm, more thermal noise voltage is produced in the

channel and in turn induces more charges on the other side of the oxide capacitor. Since

the induced current flows through the capacitor, its magnitude is frequency dependent.

These are verified in Eq. A.15 and Eq. A.1, the induced-gate noise in strong and weak

inversion, which reconcile on the following expression.

i2ng ∝
ωCgs
gm

(4.18)

Because of the inverse proportion to transconductance gm, gate-induced noise is more pro-

nounced if transistors are biased in weak inversion where gm is low. The schematic of Fig. 3.2

is redrawn in Fig. 4.9 with added notation for induced-gate noise. M1’s gate noise is dis-

regarded because of its common-gate configuration shunting the gate noise to the ground.

The gm ratio between M3 and M4 is roughly confined by

gm4

gm3
≈ R1

Rs
(4.19)

and the value is in the range of 2-5 in practice. It is thus more preferable to allocate M3

as MGTR’s subthreshold transistor. The reasons are two fold. First, the severe noise

figure degradation by M3’s induced-gate noise is suppressed by the voltage gain ratio R1
Rs

.

Secondly, M4’s induced-gate noise is in shunt with the Rs noise and directly impacts overall
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Figure 4.9: LNA schematic with induced-gate noise

noise figure. Furthermore, only some of M4’s gate noise is related to its drain noise current.

The uncorrelated gate noise degrades the overall LNA noise factor by

EFM4,ng,uncorrelated
=
i2ng,M4

i2n,Rs

=
4ktω2C2

gs

gm4

16
135

(
1− |c|2

)
4kt 1

Rs

= gm4Rs
16
135

(
ω

ω0

)2 (
1− |c|2

)
≈ 2

3
gm4Rs

1
5

(
ω

ω0

)2 (
1− |c|2

)
(4.20)

where ω0 is the unity-gain frequency of transistor M4. c is the correlation factor defined

in Eq. A.17. 2
3 can be viewed as the noise coefficient, γ, of the long-channel transistor. A

factor of 1
5 accounts for the alternative way of modeling v2

ng with a series gate resistance of
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1
5gm

. On the other hand, the correlated M4 gate noise flows through resistor R1 and adds

to Vout noise after M3 amplification. Because the phase of induced-gate noise is 90 degree

apart from the drain current, the root-mean-square output noise power is the r.m.s sum of

both currents. This modify Eq. 3.16 with a factor of

EFM4,ng+nd,correlated
= EFM4,nd

×

(
1 +

8
45

(
ω

ω0

)2( gm4Rs
(1 + δ)(2 + εrr)

)2

|c|2
)

(4.21)

For typical values of gm4, δ and εrr, Eq. 4.21 and Eq. 4.20 simplify to

EFM4,ng,uncorrelated
≈ 0.4

(
ω

ω0

)2

EFM4,ng+nd,correlated
≈ EFM4,nd

×

(
1 + 0.84

(
ω

ω0

)2
) (4.22)

It is clear that the effect of induced-gate noise needs to be considered only if the LNA

operates at high frequencies.
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Chapter 5

A 0.8-2.1 GHz Prototype

A broadband 0.8-2.1 GHz LNA implemented in 0.13µm CMOS technology is used

to verify the design of noise and distortion cancelation outlined in the previous chapters.

The target frequency range is for multi-mode multi-band cellular applications. The LNA is

built on standard-Vt transistors without linearity enhancement such as thick oxide devices.

The only RF process option used is Metal-Insulator-Metal capacitors due to their high

linearity and high capacitance density.

5.1 Implementation

Fig. 5.1 shows the complete schematic of the implemented LNA core circuit. It

consists of a common-gate P/NMOS pair as the input stage, followed by two common-

gate NMOS transistors. The input P/N pair reuses the same DC bias current to save power

consumption. AC-coupling capacitor, C12, shunts the output of the common-gate transistors

to achieve ac equivalence for both nodes. To allow for flexible bias tuning during prototype
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Figure 5.1: Complete LNA schematic

characterization, each transistor is biased independently through an external voltage source

connected through on-chip diode-connected bias branch. AC coupling between stages is

implemented with the aid of capacitors C13, C24 and Cs. Low-value silicide poly resistor is

chosen for the resistors used in the schematic. Since a very high IIP3 is pursued, adding

an explicit output buffer for 50 Ω measurement setup is avoided. Otherwise the measured

linearity will be colored by the intrinsic distortion of the buffer circuit itself. Therefore a

very low load resistance of 55 Ω is adopted to facilitate the linearity measurement. This

adversely reduces amplifier’s voltage gain and increased RL noise contribution. In the fully

integrated front-end, the LNA output is routed directly to the input of the mixer so no

50 Ω matching is required and RL value can be made higher. On the other hand, low
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M1 (6.52µm/0.12µm)×6 R1 450Ω

M2 (6.52µm/0.12µm)×17 R2 250Ω

M3 (6.52µm/0.12µm)×30 RL 55Ω

M4 (6.52µm/0.12µm)×50 C12,13,24 15 pF

M5 (6.52µm/0.12µm)×30 Cs 25 pF

Table 5.1: Device size

resistor value helps “desensitize” the distortion caused by transistor’s drain conductance,

an important underlying assumption of our distortion cancelation analysis. By attaching

the probe onto the output pad, the effective output impedance is halved, thus measured

S21, or power gain, is 6 dB lower than on-chip voltage gain. Since RL is already sufficiently

small, in the simulation the IIP3 with and without attaching the probe does not show

measurable difference.

Transistors M1 to M5 are implemented by assigning different number of fingers

to the unit-width device, which has a dimension of 6.52µm/0.12µm. Double-sided gate

contacts are used to minimize the parasitic resistance of the poly gate material. Care is

also spent to the placement of proper RC filtering and routing of the bias lines so that the

gate bias is connected to a clean DC voltage. Table 5.1 summarizes the device size. The

resistance value is slightly lower than what has been used in the previous analysis. This is

because transistor’s intrinsic gain product, gmro, is low in the deep submicron technology

and R1, R2 need to be reduced to maintain the same input matching. Fig. 5.2 shows the

Spectre simulation of individual noise factor by sweeping V b4 after device size and other

biases are chosen. This plot is similar to Fig. 3.5 except that gm3 is held constant. M1
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Figure 5.2: Noise factor by Spectre simulation

and M2 noise is canceled at δ = 0 as expected. The smaller value of R1 and R2 raised the

non-canceling FR1 and FR2 even higher than FM4 in the region of interest. It also causes

higher FRL and FM3 due to reduced common-gate gain. This drives the selection of a larger

δ than predicted in chapter 2. For a design with 2 dB LNA noise figure, a snapshot of the

noise breakdown is shown in Fig. 5.2.

The amplifier’s stability is examined by the K factor, defined in [73] as

K =
1− |S11|2 − |S22|2 + |S12S21 − S11S22|2

2|S12S21|2
(5.1)

The simulated K value including the bias network is larger than one for frequencies up to

10 GHz.
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Figure 5.3: Output noise breakdown
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Figure 5.4: Simulated LNA stability factor
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Figure 5.5: Chip microphotograph

The chip microphotograph is shown in Fig. 5.5. It occupies an area of 830×790µm2.

The die size is mainly limited by the surrounding pads for testing purpose. The area of core

circuit is only 320× 310µm2 including the MIM capacitors.

5.2 Measurement Results

The chip measurements is carried out by on-wafer probing using Cascade Microtech

12000 probe system. The input and output impedance matching is characterized by S-

parameters measurements with Anritsu’s 37397C Vector Network Analyzer. Fig. 5.6 shows

better than −8.5 dB of S11 and S22 is achieved and matches with post-layout simulation. S11

impedance matching can be improved by including the bond wire inductor, which typically

has a self-inductance of 1-2 nH, to tune out the parasitic capacitance. The measured low
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Figure 5.6: Measured S parameters

frequency power gain, S21, is 11 dB, which amounts to 17 dB voltage gain on the chip. The

3 dB bandwidth is 2.1 GHz.

The noise figure measurement is performed with Agilent’s N8974A Noise Figure

Analyzer. In addition, the output of the LNA is connected to a discrete broadband amplifier

before it reaches the input of the test equipment. The purpose of this modified setup is to

bring up the signal and noise level of the DUT and to minimize the error introduced by the

measurement setup [74]. The gain and noise figure of the discrete amplifier, as well as loss

of the cables in use, are measured separately before it is hooked up to the probing system.

The LNA’s own noise figure is then extracted from the measured noise figure by applying
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the calibration data into the Friis equation. The results are shown in Fig. 5.7. Compared

to the case without noise cancelation, i.e. M4 off, as large as 3 dB improvement in noise

figure is achieved.

The IIP3 of the LNA is evaluated by exciting 2 tones at ω1 and ω2, and by reading

the spectrum output at 2ω1−ω2 and 2ω2−ω1 with Agilent’s E4440A spectrum analyzer. To

begin with, a WCDMA compliant blocker test is used to determine the value of ω1 and ω2.

Two sinusoidal tones located at 1.76 GHz and 1.95 GHz model a strong AM blocker and a

transmitter on-chip leakage. Through amplifier’s third-order nonlinearity, the combination

of 2ω2 − ω1 results in an IM3 product at 2.14 GHz, which falls onto the desired receiver

band. The same frequency setting is reused for testing at 900 MHz band. Fig. 5.8 shows
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the results. The IM3 in both bands are very similar to each other, which confirms the

cancelation scheme is indeed effective over wide frequency range. The extrapolated IIP3

of both bands achieves as high as +16 dBm. Moreover, the IM3 cancelation scheme holds

for the blocker power as large as −20 dBm. This greatly relaxes the isolation requirement

imposed on the duplexer ahead of the LNA and power amplifier. On the other hand, the

measured P1dB is −12 dBm. The difference between measured IIP3 and P1dB is much

larger than 9.6 dB. This is because the theoretic calculation of P1dB considers third-

order coefficient a3 only. While the distortion cancelation strives to cancel a3, higher-order

coefficients such as a5 and a7 are not taken into account, which also plays a significant role
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Figure 5.9: Measured and simulated IIP3 and NF sensitivity

in the large signal regime.

It is important to examine the bias sensitivity of the distortion and noise cancela-

tion schemes. One way to emulate the effects of matching and threshold variation is to vary

one of the bias point, say, V b3. Fig. 5.9 shows results of such measurement and compares

with the post-layout simulation. The aligned IIP3 peak and NF valley confirm simultane-

ous noise and distortion cancelation. Reasonable agreement is also observed between the

simulation and the measurement for both noise figure and IIP3. Due to the limited accu-

racy of higher-order gm derivatives in the device model, the simulated IIP3 does not track

the measured data exactly. On the other hand, discrepancy of NF in the lower V b3 region
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is noticeable. As V b3 decreases and biases transistor M3 into deep subthreshold region,

this drives the NF contour to the bottom in Fig. 3.3, where rapid gradient of the contour

curves makes NF more susceptible to parameter variations as well as modeling inaccuracy.

Allowing a bias window of 50 mV for worst-case process and bias variations, performance

of IIP3 greater than +5 dBm and NF around 2.5 dB can still be maintained.

The parameter variation of the common-gate stage has less sensible impacts on

the overall IM3 cancelation as only one term, g′m, in Eq. 4.10 is affected. This is confirmed

by the broader bell shape of the curves in Fig. 5.10, where bias voltage of common-gate

transistors is varied. The noise figure under the same bias sweep was shown in Fig. 5.11.

The noise figure remains almost constant regardless of M1 and M2’s bias condition. Again

this clearly proves the effectiveness of noise cancelation.
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Figure 5.10: Measured IIP3 sensitivity of V b1 and V b2
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Figure 5.11: Measured NF sensitivity of V b1 and V b2

5.3 IIP3 two-tone-spacing dependence

The measured IIP3 is found to be dependent on the frequency spacing between

the injected two tones, i.e. ω1 − ω2. This is exemplified in Fig. 5.12 where one tone was

fixed at 1.95 GHz and 0.95 GHz, respectively, while the frequency of the other tone varies.

This 2-tone frequency dependence originates from the insertion of capacitor C12. Although

C12 helps direct g′m nonlinear current to circulate in the loop of M1-M2-C12, this is only

true for IM2 current at high frequencies, i.e. ω1 + ω2. With input 2 tones at ω1 and

ω2, an IM2 current at ω1 − ω2 also forms which sees high impedance presented by C12.

This lower-band IM2 current is blocked and has to flow instead through resistors R1 and
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Figure 5.12: Measured IIP3 dependency on the two-tone spacing

R2, even if g′m1 and g′m2 are matched. The low-frequency IM2 current thereby establishes

non-negligible second-order nonlinear voltages at V1 and Vx that leads to finite third-order

output distortion through M3 and M4’s g′m. In Fig. 5.13, a Spectre simulation of the

second-order nonlinear voltage at V1 with different 2-tone frequency spacing confirms this

dependence. With practical capacitor value of, say, 15 pF , the LNA IIP3 still shows strong

dependence on the tone spacing in the ten’s of MHz range. If 15 pF is replaced with an

infinite capacitance, V1 at ω1 − ω2, and output IIP3, stay constant. This phenomenon is

analyzed in Appendix B with a detailed Volterra series analysis taking into account the

role of C12. According to Eq. B.20 and Eq. B.21, the second-order Volterra series kernel,

A2(s1, s2) and B2(s1, s2) consists of a term4A2(s1, s2) and4B2(s1, s2), respectively, which
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Figure 5.13: Effect of 2nd-order distortion on LNA IIP3

are associated with C12(s1, s2) and, more importantly, independent of g′mn − g′mp. In other

words, even if g′mn is matched with g′mp, there is still a residual A2 and B2 if C12(s1, s2) is

not zero. To mitigate this frequency dependence, the coupling capacitor has to maximize

so that a sufficiently low impedance at low IM2 frequency is realized. This introduces more

unwanted parasitic capacitance associated with C12 and reduces the LNA 3 dB bandwidth.

The selection of C12 thus depends on the frequency range and the blocker profile of the LNA.

Fortunately in today’s typical multi-radio scenario, it is the out-of-band blockers which set

the linearity constrains. They are usually located on the spectrum a few tens or hundreds
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of MHz away from each other and the desired receiving channel. The required capacitor

size is greatly reduceds.

5.4 Discussions

We have demonstrated the measured results of a state-of-the-art low noise figure

and exceptionally high IIP3 for a 0.8 to 2.1 GHz noise and distortion canceling LNA. In

order to extend the LNA bandwidth to accommodate upper GHz frequencies, the parasitic

capacitance associated with AC-coupling capacitors has to be minimized. Since capacitor

C1 and C2 are to isolate the DC bias between the stages, they can be removed in order

to cut the parasitic capacitances. For example, attaching a bleeding current source at the

gate of M3 and M4 allows to change M3 and M4 bias without affecting the previous stage.

A more elaborate approach is by taking advantage of the triple-well technology typically

available in nano-scale CMOS technology. Connecting the body bias to an independent DC

voltage, transistor’s g′′m can be altered by varying the body bias. To the first order, the bulk

potential changes the threshold voltage VTH by

VTH = VTH0 + γ
(√

VSB + 2φF −
√

2φF
)

(5.2)

VTH0 is the threshold voltage with VSB = 0, γ is the body effect factor, and φF is the Fermi

level. Shown in Fig. 5.14, a VSB of −0.5 V shifts g′′m curve by 120 mV . Considering the bias

difference between typical MGTR transistors is less than 200 mV , this amount of g′′m shift

is capable of aligning M4’s g′′m valley with M3’s peak in Fig. 5.15 using the bias voltages

established by M2’s VDS and R2 only.
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Chapter 6

Large-signal Distortion

Characterization

Taylor series has been widely adopted for distortion characterization. It facilities

hand calculation and leads to many insightful expressions such as IIP3 as defined in chap-

ter 2. Theoretically a Taylor series with infinite number of coefficients is able to predict the

output distortion without lost of information. In practice, the higher-order coefficients are

truncated and only the first few are adopted. A consequence due to exclusion of higher-order

terms (HOT ) is the reduced accuracy, especially of concern when the signal magnitude be-

comes large. Mathematically speaking, function approximation by Taylor series hold valid

as long as signal magnitude is within the radius of convergence. Although CAD programs

are effective in simulating large-signal distortions, they often fail to provide insights toward

circuit’s nonlinear response. We therefore look for an alternative approach which can offer

the design guideline more transparently than CAD algorithms and at the same maintain
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more accuracy than conventional Taylor series.

6.1 Taylor Series Recap

To illustrate the limitation of conventional Taylor series approach, a Spectre simu-

lation based on sweet spot and MGTR schemes is conducted. The biases for both schemes

are selected, by referring back to Fig. 5.8, so that their equivalent a3 is the same and close

to zero. Fig. 6.1 shows the output HD3 as input magnitude increases. From Eq. 2.23,

sout(3ω1) =
a3

4
× sin(ω1)3 (6.1)

, which corresponds to the straight line in Fig. 6.1 with slope of 3 in dB-dB scale. Sim-

ulations of both schemes follow the slope of 3 well until vin exceeds a certain level. The

discrepancy at large signal is attribute to the higher-order coefficients not accounted for

in Eq. 6.1. However, even in the small signal regime, there exhibits another discrepancy

between sweet-spot and MGTR at the same signal swing. Notice that this discrepancy is

not foreseen by Eq. 6.1.

6.2 Signal-locus-based characterization

According to Eq. 2.21, successive derivatives, or approximations, of different orders

are used to provide an estimate of the output. The coefficients for output approximation are

fixed because the derivatives refer to the same static point. Static approximation is valid as

long as circuit nonlinearity does not change along the course of input signal. This is usually

true for small signal magnitude. As signal magnitude increases, the signal travels an appre-
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Figure 6.1: HD3 by sweet spot, MGTR and Taylor series

ciable distance on the transfer curve and experiences changes of circuit nonlinearity. With

reference point fixed, the approximation error accumulates up to the point where Taylor

series representation becomes inaccurate. Including HOTs in the polynomial representa-

tion improves the accuracy because the otherwise accumulated residual error continues to

be estimated by the HOTs. However adding HOTs makes hand calculation cumbersome.

Taking a3 as an example, the presence of coefficients higher than order of 3, say a5 and a7,

causes changes of a3 values across a wider input range. Alternatively speaking, the shape of

lower-order coefficients is a reflection of the HOTs. Therefore even the value of the initial

a3 is equal, the different shape of a3 of sweet-spot and MGTR in Fig. 4.2 results in different

third harmonic distortion.
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To overcome the above limitation, the fixed reference point is discarded and re-

placed with continuous update along the course of signal swing [75]. As signal moves along

the transfer curve, the instantaneous derivative values are used to provide the output esti-

mation for next step. As long as the distance between two adjacent steps are sufficiently

small, the output approximation remains accurate even with first-order linear projection

only. This is referred to as signal-locus-based characterization because it always takes on

the most up-to-date coefficient value.

6.2.1 Model derivation

Sin

Sout

n n

n

n

=

+

Sout(n)

dist(n)

Sout(n)

Sin(n)

Figure 6.2: Representation of output distortion

Fig. 6.2 illustrates the setup for deriving a quantitative expression of the pro-

posed approach. Assume a memoryless nonlinear system driven by a sinusoidal input with
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amplitude A sampled by N times per cycle,

sin(n) = A× sin(
2πn
N

), n = 0, 1, ..., N − 1.

d(n) = sin(n)− sin(n− 1)

(6.2)

d(n) is the input step between two successive sampling instants. Due to system nonlinearity,

Sout

sin(n)

slope=a1(n-1)=a1(sin(n-1))

Sin

sin(n-1)

slope=a1(0) = a1(sin(0))

d(n)

dist(n)

dist(n-1)

Figure 6.3: Close-in on the output estimation

the output sequence, s̃out(n), is distorted from the linear amplification of initial input, shown

as

s̃out(n) = sout(n) + dist(n) (6.3)

Referring to Fig. 6.2 and if the system is linear, the output sout(n) is just an extension of

sin(n) on the straight projection along a1(0) line. It is clear that a1(n− 1) better estimates

s̃out(n) than a1(0) at instant n-1. By writing

sout(n) = sout(0) + a1(0)×
n∑
i=1

d(i) (6.4)
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and

s̃out(n) = s̃out(n− 1) + a1(n− 1)× d(n)

= s̃out(n− 2) + a1(n− 2)× dx(n− 1) + a1(n− 1)× d(n)

= s̃out(0) +
n∑
i=1

a1(i− 1)× d(i)

(6.5)

distortion dist(n) is expressed as

dist(n) =
n∑
i=2

(a1(i− 1)− a1(0))× d(i) (6.6)

0 1 2 3 4 5 6 N-1 n

(a1(n-1)-a1(0)) d(n)

Figure 6.4: Composition of dist(n)

Fig. 6.4 illustrates the composition of the distortion for one full cycle. It consists

of the sum of pulse sequences which have shrinking width and delayed occurrence. The

pulse height is (a1(i − 1) − a1(0)) × d(i). Borrowing the shorthand expression for a pulse
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sequence from digital signal processing theory, the kth output harmonic, Hk, is found as

Hk =
N−1∑
n=2

∣∣∣∣h(n)× e−j·
2π
N
·k·n

2 ×
sin(2π

N · k ·
n+1

2 )
sin(2π

N · k ·
1
2)

∣∣∣∣ (6.7)

, where h(n) = (a1(n−1)−a1(0))×d(n). The exponential, sinc, and h(n) term account for

the delayed occurrence, pulse width, and height respectively. Then define the third-order

output harmonic distortion, HD3 as

HD3 =
H1

H3

=

N−1∑
n=2

∣∣∣∣h(n)× e−j·
2π
N
·3·n

2 ×
sin(2π

N · 3 ·
n+1

2 )
sin(2π

N · 3 ·
1
2)

∣∣∣∣
N−1∑
n=2

∣∣∣∣h(n)× e−j·
2π
N
·1·n

2 ×
sin(2π

N · 1 ·
n+1

2 )
sin(2π

N · 1 ·
1
2)

∣∣∣∣
(6.8)

6.2.2 a3-only expression

dist(n) in Eq. 6.6 is specified by first-order coefficient, a1. It is of our interest to

rewrite it in terms of a3 as our linearization schemes utilize a3 properties. Apply power

series approximation with

a1(n) = a1(n− 1) + a2(n− 1)× d(n− 1)

a2(n− 1) = a2(n− 2) + a3(n− 2)× d(n− 2) (6.9)

After backward recursive replacement of Eq. 6.9 into Eq. 6.6, we arrive at an expression in

terms of a3,

dist(n) = a2(0)×
n−1∑
i=1

(
d(i) ·

n∑
j=i+1

d(j)
)

+
n−2∑
i=1

(
a3(i− 1) · d(i− 1) ·

n−1∑
j=i+1

(
d(j) ·

n∑
k=j+1

d(k)
))

(6.10)
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and a2(0), which is the second-order nonlinear coefficient at the initial point. The role of

a2(0) is examined by applying sinusoidal input sin(n) = A sin(2πn
N ) and the term associated

with a2(0) in Eq. 6.10 becomes

dist(n)
∣∣∣∣
a2(0)

=
1
4
A2
(
1− cos(2π · 2n

N
)
)

(6.11)

It is a distortion component with two times the input signal frequency and is neglected in

the subsequent discussions on third-order distortion.

6.2.3 Verification

Eq. 6.8 is verified by a behavioral simulation in Matlab. An empirical MOSFET

drain current function valid from subthreshold to strong inversion region is used [76, 77]:

Ids =
K

2
× f2(Vgs)

1 + θ · f(Vgs) + ϑ · f2(Vgs)

f(Vgs) = 2ηφtln(1 + e(Vgs−Vth)/2ηφt) (6.12)

where the values of K, θ, ϑ, 2ηφt and Vth are extracted from 0.13 µm technology. They

are 61.87 m, 6.868, 114.8 m, 80.1 m and 0.478 respectively. First, expressions of gm and its

derivatives are derivated based on Eq. 6.12. Their values are computed by plugging in the

parameter values with the DC bias set from 0.5 to 0.6 volt and the input amplitude ranging

from 5 mV to 500 mV . HD3 is then directly calculated using Eq. 6.8. For comparison, the

same sinusoid is fed to Eq. 6.12 to get the simulated drain current waveform. The spectral

results of the waveform are found by taking its FFT. Fig. 6.5 compare both results. The

peak of the curves corresponds to the sweet spot where the third-order nonlinear coefficient

crosses the zero value. It starts deviating from the initial sweet spot as input magnitude
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increases. The shift is to compensate the impacts of HOTs. An excellent agreement is

achieved even for input amplitude as large as 500 mV .
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Figure 6.5: HD3 by Eq. 6.8 and FFT of S̃out(n)

6.2.4 H3 Decomposition

To further appreciate the implications of Eq. 6.7, assume a nonlinear system with

a fixed third-order nonlinearity, i.e. a3(n) = a nonzero constant and a1(n) and a2(n) as

specified in Eq. 6.9. Separating Eq. 6.7 in real and imaginary parts, Fig. 6.6 shows the

individual terms making up the summation. H3 is the summation result of the figure in the

third row over the full cycle. Examining the odd and even symmetry of these curves with

respect to 0.5 T , H3 is contributed solely by the imaginary part of Eq. 6.7 while the real part

cancels out after integrating over one cycle. With the same setup but this time assumes a
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Figure 6.6: H3 decomposition with a3(n)=constant

fixed fourth-order nonlinearity, a4(n) = constant. No third-order distortion is expected, as

proven by Fig. 6.7 by the odd symmetry w.r.t. 0.5 T for the imaginary part, and separate

odd symmetry w.r.t. 0.25 T and 0.75 T for the real part. Fig. 6.6 and Fig. 6.7 reveal

that the third-order harmonic is determined by the imaginary value of the H3 summation.

Furthermore, the symmetry property of these curves is related only to that in the first

row, once value of K, the order of nonlinearity is chosen. For instance, a3(n) = constant

results in the even symmetry w.r.t. 0.5 T for (a1(n) − a1(0)) × d(n) in Fig. 6.6, which

later translates into nonzero H3. These graphic results can be generalized to conclude that
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third-order harmonic exists if and only if there is even symmetry of a3(n) w.r.t. the center

point, i.e any HOTs with even-order higher than a3.
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Figure 6.7: H3 decomposition with a4(n)=constant

6.3 Implication to amplifier linearization

In this section, we will apply the new approach to examine existing amplifier

linearization schemes, and use it to explain the discrepancies in Fig. 6.1.
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6.3.1 Sweet-spot v.s. MGTR

Ignore a2(0) and rewrite Eq. 6.10 with

dist(n) =
n−2∑
i=1

((
(a3(i− 1)− a3(0)) + a3(0)

)
· d(i− 1) ·

n−1∑
j=i+1

(
d(j) ·

n∑
k=j+1

d(k)
))

(6.13)

where a3(0) is the initial a3, and a3(i−1)−a3(0) accounts for the dynamic change of a3(n).

Although a3(0) for sweet-spot and MGTR is chosen the same, the shape of the curve, i.e.

a3(i − 1) − a3(0), differs. The advantages of MGTR are two fold. The flatter a3 zero

crossing reduces the bias sensitivity of MGTR’s a3(0). More importantly, the distortion

caused by a3(n)−a3(0) dynamics is greatly suppressed due to its smaller value. The smaller

a3(n)−a(0) of MGTR is attribute to a3(n) of transistors in weak inversion (WI) and strong

inversion (SI) moving in opposite direction with the same locus d(n), shown by expressing

Eq. 6.13 with individual a3(n) sharing the same d(n)

dist(n) =
n−2∑
i=1

((
a3,WI(0) + a3,SI(0)+

a3,WI(i− 1)− a3,WI(0) + a3,SI(i− 1)− a3,SI(0)
)
·

d(i− 1) ·
n−1∑
j=i+1

(
d(j) ·

n∑
k=j+1

d(k)
))

(6.14)

6.3.2 Split-MGTR

Size matching plays a critical role for a proper MGTR linearization. It allows

both a3(0) and the dynamic a3(n) − a3(0) be minimized. In practice, size mismatch is

inevitable due to process variations. Moreover the size ratio of two transistors can not be

made arbitrarily fine because of limited lithography accuracy. Like sweet-spot, MGTR is

also susceptible to the inferior modeling accuracy of gm derivatives. These practical factors
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create more room of discrepancy in the fabricated circuits. Once the silicon is fabricated,

the suboptimal size ratio can not be adjusted. Transistor bias being the only tuning knob,

it is difficult to achieve the same level of linearization as expected by simulation.

Vplus VminusM1 Split by M M2 Split by M

Figure 6.8: Split-Multi Gated Transistor (split-MGTR)

A modified scheme called “split-MGTR” overcomes the practical limitation by

splitting the two MGTR transistors into several, say, N, unit transistors. The bias of

these unit transistors is equally separated by a small offset from the main MGTR biases.

Fig. 6.8 shows the split-MGTR circuit configuration. Referring to g′′m plane in Fig. 6.9,

the large dot in red and medium dot in green represents the g′′m(0) for sweet-spot and

MGTR, respectively, while a handful of smaller dots refers to those of split-MGTR. Unlike

conventional MGTR, cancelation of g′′m(n)− g′′m(0) in split-MGTR applies to transistors in

the same region of g′′m polarity. Since the unit transistors in the same region have identical

size and layout, the likelihood of size mismatch is minimized. Furthermore, by manipulating

the offset voltage as a post-fabrication knob, the same level of linearization can be achieved

even with modeling error and after the transistor is fabricated.
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m

Figure 6.9: Illustration of split-MGTR on g′′m plane

Fig. 6.10(a) compares the three linearization schemes using the same behavioral

transistor model as before. By limiting the accuracy of size ratio to 0.1 and bias resolution

of 1 mV , split-MGTR achieves even flatter g′′m than conventional MGTR. Accounting for

5 % variation in θ, split-MGTR in Fig. 6.10(b) maintains almost the same performance with

the same master bias and by adjusting the offset voltages. On the other hand, conventional

MGTR has to adjust its master bias by as large as 25 mV , which may cause adverse effects

due to significant bias shift. In this particular example, sweet-spot shows less variation

than MGTR because θ in Eq. 6.13 represent the mobility degradation and manifests only

at substantial gate bias beyond the point of sweet spot.
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6.4 Summary

Conventional distortion characterization using truncated Taylor series is simple for

hand calculation but loses accuracy when signal magnitude increases. We therefore present

a dynamic Taylor series approach by keeping the coefficient values most up-to-date when

signal moves on the transfer curve. The new method provides a different way of under-

standing circuit nonlinear response by focusing on the shape of its coefficient characteristic

curve. A modified linearization scheme is verified with the behavioral model and shows the

potential of better linearity and robustness.
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Chapter 7

Prototype II: 2-Tone-Indepndent

Broadband Linearization

The IIP3 2-tone frequency dependence observed in the first prototype LNA could

pose a concern for applications where interference signals are close to each other in the

spectrum. In this chapter, a revised solution will be investigated to completely eliminate

this issue.

7.1 Common-gate stage revisit

First, remove capacitor C12 in the schematic of Fig. 7.1, and re-examine the flow

of harmonic currents in the circuit. For simplicity, assume the second stage performs an

ideal current summation by the common-source transistors, M3, M4 and M5 connecting

to V1, Vx and V2 separately. Starting with the first order, i.e. linear current by gm, and
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referring to the voltage at Vx as 1, the relative first-order voltages at nodes V1 and V2 are

V
(1)

1 =
R1

Ra

V
(1)

2 =
R2

Rb

(7.1)

, where Ra and Rb are the resistance looking into the source of M1 and M2, respectively.

Ra =
1
gm1

+
R1

gm1ro1

Rb =
1
gm2

+
R2

gm2ro2

(7.2)

As for the second-order harmonic voltages, since g′m currents of M1 and M2 flow in the same

direction, there is no current through Rs if magnitude of both g′m is matched. As such, the

second-order harmonic voltage at Vx is zero and those at V1 and V2 have a ratio of −R1
R2

1. At

the third order, M1’s g′′m current causes the relative magnitude of the third-order harmonic

voltages among V1, Vx and V2 as

V
(3)

1,M1
= R1

V
(3)
x,M1

= −(Rs‖Rb)

V
(3)

2,M1
= −(Rs‖Rb)×

R2

Rb

(7.3)

Likewise, consider M2’s g′′m and the current flow from bottom up, the relative voltage values

become

V
(3)

2,M2
= R2

V
(3)
x,M2

= −(Rs‖Ra)

V
(3)

1,M2
= −(Rs‖Ra)×

R1

Ra

(7.4)

Harmonic voltages at V1, V2 and Vx are then amplified by gm and its derivatives of common-
1Also true if ro nonlinearities are considered
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Figure 7.1: Illustration of relative harmonic voltages at the common-gate stage

source transistors. Results are summed at Vout. It is already known from Eq. 4.10 that

co-existence of first- and second-order harmonic voltages at V1, V2 and Vx leads to third-

order nonlinear output through second-order interaction with common-source transistors’

g′m. The previous LNA implementation makes the second harmonic voltages at V1, V2

and Vx all become zero by confining common-gate stage’s g′m current circulating within

M1, M2 and C12. In Fig. 7.1, only Vx is zero under matched condition. However, the

opposite polarity between the second harmonic voltages at V1 and V2 in Fig. 7.1 and the

same polarity of g′m in the common-source transistors make the polarity of Vout distortion

by second-order interaction remain opposite. The polarity difference can be exploited to
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realize full cancelation of the third harmonic distortion, as will be explained next.

7.2 Noise Analysis

Consider Vout noise due to various noise sources,

V̄ 2
out,R1

= 4KTR1 × g2
m3 ×R2

L ×∆f

V̄ 2
out,R2

= 4KTR2 × g2
m5 ×R2

L ×∆f

v̄2
out,M3

= 4KT
γ

α
× gm3 ×R2

L ×∆f

v̄2
out,M4

= 4KT
γ

α
× gm4 ×R2

L ×∆f

v̄2
out,M5

= 4KT
γ

α
× gm5 ×R2

L ×∆f

v̄2
out,Rs =

4KT
Rs
× (Rs ‖ Rin)2 × (gm4 + gm3 ×

R1

Ra
+ gm5 ×

R2

Rb
)2 ×R2

L ×∆f

(7.5)

, where Rin is defined as

Rin = Ra ‖ Rb (7.6)

It can also be shown that Vout noise due to common-gate transistors are

v̄2
out,M1

= 4KT
γ

α
× gm1

(1 + gm1(Rs ‖ Rb))2 ×
(
gm3R1 − (Rs ‖ Rb)(gm4 + gm5 ×

R2

Rb
)
)2

×R2
L ×∆f

v̄2
out,M2

= 4KT
γ

α
× gm2

(1 + gm2(Rs ‖ Ra))2 ×
(
gm5R2 − (Rs ‖ Ra)(gm4 + gm3 ×

R1

Ra
)
)2

×R2
L ×∆f

(7.7)

The subtraction in the main bracket in Eq. 7.7 indicates M1 and M2 noise cancelation. A

slightly different cancelation mechanism exists between this circuit and that of Fig. 3.2.

Taking M1 noise for example, noise voltages at Vx and V2 have the same polarity but

opposite to that at V1. As such, the term, gm5 × R2
Rb

, appears in addition to gm4 to assist
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the cancelation. By making zero value of the capital bracket in Eq. 7.7,

gm4 = (gm5R2 −
RsR1

Rs +Ra
gm3)

Rs +Ra
RsRa

(7.8)

Note that gm3 and gm5, R1 and R2, and Ra and Rb are interchangeable due to circuit

duality. Both expressions result in the same gm4. Therefore the following ratio has to be

satisfied and constitutes the first criteria for full cancelation of M1 and M2 noise

gm3

gm5
=
R2

R1
(7.9)

7.3 Distortion Analysis

Consider the distortion caused by the intrinsic third-order nonlinearity of the

common-gate transistors. As previously pointed out, their g′′m current is modeled in the

same way their noise current is modeled, therefore, Eq. 7.9 also serves as the criteria for

canceling M1 and M2’s intrinsic g′′m distortion.

7.3.1 Second-order interaction

Referring to Fig. 7.1, the complete removal of third harmonic output due to inter-

action between the common-source and common-gate stages occurs if

V
(1)

1 × V (2)
1 × g′m3 + V

(1)
2 × V (2)

2 × g′m5 = 0 (7.10)

is satisfied. This calls for

R1

Ra
(−R1)× g′m3 +

R2

Rb
(R2)× g′m5 = 0

⇒ g′m3

g′m5

=
Ra
Rb

(
R2

R1

)2
(7.11)
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as the second cancelation criteria. To simplify the design, assume M3 and M5 are imple-

mented by unit transistors with the same bias voltage. This transforms the required gm and

g′m ratio into size ratio, or the number of unit devices, between M3 and M5. By equating

Eq. 7.9 and Eq. 7.11,

gm3

gm5
=

size of M3

size of M5
=
R2

R1
and

R1

R2
=
Ra
Rb

(7.12)

Substitute Eq. 7.12 into Eq. 7.7, we get

v̄2
out,M1

= 4KT
γ

α
×

gm1R
2
b

(Rs +Rb + gm1RsRb)
2 × (gm3R1 − gm4Rs)

2 ×R2
L ×∆f

v̄2
out,M2

= 4KT
γ

α
× gm2R

2
a

(Rs +Ra + gm2RsRa)
2 × (gm3R1 − gm4Rs)

2 ×R2
L ×∆f

(7.13)

and the third cancelation criteria for M4,

gm3

gm4
=
Rs
R1

(7.14)

7.3.2 MGTR

Up to this point, only the size ratio between M3 and M5, and R1 and R2 are

decided. The remaining third harmonic output yet to be canceled is the intrinsic distortion

caused by common-source transistors’ g′′m. Not too surprisingly, this distortion is canceled

by applying MGTR to M3, M4 and M5 with the last cancelation criteria

(
R1

Ra
)3 × g′′m3 + (

R2

Rb
)3 × g′′m5 + g′′m4 = 0

⇒ g′′m3

g′′m4

= −(
Ra
R1

)3 × (
R2

R1
)

(7.15)

which completes device bias and size values for M3, M5 and M4.
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7.4 Noise/Distortion cancelation co-design

From Eq. 7.13, the same residual cancelation factor is defined.

δ =
gm4 ×Rs
gm3 ×R1

− 1 (7.16)

Also, use εrr in Eq. 3.12 to account for input impedance mismatch, Vout noise is rewritten

as

v̄2
out,Rs =

4KT
Rs
× g2

m3 ×R2
1 × (

1 + εrr
2 + εrr

)× (1 + δ +
1

1 + εrr
)×R2

L ×∆f

v̄2
out,M1

= 4KT
γ

α
× gm1 × g2

m3 × (
R1

Rs
)2 × (

1
gm1
‖ Rs ‖ Rb)2 × δ2 ×R2

L ×∆f

v̄2
out,M2

= 4KT
γ

α
× gm2 × g2

m3 × (
R1

Rs
)2 × (

1
gm2
‖ Rs ‖ Ra)2 × δ2 ×R2

L ×∆f

(7.17)

The noise factors of individual devices are

FR1 =
Rs
R1
×
(

2 + εrr
1 + (1 + εrr)(1 + δ)

)2

(7.18)

FR2 =
Rs
R2
×
(

2 + εrr
1 + (1 + εrr)(1 + δ)

)2

(7.19)

FM3 =
γ
α

gm3R1
× Rs
R1
×
(

2 + εrr
1 + (1 + εrr)(1 + δ)

)2

(7.20)

FM5 =
γ
α

gm3R1
× Rs
R2
×
(

2 + εrr
1 + (1 + εrr)(1 + δ)

)2

(7.21)

FM4 =
γ
α

gm3R1
× (1 + δ)×

(
2 + εrr

1 + (1 + εrr)(1 + δ)

)2

(7.22)
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Figure 7.2: Noise factor of individual devices

FM1 =
γ
α

Rs
× gm1

( 1
gm1
‖ Rs ‖ Rb)2

×
(

2 + εrr
1 + (1 + εrr)(1 + δ)

)2

× δ2 × (1 + δ) (7.23)

FM2 =
γ
α

Rs
× gm2

( 1
gm2
‖ Rs ‖ Ra)2

×
(

2 + εrr
1 + (1 + εrr)(1 + δ)

)2

× δ2 × (1 + δ) (7.24)

The above expressions have a striking resemblance with those in chapter 3 due to circuitry

similarities. The only exception is the additional term of 1 + δ associated with FM1 and

FM2 . This additional term accounts for the aided cancelation by the noise current flowing

through the counterpart common-gate transistor. From noise optimization in chapter 3,

this aided M1 and M2 cancelation allows us to put more emphasis on minimizing M4 noise,

instead of M1 and M2, by allocating larger gm4. As a result, δopt grows and shifts to the
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right of the value predicted by Eq. 3.28 2. This is seen in Fig. 7.2 where, the valley of

F aligns very close to δ = 0. This is a favorable property since δ = 0 is the underlying

assumption behind complete distortion cancelation described in section 7.3.

7.5 Implementation

M1

M2

R1

R2

Vs

Vx

V1

Vb2

Vb1

V2

Rs

Cs

Vb3 Vb4

M5

M3

M4

M6

C1

C2

Cx

RL

Lx

Figure 7.3: Measured IIP3

Fig. 7.3 shows the full schematic of the modified LNA. AC coupling capacitors

C1, C2 and Cx are used to isolate the DC bias and do not contribute to IIP3 frequency

dependence. For compact implementation, these capacitors can be removed using techniques
2Another way of looking at this δopt shift is by applying δopt of Eq. 3.28 to the above expressions, most

noise factors remain unchanged except FM1 and FM2 become smaller for a negative δ. δopt moves to the
right to account for the lower Fopt.
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mentioned in section 5.4. The parasitic capacitance introduced by these capacitors limits the

LNA bandwidth. A shunt-peaking inductor is used to compensate the bandwidth shrinkage.

Special attention is paid to the way the harmonic currents are summed in the

common-source stage. Referring to Fig. 7.1, the second-order harmonic voltage at Vx is

designed to be perfectly null so that the third harmonic distortion by M4’s g′m is zero. On

the other hand, the second-order harmonic voltages at V1 and V2 are measurable. They

could leak to Vx through M4’s Cgd capacitor and compromise the design of zero second-

order harmonic voltage. M6 is therefore placed between M4 and M3 and M5 to provide

sufficient isolation. Since M3 and M5 are the transistors in weak inversion and run at low

current level, their output conductance is still high compared to the load resistor RL, and

does not affect the current summation.

The circuit is designed in 65 nm CMOS process with the device values summa-

rized in Table 7.5. It utilizes low-Vt transistors in a low-power 65 nm technology. Fig. 7.4

compares the simulated noise figure with and without the cancelation by M4. With supply

voltage scaling from 1.5 V in the previous implementation to 1.2 V, resistor value, R1 and

R2, decreases and increases the lowest achievable noise figure.

M1 (0.5µm/0.06µm)×40 R1 400Ω

M2 (0.5µm/0.06µm)×92 R2 310Ω

M3,5 (0.5µm/0.06µm)×10 RL 60Ω

M4 (6µm/0.06µm)×20 Cx,1,2 0.5 pF

M6 (6µm/0.06µm)×48 Lx 1.8 nH

Table 7.1: Device size
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Figure 7.4: LNA noise figure with and without M4

Figure 7.5: Chip microphotograph

7.6 Measurement

The chip microphotograph is shown in Fig. 7.5. The die area including the pads

is 750µm × 300µm. Excluding the pads, most of the die area is taken up by the passive
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devices, e.g. MIM capacitors and a two-turn symmetric inductor from foundry’s inductor

library. The same measurement setup in chapter 5 is repeated to conduct the following

measurements.
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Figure 7.6: Measured S parameters

Fig. 7.6 shows the measured S parameters. Both input and output impedance

matching are maintained up to 5 GHz., with a peak S21 of 9 dB and 3 dB bandwidth

about 5 GHz as well. Fig. 7.7 shows the measured noise figure. It matches with the post-

layout simulation at low frequencies but the discrepancy rises up at higher frequencies.

This is due to the extra capacitance associated with the intermediate nodes resulting from

process variation of the MIM capacitors.

LNA linearity is tested by applying 2 sinusoidal tones of 1 GHz and 1.1 GHz, and

measuring the output at 1 GHz and 1.2 GHz respectively. Fig. 7.8 shows the results.
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To investigate the linearity with different frequency setting, a wide range of two-

tone frequencies are applied. Fig. 7.9 shows the results with center frequency from 1 GHz

to 4 GHz and tone spacing ranging from 100 KHz to 500 MHz. The bias voltages are
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Figure 7.9: Measured IIP3 with different frequency setting

kept the same while these frequencies are varied. The IIP3 maintains a constantly high

value between +8 and +12 dBm3. The residual variations are attribute to the remaining

frequency dependency such as feedback through Cgd. The measured 1 dB compression point,

P1dB, is −9 dBm. Fig. 7.10 compares the bias sensitivity of both cancelation schemes. The

center frequency of the measurements is at 1.5 GHz with tone spacing of 100 MHz. The

measured noise figure stays insensitive to bias change, and there is a bias window of 20 mV

for IIP3 of +10 dBm. Finally Fig. 7.10 shows the IIP3 sensitivity of Vb1 and Vb2.

3calculated from IIP3 = Pin + 0.5× IM3 (all in dB) instead of graphic extraction
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Figure 7.10: Bias sensitivity of the measured IIP3 and noise figure
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7.7 Summary

The performances of two LNA prototypes are summarized in Table 7.7 and com-

pared with other state-of-the-art works. Both circuits achieve similar voltage gain of 16 dB

while the noise figure of the 65 nm implementation degrades by roughly 1 dB. This is

the direct impact of supply voltage scaling which reduces the resistor values. On the other

hand, distortion cancelation relies mainly on the matching between different transistor pairs

rather than the linearity of a single transistor. Therefore IIP3 of the LNA remains the same.

Technology (µm) BW S21 NF IIP3 power (mW)

[5] 0.25 0.002− 1.6 13.74 2− 2.4 0 35

[78] 0.18 1.2− 11.9 9.7 4.5− 5 −6.2 20

[79]1 0.13 0.4− 5 19 3− 4.2 +1 11.7

[32] 0.13 3.1− 10.6 15.1 2.5 −5.1 9

[80] 0.13 2− 5.2 16 4.7− 5.7 −6 38

[81] 0.13 1− 7 17 2.4 −4.1 25

[82] 1 0.065 0.2− 5.2 15.6 < 3.5 > 0 21

[83] 0.09 .5− 8.2 25 1.9− 2.6 −4 41.83

[53] 0.09 0− 6.5 16.5 2.7 −4.3 9.7

LNA1 0.13 0.8− 2.1 > 8.5 2.6 +16 17.4

LNA2 0.065 0.8− 5 16 3.5− 5.5 8− 12 17.4

1 single-ended to differential

2 differential LNA

3 Vdd=1.8 V

4 voltage gain

Table 7.2: Performance comparison of broadband LNA.
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Chapter 8

Conclusions

8.1 Thesis Summary

In summary of this research, we proposed, analyzed and implemented the noise and

distortion canceling schemes in broadband LNA designs which aim to tackle the classical

design tradeoff among low noise, high linearity and broadband impedance matching.

In chapter 1, we surveyed the current trend towards highly integrated mobile

terminals. We identified that in both conventional homodyne and recent discrete-time

receiver architectures, a single broadband low noise amplifier will remain as an indispensable

part. The unprecedented high linearity requirement, however, imposes a great challenge to

the broadband LNA design, but little emphasis on this issue has been found in the prior

research.

In chapter 2 we briefly went over a concise but in-depth review on major LNA

performance metrics. The definition of each metric was reviewed, and its implications to
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receiver link design were demonstrated with typical circuits and system examples.

In chapter 3, we presented detailed analysis on the design of noise cancelation in a

broadband common-gate common-source casecade LNA. For the first time in the literature,

a formulation for the noise-power optimization of the noise canceling scheme is derived. A

sub-2 dB noise figure with practical circuit parameters is predicted achievable with noise

cancelation scheme.

In chapter 4 we focused on the design of third-order output distortion cancelation

in the proposed LNA. Different output IM3 mechanisms were identified with the aid of

a Volterra series analysis. Complete removal of output IM3 was achieved by combining

noise cancelation, MGTR, and a P/NMOS pair to eliminate the remaining second-order

interaction at the common-gate stage.

Measurement results of a 0.8-2.1 GHz prototype in 0.13 µm CMOS were pre-

sented in chapter 5. The measured IIP3 was 2-tone frequency dependent, due to the large

capacitive impedance presented to the low-frequency IM2 current. This issue was solved

in chapter 7 in a second implementation in 65 nm CMOS by removing the capacitor and

by modifying the design of harmonic current summation. It achieved an equally high IIP3

and was free of 2-tone frequency dependence. Due to reduced supply voltage, the new noise

figure increases by 1 dB to 3.5 dB.

Aside from circuits design at transistor level, chapter 5 looked into accurate dis-

tortion characterization when signal magnitude becomes large. Conventional Taylor series

is known to be valid for small signals only and does not account for large-signal distortion

accurately. A dynamic Taylor series approach was proposed instead. The new approach
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explains the discrepancy between sweet-spot and MGTR linearization, and suggests a mod-

ified linearization with superior performance and robustness.

8.2 Suggestions for Future Research

Based on the results of the two noise and distortion canceling LNA prototypes, the

following directions is worth pursuing for future research. First, noise cancelation has been

widely, however exclusively, applied to broadband common-gate or shunt-shunt feedback

amplifiers. We already analyzed that a very low noise figure is achievable with cancelation,

but at cost of substantial power consumption. In the common-gate common-source cascade

example, the increased bias current is mainly dissipated to reduce the noise figure of the main

common-source transistor. If the noise of the common-source transistor is also canceled,

its bias current can be much reduced for the same noise figure performance. Therefore the

circuit of dual noise cancelation loops in Fig. 3.7 becomes very attractive in terms of its

noise-power tradeoff. A detailed analysis on the performance of this circuit will lead to a

power-efficient low noise design.

On transistor linearization, as shown in Fig. 5.14, adjusting g′′m characteristics

through body bias allows for flexible DC bias without use of bleeding current sources or ac

coupling capacitors. This is a promising technique to further extend the bandwidth of the

LNA.

The great advantage of noise and distortion cancelation schemes is that they do

not rely on the performances of a single transistor, which usually becomes worse as tech-

nology scales. On the other hand, this means the distortion design is highly dependent
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on the matching between two electronics parameters. It therefore is critical to reduce the

parameter mismatch due to bias/process variations. In this regard, distortion cancela-

tion is more sensitive than noise cancelation as more cancelation mechanisms are involved.

Unfortunately, most conventional bias circuitries, i.e. PTAT (Proportional to Absolute

Temperature), constant gm [34], is not able to provide the g′m and g′′m conditions needed for

the proposed schemes. On the other hand, by assigning the LNA itself to detect its output

distortion, and then feeding the information back to adjust its individual bias voltages, the

output distortion level magnitude can be used to drive the feedback loop to automatically

tune the circuitry, and is much favored. This built-in self-test capability involves on-chip

distortion sensing and the associated mixed-mode signal processing. These techniques have

been demonstrated in a recent work on spectral sensing of onchip supply noise [84]. Appli-

cation of these techniques to the LNA design deserve further investigation towards a viable

implementation.
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Appendix A

MOSFET noise current

A.1 Drain current thermal noise

As shown in Fig. A.1, partition the MOSFET channel length into many small

segments, dx. Assume the channel potential is V0 at location x0, and a noise voltage ∆vx is

caused by the thermal noise agitation within dx. Treat the channel length on both sides of

dx as two back-to-back transistors operating at the same current level. According to [71],

the noiseless drain current in the absence of velocity saturation and short-channel effects is

Ids = −µWQ′inv
dV (x)
dx

= −µW
L

∫ VD

VS

Q′invdV (x)
(A.1)

where V (x) and Q′inv are the channel potential and the inversion charge at x0, respectively.

VS and VD are the source and drain voltage with respect to the bulk. The local conductance
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Figure A.1: transistor noise model

of segment dx is defined by

g(V (x)) = µWQ′inv (A.2)

The power spectral density of the thermal noise voltage due to dx is

4v2
x =

4ktdx
g(V (x))

4f (A.3)

where 4f is the observation bandwidth. The small noise voltage induces variations of

channel current,4ix, at x0. By maintaining

Ids +4ix =
W

x
µ

∫ V0

VS

Q′invdV (x)

Ids +4ix =
W

L− x
µ

∫ VD

V0+4vx
Q′invdV (x)

(A.4)
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for the back-to-back segmented transistors, the variation of channel current, 4ix, due to

small noise voltage, 4vx, is obtained as

4ix =
W

L
µQ′inv4vx (A.5)

Furthermore, assume the noise of different channel segments is uncorrelated, the mean

square value of the entire channel noise is equal to the sum of the individual mean square

values of each segment. Integrating over along channel length L, the power spectral density

of the overall noise becomes

i2nd = 4kt
µ

L2

∫ x=L

x=0
(WQ′inv)dx4f

= 4kt
µ

L2
Qinv4f

(A.6)

where Qinv is the total inversion charge along the channel.

A.2 Induced-gate noise

Referring to the same schematic in Fig. A.1, consider the drain thermal noise 4vx

induces a charge 4q in the gate,

4q =
∫
WCox4vxdx (A.7)

The channel potential of the back-to-back transistor at x > x0 is boosted by4q, and induces

extra charges on the associated capacitor plates. 4q however, creates a potential imbalance

between the capacitor plate of the two back-to-back transistors. The induced charges then

redistribute until a potential equilibrium is reached. By first-order approximation of the
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quasi-static equilibrium, the net charge induced by segment dx at x0 is

4q = WCox

(∫ L

0
4vx0

x

L
dx−

∫ L

x0

4vx0dx

)
=
WCoxg(V0)4vx0

L

(∫ L

0

xdx

g(V )
−
∫ L

x0

Ldx

g(V )

) (A.8)

Notice that Eq. A.6 and Eq. A.8 are both valid for strong inversion and weak inversions.

A.2.1 strong inversion

Recall from Eq. A.1 and Eq. A.2 that

ID = g(V )
dV

dx

=
1
L

∫ VD

0
g(V )dV

(A.9)

Referring to [71], the channel potential V as a function of x in a long-channel transistor is

simplified as

x = L
VGSTV − 1

2V
2

VGSTVD − 1
2V

2
D

(A.10)

where VGST = Vgs − Vth. For ideal square-law MOSFET, g(V ) = µCoxW (VGST − V ) and

VGST = VD. Plugging Eq. A.10 into Eq. A.8, we obtain

4q =
g(V0)WCox

ID
(Va − V0)4vx0 (A.11)

and

4ig = jω4q =
g(V0)WCox

ID
(Va − V0)4vx0 (A.12)

where

Va = VD

1
2VGST −

1
3VD

VGST − 1
2VD

(A.13)
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The overall induced gate current is found by substituting Eq. A.3 and Eq. A.9 into the

integration of Eq. A.12 so that

i2ng =
ω2W 2C2

ox

I2
D

∫
g(V0)2(Va − V0)24v2

x0

=
ω2W 2C2

ox

I3
D

4kt
∫ VD

0
g(V0)2(Va − V0)2dV04f

(A.14)

Using Va = 1
12VD from Eq. A.13,

i2ng = 4kt
ω2C2

gs

gm

16
135
4f (A.15)

By combining Eq. A.15 and Eq. A.6 with Qinv = 2
3CoxWL(VGS − Vth),

i2nd = 4kt
2
3
µCox

W

L
(Vgs − Vth) , and

4ind4i∗ng = 4ktjωCgs
1
9
4f

(A.16)

, the correlation factor between drain thermal noise and induced-gate noise is found to be

c =
4ind4i∗ng√

i2ndi
2
ng

= j0.395 (A.17)

A.2.2 weak inversion

In weak inversion, drain current is caused by the diffusion of the majority carrier

in the substrate. According to [66, 85],

g(V ) = g0e
−V
VT (A.18)

where VT = KT
q , g0 is the channel conductance per unit length at V = 0, i.e. the source

terminal. From Eq. A.9

ID =
g0VT
L

(1− e−
VD
VT ) (A.19)
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For VD >> VT , Eq. A.19 simplifies to

ID ≈
g0VT
L

(A.20)

Similar to Eq. A.10, the channel potential as a function of the position in the channel, or

vice versa, is

x =
∫ V

0

g(u)du
ID

=
g0VT
ID

(
1− e−

V
VD

)
(A.21)

Substituting Eq. A.21 and Eq. A.18 into Eq. A.8 and rewriting it in the form of the gate

-induced current,

4ing ≈
jωWCoxg(V0)4vx0

ID
(VT − V0) (A.22)

By integrating Eq. A.22, the total gate noise current is

i2ng =
∫ L

0

(4i2ng)
dx

dx

= 4kt4f ω
2C2

oxW
2

I3
D

∫ VD

0
g2(V ) (VT − V )2 dV

≈ KT4fω2C2
oxW

2L2VT
ID

(A.23)

Replace ID
VT

with gm, we get

i2ng = KT4f
ω2C2

gs

gm
(A.24)

Repeating Eq. A.16 with Eq. A.6 and Eq. A.24,

4ind4i∗ng = 4kt
jωCoxW

I2
DL

∫ VD

0
g2(V0)(VT − V0)dV04f

≈ KTjωCoxWL4f

(A.25)

With Eq. A.25 and in [66], the correlation factor for the transistor in weak inversion is

shown to be

c =
4ind4i∗ng√

i2ndi
2
ng

= j0.707 (A.26)
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Appendix B

Complete Volterra series analysis

Referring to Fig. 5.1, the node voltage is expressed as

Vx = A1(s1) ◦ Vs +A2(s1, s2) ◦ V 2
s +A3(s1, s2, s3) ◦ V 3

s (B.1)

V1 = B1(s1) ◦ Vs +B2(s1, s2) ◦ V 2
s +B3(s1, s2, s3) ◦ V 3

s (B.2)

V2 = C1(s1) ◦ Vs + C2(s1, s2) ◦ V 2
s + C3(s1, s2, s3) ◦ V 3

s (B.3)

and a set of basic KCL equations is established,

im1 +
Vx − V1

ro1
+ im2 +

Vx − V2

ro2
+

Vx

Zx(s)
=
Vs − Vx

Zs(s)
(B.4)

im1 +
Vx − V1

ro1
=

V1

Z1(s)
+
V1 − V2

Z12(s)
(B.5)

im2 +
Vx − V2

ro2
=

V2

Z2(s)
+
V2 − V1

Z12(s)
(B.6)

, where im1 and im2 are the small signal current flowing into the source of the transistors.

im1 = −
(
gm1(−Vx) +

g′m1

2
(−Vx)2 +

g′′m1

6
(−Vx)3

)
= gm1Vx −

g′m1

2
V 2

x +
g′′m1

6
V 3

x

(B.7)

im2 = gm2Vx +
g′m2

2
V 2

x +
g′′m2

6
V 3

x (B.8)



137

Substituting im1 and im2 with their gm polynomial, we obtain the following for the 1st-order Volterra

kernel.

gm1A1(s) +
A1(s)−B1(s)

ro1
+ gm2A1(s) +

A1(s)− C1(s)
ro2

+
A1(s)
Zx(s)

=
1−A1(s)
Zs(s)

(B.9)

gm1A1(s) +
A1(s)−B1(s)

ro1
=
B1(s)
Z1(s)

+
B1(s)− C1(s)

Z12(s)
(B.10)

gm2A1(s) +
A1(s)− C1(s)

ro2
=
C1(s)
Z2(s)

+
C1(s)−B1(s)

Z12(s)
(B.11)

At the RF frequency of interest, Z12(s) is negligible such that B1(s)=C1(s). The last two KCL

equations are combined and result in a concise answer for A1(s) and B1(s).

A1(s) =
(Z1(s) ‖ Z2(s)) + (ro1 ‖ ro2)

H(s)
(B.12)

B1(s) =
Z1(s) ‖ Z2(s)(

Z1(s)‖Z2(s)+(ro1‖ro2)
1+(gm1+gm2)(ro1‖ro2)

)A1(s) (B.13)

H(s) = Zs(s)
(

1 + (gm1 + gm2)(ro1 ‖ ro2)
)

+
(

(Z1(s) ‖ Z2(s)) + (ro1 ‖ ro2)
)(

1 +
Zs(s)
Zx(s)

)
(B.14)

Next, consider the following equations for the 2nd-order response.

gm1A2(s1, s2)− g′m1

2
A1(s1)A1(s2) +

A2(s1, s2)−B2(s1, s2)
ro1

+

gm2A2(s1, s2) +
g′m2

2
A1(s1)A1(s2) +

A2(s1, s2)− C2(s1, s2)
ro2

+
A2(s1, s2)
Zx(s1 + s2)

=
−A2(s1, s2)
Zs(s1 + s2)

(B.15)

gm1A2(s1, s2)− g′m1

2
A1(s1)A1(s2) +

A2(s1, s2)−B2(s1, s2)
ro1

=
B2(s1, s2)
Z1(s1 + s2)

+
B2(s1, s2)− C2(s1, s2)

Z12(s1 + s2)

(B.16)

gm2A2(s1, s2) +
g′m2

2
A1(s1)A1(s2) +

A2(s1, s2)− C2(s1, s2)
ro2

=
C2(s1, s2)
Z2(s1 + s2)

+
C2(s1, s2)−B2(s1, s2)

Z12(s1 + s2)

(B.17)

A2(s1, s2) and B2(s1, s2) are found as

A2(s1, s2) =
1
2 (g′m1 − g′m2)(ro1 ‖ ro1)Zs(s1 + s2)A1(s1)A1(s2) +4A2(s1, s2)

H(s1 + s2) +4H(s1, s2)
(B.18)

B2(s1, s2) =
−Z1(s1+s2)‖Z2(s1+s2)

Zx(s1+s2)‖Zs(s1+s2)

(
1
2 (g′m1 − g′m2)(ro1 ‖ ro1)Zs(s1 + s2)A1(s1)A1(s2)

)
+4B2(s1, s2)

H(s1 + s2) +4H(s1, s2)

(B.19)
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where

4A2(s1, s2) =
1
2
Z12(s1 + s2)A1(s1)A1(s2)

Zs(s1 + s2)
Z1(s1 + s2) + Z2(s1 + s2)

×

(
(g′m1 − g′m2)(ro1 ‖ ro2) +

g′m1ro1Z2(s1 + s2)− g′m2ro2Z1(s1 + s2)
ro1 + ro2

) (B.20)

4B2(s1, s2) =− 1
2
Z12(s1 + s2)A1(s1)A1(s2)

Z1(s1 + s2)
Z1(s1 + s2) + Z2(s1 + s2)

1
ro1 + ro2

×(
g′m1ro1

(
Z2(s1 + s2) + ro2

)(
1 +

Zs(s1 + s2)
Zx(s1 + s2)

)
+

Zs(s1 + s2)
(
g′m2ro2(1 + gm1ro1) + g′m1ro1(1 + gm2ro2)

))
(B.21)

4H(s1, s2) =Z12(s1 + s2)
Zs(s1, s2)

Z1(s1, s2) + Z2(s1, s2)
1

ro1 + ro2
×(

(ro1 + Z1(s1 + s2))(ro2 + Z2(s1 + s2))
Zx(s1 + s2) ‖ Zs(s1 + s2)

+

(
(1 + gm1ro1)

(
ro2 + Z2(s1 + s2)

)
+ (1 + gm2ro2)

(
ro1 + Z1(s1 + s2)

)))
(B.22)

C2(s1, s2) is found by interchanging the element notation in B2(s1, s2) because of the circuit duality.

Notice that 4A2(s1, s2), 4B2(s1, s2) and 4H(s1, s2) drop out if Z12(s1 +s2) is zero. The 2nd-order

distortion is canceled if g′m1 is matched to g′m2.
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Continue with the 3rd-order response,

gm1A3(s1, s2, s3) +
g′′m1

6
A1(s1)A1(s2)A1(s3)− g′m1A1(s1)A2(s2, s3) +

A3(s1, s2, s3)−B3(s1, s2, s3)
ro1

+gm2A3(s1, s2, s3) +
g′′m2

6
A1(s1)A1(s2)A1(s3) + g′m2A1(s1)A2(s2, s3) +

A3(s1, s2, s3)− C3(s1, s2, s3)
ro2

= − A3(s1, s2, s3)
Zs(s1 + s2 + s3)

(B.23)

gm1A3(s1, s2, s3) +
g′′m1

6
A1(s1)A1(s2)A1(s3)− g′m1A1(s1)A2(s2, s3) +

A3(s1, s2, s3)−B3(s1, s2, s3)
ro1

=
B3(s1, s2, s3)

Z1(s1 + s2 + s3)
+
B3(s1, s2, s3)− C3(s1, s2, s3)

Z12(s1 + s2 + s3)

(B.24)

gm2A3(s1, s2, s3) +
g′′m2

6
A1(s1)A1(s2)A1(s3) + g′m2A1(s1)A2(s2, s3) +

A3(s1, s2, s3)− C3(s1, s2, s3)
ro1

=
C3(s1, s2, s3)

Z2(s1 + s2 + s3)
+
C3(s1, s2, s3)−B3(s1, s2, s3)

Z12(s1 + s2 + s3)

(B.25)

Assume again that Z12(s1 + s2 + s3) is negligible then we arrive at

A3(s1, s2, s3) =
−Zs(ro1 ‖ ro2)

(
− (g′m1 + g′m2)A1(s1)A2(s2, s3) + 1

6 (g′′m1 + g′′m2)A1(s1)A1(s2)A1(s3)
)

H(s1 + s2 + s3)

B3(s1, s2, s3) =
−Z1(s1 + s2 + s3)

Zx(s1 + s2 + s3) ‖ Zs(s1 + s2 + s3)
A3(s1, s2, s3)
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