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Abstract

Downconverting Sigma-Delta A/D Converter for a Reconfigurable RF Receiver

by

Renaldi Winoto

Doctor of Philosophy in Engineering - Electrical Engineering and Computer Sciences

University of California, Berkeley

Professor Borivoje Nikolić, Chair

The proliferation of a multitude of wireless standards as well as the interest in cognitive

radios have resulted in the need for a highly reconfigurable radio-frequency (RF) receivers.

Reconfigurability in an RF receiver has to be obtained with a negligible degradation in

circuit performance, power consumption and silicon area. Digital signal processing offers a

degree of flexibility that is perhaps unmatched by analog circuits. Nevertheless, a strategy

of processing an RF signal entirely in the digital domain would place an incredible burden

in the analog-to-digital converter circuits.

A novel receiver architecture is proposed in this work, where a high performance analog-

to-digital converter is tightly integrated within the RF circuit. In the proposed architecture,

a signal at a radio frequency is directly converted to digital domain using a down-converting

sigma-delta (Σ∆) modulator. A Σ∆ A/D converter is well-suited for an RF receiver. First,

it minimizes aliasing due to the high sampling-rate. Second, it enables high-resolution

conversion of the desired signal with low-resolution components. A direct-conversion to DC

architecture greatly simplifies frequency planning of this flexible receiver, as it eliminates

problems related to image frequency bands.

A circuit prototype demonstrating the proposed concept has been designed, fabricated

and measured. The test-chip prototype is able to maintain an SNR of greater than +59dB

1



across a 4-MHz bandwidth with a programmable center frequency of 400MHz to 1.7GHz. As

illustrated in this work, the tight integration of the Σ∆ modulator within the RF receiver

also enables the receiver to achieve a very good linearity. An IIP3 of +19dBm and an

out-of-band 3-dB desensitization level of +6dBm is measured in this test-chip prototype.

Professor Borivoje Nikolić
Dissertation Committee Chair
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To my dad, for teaching me to be curious.
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Chapter 1

Introduction

The past decade has witnessed an immense growth of wireless connectivity. This growth

has been driven by the continuous reduction of the cost of the underlying hardware as well

as the seemingly unending desire to untether every electronic device. In order to tailor to

a specific usage scenario, a multitude of wireless standards have arisen, each categorized by

the data rate and the range of communications (Fig. 1.1(a)). Each of these communication

standards is optimized for the lowest power and lowest cost.

Supporting this multitude of wireless standards has become a significant design challenge

in current and future wireless devices. A high-end cellular handset today supports more than

five different wireless standards, operating at more than ten frequency bands. Dedicated

transceiver ICs along with the necessary peripheral components are typically needed in

order to support each wireless standards. Despite the apparent increase in complexity

(Fig. 1.1(b)), the continuous cost reduction afforded by the continuous scaling of CMOS

technology will only accelerate the demand for these multi-standard capable wireless devices

in the future.

Furthermore, looking towards the future, there is a push for a more flexible spectrum

allocation. There is a significant amount of allocated spectrum that is poorly utilized [57].

At the same time, the limited spectrum that is unallocated is auctioned off for a very

high price. A flexible spectrum allocation holds the promise of a much more efficient, and

1



(a) Comparison of wireless technologies [4]

(b) PCB of a high-end cellular telephone [7]

Figure 1.1. Cellular telephone supporting multiple wireless standards
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therefore cost-effective use of the radio-frequency spectrum. This new paradigm would

require RF transmitters and receivers that are sufficiently flexible to communicate in any

available frequency band. This is in contrast with contemporary wireless communication

schemes, where the communication occurs in limited and very well-defined frequency bands.

For the two reasons mentioned above, a reconfigurable transceiver is desired. The goal is

to have a single, but flexible, signal-processing path in order to support all current and future

wireless standards. This technology would streamline the design of multi-standard wireless

devices as well as enable the deployment and adoption of a flexible spectrum allocation

scheme.

This work would particularly be concerned with the development of a highly reconfig-

urable RF receiver. The focus would be on the 0-2.4-GHz frequency-range where most of

today wireless communication standard reside.

Flexibility and reconfigurability in an RF receiver have to be obtained with a negligible

decrease in the circuit performance and a minimum increase in power consumption or silicon

area. Digital signal processing offers a degree of flexibility that is perhaps unmatched by

analog circuits. Nevertheless, a strategy of processing an RF signal entirely in the digital

domain would place an incredible burden in the analog-to-digital converter circuits. Since

an RF signal is continuous time and continuous amplitude in nature, an analog-to-digital

converter is needed in order to translate it to a digital representation.

A receiver architecture is proposed in this work, where a high performance analog-to-

digital converter is tightly integrated with circuitry that is usually categorized as an RF

circuit. In the proposed architecture, a signal at a radio frequency is directly converted to

digital domain using a down-converting sigma-delta (Σ∆) modulator. A Σ∆ A/D converter

is well-suited for an RF receiver; it minimizes aliasing due to the high sampling-rate and

it has a high dynamic-range in the frequency band of interest. Final signal selection is

performed in the digital domain, where the signal bandwidth can be easily adjusted through

a change of digital filter coefficients. A direct-conversion to DC receiver architecture greatly

3



simplifies frequency planning of this flexible receiver, as it eliminates problems related to

image frequency bands.

A circuit prototype demonstrating the proposed concept has been designed, fabricated

and measured. The test-chip prototype is able to maintain an SNR of greater than +59dB

across a 4-MHz bandwidth with a programmable center frequency spanning from 400MHz

to 1.7GHz. As will be illustrated in this work, the tight integration of a Σ∆ modulator

within an RF receiver also enables the receiver to achieve a very good linearity performance.

An IIP3 of +19dBm and an out-of-band 3-dB desensitization level of +6dBm is measured

in this test-chip prototype.

1.1 Related Work

There are three notable examples of reconfigurable, or software-defined, RF receivers

(SDR) [29, 10, 80]. All three use a similar architecture, where a single-conversion mixer

is followed by a high-order low-pass filter prior to A/D conversion. Unlike the other two

receivers, the one by UCLA [10] contains a passive, discrete-time low-pass filter.

Passive switched-capacitor filter is an old concept that has gained renewed interest,

especially for use as a baseband filter in an RF receiver [65, 62, 10, 47]. This technique

enables precise control of the filter’s critical frequencies, without the stringent amplifier

settling-time requirement associated with an active switched-capacitor filter. Furthermore,

an all-zero FIR filter, a type of filter that is suitable for an anti-aliasing filter needed in

an RF receiver, can be easily implemented using this technique [66]. For example in [65],

a simple passive switched-capacitor moving-average filter is used as an anti-aliasing filter

prior to sample-rate downconversion in a baseband filter in a Bluetooth receiver.

The resurgence of interest for passive switched-capacitor filters in RF receivers can be

partly attributed to the use of a sampling-mixer or charge-sampling circuit. A sampling

mixer eliminates the need for a power-hungry sample-and-hold circuit that is needed prior

to any discrete-time system. The concept of sampling mixer was first introduced by Yuan
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[116]. Variations of this concept is used in Texas Instruments’ DRP receivers [65, 62], the

UCLA software-defined receiver [10] and several other published circuits [40, 41].

In this work, an RF signal is directly sampled at a radio-frequency using a sampling

mixer. The output of the sampler is then digitized at the same frequency using a high-

speed Σ∆ modulator. In this manner, much of the signal processing can be performed in

the digital domain, where flexibility can be more easily obtained. For example, a change of

filter bandwidth can be accomplished simply by loading a different set of filter coefficients.

It has been stipulated that a ’true’ software-defined radio would require a high-

resolution, high-speed A/D converter [60]. A high sampling rate is necessary in order

to avoid undesired aliasing of blockers as well as to avoid the problem of noise folding that

is prevalent in subsampling receiver architecture [39, 83, 53]. A high resolution conversion

is necessary in order to maintain an acceptable SNR for successful demodulation of the

desired signal in the presence of large blocker signals. The problem with this approach is

that such a high-speed, high-resolution A/D converter is not practically realizable [95].

We circumvent this problem by enclosing a high-speed, but low-resolution, A/D con-

verter inside a Σ∆ modulator loop. It is important to recognize that an RF signal has a

property that is in some ways compatible to an oversampling Σ∆ A/D converter: the band-

width of the RF signal is relatively narrow when compared to its center frequency. Sampling

the RF signal at a radio frequency would minimize aliasing and undesired folding. However,

a high dynamic-range conversion is only needed in a narrow bandwidth relative to the center

frequency; it is not necessary to maintain the high dynamic range across all frequencies.

Downconverting Σ∆ A/D converters have been published previously [14, 103, 70, 17].

The work of Namdar [70] and Tao [103] have a mixer that is enclosed within the Σ∆

modulator loop. However, the two circuits have limited bandwidths of 40KHz and 200kHz

respectively, and center frequencies of less than 400MHz. The other two circuits by Breems

[14] and Chen [17] actually consist of a mixer followed by a Σ∆ A/D converter. As will be

seen in chapter 3, putting a mixer inside the Σ∆ loop has the advantage that the mixer

switches only processes the error signal which is much smaller than the desired signal. This
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subtle difference can result in higher linearity due to reduced signal range in the mixer

switches.

1.2 Thesis Organization

Chapter 2 of this dissertation presents an in-depth overview of the problem to be ad-

dressed by this dissertation. A set of system requirements is derived, a survey of state-of-art

solutions is presented and several practical performance limitation is analyzed.

Chapter 3 of this dissertation is concerned with the system design aspect of the pro-

posed architecture. The Σ∆ receiver architecture is introduced. All pertinent analysis is

presented. The chapter ends with a derivation and selection of important circuit parameters

for implementation.

Chapter 4 of this dissertation discusses the circuit implementation of the Σ∆ receiver.

Detailed descriptions of the important circuit blocks are discussed. A novel gated-diode

preamplifier circuit is presented, along with the pertinent analysis. The chapter concludes

with a presentation of measurement results from the test chip.

Chapter 5 of this dissertation summarizes the important contributions of this work.
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Chapter 2

Radio-Frequency Receiver Design

This section provides a brief introduction to RF receiver design. In particular, deriva-

tion of an A/D converter specification for an RF receiver is described in detail. A brief

introduction to Σ∆ A/D converter and its relevance to an RF receiver is presented. Speci-

fications for a reconfigurable RF receiver is developed based on a survey of requirements of

today’s wireless standards. A survey of state-of-art integrated circuit solutions is presented.

An effort is made to predict the practical performance limitation of an RF receiver.

2.1 RF Receiver Design: A Mixed-Signal Perspective

A wireless communication system differs greatly from its wired counterpart because of

the lack of implied control over the type, strength and frequency location of signals that

are present in the wireless channel. As a result, RF receivers have to be designed with a

much larger tolerance to accommodate the unknown.

A worst-case scenario is depicted in figure 2.1, which is commonly referred to the near-

far problem. In this scenario, a far away base-station wishes to send a packet of information

through the wireless medium. The radio signal is attenuated as it propagates through the

medium. When the radio signal reaches the handset, its power level has experienced sig-

nificant attenuation. On the other hand, other transmitters are present in the surrounding
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Figure 2.1. Near-far problem.

environment. Although these transmitters operate at different frequencies compared to the

desired signal, they may be at a closer proximity when compared to the desired base station.

As a result the power levels of these so-called blocker signals can be orders of magnitude

higher than that of the desired signal. The RF receiver has to be sufficiently sensitive in

order to be able to demodulate the weak desired signal and it has to be able to do so in the

presence of strong undesired blocker signals.

In order for the radio receiver to correctly demodulate the received radio signal, a

certain signal SNR, SNRmin, has to be maintained. This SNR is typically in the range

of 5-20dB, depending on the wireless standard. The signal power incident at the receiver

is determined by: (1) the transmitted power, and (2) the nature of the wireless medium,

namely the communication distance and the presence of a line-of-sight path. On the other

hand, noise at the RF receiver originates from two sources: (1) thermal noise incident to

the receiver antenna and (2) the RF receiver circuit’s own noise. Out of all the four factors

determining the received signal SNR, the transmitter power and thermal noise incident at

8



Noise Floor kTB = -108 dBm over 5MHz

SNRmin RX Noise

-56 dBm

-44 dBm

-30 dBm

-15 dBm

24 dBm

-96 dBm

Sensitivity 

Level

Desired Channel

fofo-5MHzfo-10MHzfo-15MHzfo-20MHzfo-200MHz fo+5MHz fo+10MHz fo+15MHz fo+20MHz

Figure 2.2. Blocking mask of a UMTS standard.

the antenna are not free variables. The remaining two variables are communication distance

and the RF receiver’s own circuit noise. For a given SNRmin, a lower circuit noise would

make the receiver more sensitive, and therefore able to communicate over a longer distance.

This is often desired because it can result in a better spectrum usage and more cost-efficient

infrastructure deployment. For a particular RF receiver, the minimum signal power incident

at the antenna that could result in correct demodulation is called the RF receiver sensitivity

level.

The implication of the near-far problem to the resulting specifications of an RF receiver

is best illustrated using a figure called a blocking mask (Fig. 2.2). In this representation, the

desired signal is shown at the center of the plot and at its sensitivity level. The maximum

power levels for signals at adjacent frequencies to the desired signal is also displayed. Other

significant blocking signals at some large offset frequencies might also be displayed in this

representation. The maximum power levels of adjacent frequencies can be set by either the

wireless standard or by government regulations.

The blocking mask shown in figure 2.2 is taken from the UMTS standard. In this stan-
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dard, each channel has a 3.84MHz bandwidth, with a 5-MHz channel-to-channel spacing.

The standard dictates that the receiver sensitivity level has to be at least -96dBm. The

closest four adjacent channels have maximum power levels that are set by the standard. Be-

cause the UMTS standard is a frequency-duplex system, it has to be able to receive while

simultaneously transmitting signal back to the base station. For this reason, the largest

blocker for the UMTS RF receiver is actually its own RF transmitter, which operates at a

frequency offset of 200MHz from the receiver.

The ensuing discussion, along with the numerical example from the UMTS standard

underlines the challenge of designing a radio-frequency receiver. A radio-frequency receiver

has to maintain a very low noise level in order to meet the sensitivity requirements. However,

there are blocking signals present in the environment; some of which can be 100dB larger

than the desired signal. Therefore, the challenge in the design of an RF receiver is a

challenge of dynamic range; how to maintain a low noise floor while at the same time

having a sufficient full-scale range to avoid saturation due to the presence of very large

signals at nearby frequencies.

All modern wireless standards employs complex modulation scheme in order to com-

municate more bits for a given signal bandwidth (spectral efficiency). Consequently, an

equally complex demodulator is necessary in order to retrieve the pertinent information.

The drive for spectrum efficiency is somewhat symbiotic with improvements in semicon-

ductor technology (e.g. Moore’s law), where, inexpensive, power-efficient digital signal

processing capability is abundantly available. As a result, all modern RF receiver consists

of a partition of analog and digital signal processing with an A/D converter in between the

two domain1.

In order to explore the optimal strategy for partitioning the analog and digital signal

processing, it is appropriate to review the type of signal operations that are necessary

in an RF receiver. A popular RF receiver architecture, commonly referred to a direct-

conversion receiver architecture, is shown in figure 2.3. This architecture consists of a single
1Unless specified otherwise, the term RF receiver in this dissertation specifically refers to the analog

portion of the signal processing path.
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Figure 2.3. A direct-conversion receiver.

down-conversion mixer which translates the radio frequency signal down to DC or to a low

frequency. Filtering can occur prior, after or both prior and after mixing. In the same

figure, the amplitude of the signal of interest, the largest blocking signals and the noise

floor level are also shown. Noise power are integrated over the bandwidth of interest, and

it comprises of noise originating from preceding blocks as well as noise arising from the

current block.

In many respect, modern RF receiver can be considered simply as a circuit to pre-process

or pre-condition radio signals for A/D conversion [8]. A/D converter dynamic-range and

sampling-rate limitations dictate the amount of signal processing, in particular the amount

of filtering, that needs to occur in the analog domain. Since most A/D converter operates

around DC, a mixer is needed to translate the signal from RF to baseband2. Recall that

a sampling operation in an A/D converter would create aliasing, where signals spaced at

integer multiples of the sampling-rate would be frequency-translated to overlap with each
2A class of subsampling RF receiver that relies on aliasing to demodulate an RF signal has been previously

studied [39, 83, 53]. This type of receivers usually has a higher noise figure due to the problem of noise
folding.
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Figure 2.4. A/D converter specification: (a) minimum requirements, (b) signal folding due
to sampling.

other. Proper anti-aliasing filters have to be designed such that undesired signal aliases are

sufficiently attenuated prior to A/D conversion. Sufficient attenuation in this context is

defined to be the point where the cumulative power of the undesired aliases is less than the

quantization noise floor of the A/D.

In order to derive an A/D converter specification, one could begin by asking the question

of what is the minmum necessary requirements for an A/D converter. There are only

two important parameters in an A/D converter: sampling rate and resolution [108]. The

minimum sampling rate necessary is set by Nyquist theorem [78]; sampling the signal at a

rate of twice the signal bandwidth should be sufficient in order to digitize the information

contained within the radio signal. On the other hand, the minimum resolution for the A/D
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converter is simply:

Minimum Resolution = SNRmin + PAPR (2.1)

Since SNRmin relates to the average signal-to-noise ratio, a certain margin has to be

allocated in order to accommodate the maximum RF signal level without saturating the

A/D converter. This margin amounts to the peak-to-average power ratio (PAPR) of the RF

signal (figure 2.5). Signals with large PAPR is often associated with complex, spectrally-

efficient modulation schemes. For example, in orthogonal frequency division multiplexing

(OFDM) modulation, N sinusoids or subcarriers are used to encode the information [105].

While the signal power of the N tones add in a root-mean-square manner (O(
√
N)), the

signal maximum is simply a result of the superposition of the N tones (O(N)). This results

in an increasing PAPR as N , or the number of subcarriers, is increased.

One strategy for RF receiver design is to use an A/D converter with the minimum

specifications set above. For this strategy to succeed, the RF signal has to be isolated from

any other signals. After filtering, the total power of all other undesired signals has to be

to be smaller than the desired signal by at least a factor of SNRmin. In this manner, the

residuals of the undesired signal would be indistinguishable from the quantization noise floor

upon folding due to the sampling operation. This strategy puts a demanding requirement

on the baseband filters as it would necessitate a very selective filter. For example, the first
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Figure 2.6. Doubling A/D sampling-rate to reduce aliasing.

adjacent channel, which could be only tens of kHz away needs to be significantly attenuated

prior to A/D conversion. As a result this strategy would result in a high power consumption

for the baseband filters.

A different strategy might be taken, where both the sampling-rate and the resolution of

the A/D converter is increased. For example, if the sampling-rate of the A/D is doubled,

then the first-adjacent-channel signal would not be aliased down to overlap with the desired

signal (figure 2.6). Since the first-adjacent channel is at a very small frequency offset with

respect to the desired signal, this strategy would significantly relax the filtering requirement

prior to the A/D converter and therefore reduce the power consumption of the filter circuits.

However, now the resolution of the A/D has to be increased; sufficient margin has to be

allocated in order to accommodate the maximum power level of the first-adjacent signal.

Whereas the baseband filter requirements are relaxed, a faster, higher resolution and higher

power A/D converter is necessary with this strategy.

In the end the partition of analog and digital signal processing or the placement of

an A/D converter is an optimization problem in power consumption. On one end of the
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spectrum, an all-digital radio can be proposed where a minimum amount of filtering occurs

prior to a high sampling-rate, high dynamic-range A/D conversion. Signal processing in

the digital domain has the added advantages of: (1) it can be easily made programmable

and (2) it can be potentially more power efficient, especially in an advanced CMOS process

optimized for low-power digital operations. However, the A/D converter needed for such an

architecture would consume a lot of power. On the other end of the spectrum, all filtering

can be performed in the analog domain, and a power-efficient A/D converter with a Nyquist

rate equal to the channel bandwidth can be used. The optimal solution would be somewhere

in between these two extremes. Ultimately, the optimal solution is a system that has the

lowest power for a given sensitivity level and blocker tolerance.

There are a number of A/D converter architectures, each of which has been shown

empirically to be the most optimal at a certain range of conversion rate and resolution.

These architectures can be generally classified into three categories: flash, multi-step and

oversampled A/D converters [108, 42]. Flash A/D converters digitize the signal through

comparing it with 2N reference levels in parallel, where N is the number of bits in resolution.

Flash A/D converters can be operated at a very high frequency, however they consume a lot

of power and are limited to low resolution conversions. Multi-step A/D converters performs

the comparison in multiple steps, where in each step only 2M comparisons are made, where

M is less than N . Multi-step A/D converters can be implemented iteratively (successive

approximation algorithm) or in a pipelined manner. Multi-step converters are generally

used for medium resolution, medium sampling-rate applications. Last, oversampling A/D

converters, which will be discussed in greater detail in section 2.2.1, is suited for high-

resolution, low-sampling-rate applications.

We will argue in section 2.2.1 that an oversampled Σ∆ converters offers a unique solution

to the problem of partitioning analog and digital signal processing in an A/D converter. A

Σ∆ A/D converter samples the input signal at a very high rate, which helps in reducing

aliasing. However, it only provides a high dynamic-range A/D conversion around a small

signal bandwidth where the signal of interest resides.

To end this section, a survey on the performance of contemporary A/D converters
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Figure 2.7. Survey of A/D converters performance [68].
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and the associated power consumption is provided in figure 2.7. There are two important

conclusions from this data: what level of performance is possible, and how much does it

cost (power) to attain a particular performance level. First, it appears that the bandwidth

vs. dynamic-range trade-off is empirically limited by sampling jitter. In this jitter-limited

regime, a doubling of the sampling rate would equate to a resolution degradation of 1 bit.

This trade-off demonstrates what specifications are attainable from a well-designed A/D

converter. Second, this empirical data seems to suggest that there is a linear correlation

between power and dynamic-range3. A doubling of the A/D dynamic-range (1-bit) would

result in a doubling of circuit power. This holds especially true, based on the survey, for

low- to medium-resolution converters. From the survey data, it seems that power efficiency

is most easily obtained at less than 60dB dynamic range (SNDR).

2.2 Sigma-Delta A/D Converters

Σ∆ A/D have been gaining popularity as the A/D converter topology of choice for RF

receivers. The increase in popularity of Σ∆ A/D is attributed to its low power consumption

and the relaxed anti-aliasing filter requirements due to oversampling nature of Σ∆ A/D

converters.

Extensive and excellent references on Σ∆ A/D converters are available elsewhere [75, 81].

However, due to the central nature of Σ∆ A/D conversion to this work, a brief introduction

of Σ∆ A/D converter along with its relevance to RF receiver design is presented in this

section. Relevant notations and terminologies of Σ∆ modulation is introduced.

2.2.1 Short Introduction to Sigma-Delta A/D Conversion

Σ∆ A/D conversion, or equivalently Σ∆ modulation, is a technique that enables high-

resolution A/D conversion using low-resolution quantizer operated at a high speed. There
3This result is rather surprising, because theoretically a 1-bit increase in dynamic range would quadruple

the power consumption of the converter [108].
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Figure 2.8. A low-pass/baseband Σ∆ modulator.

are two concepts central to the operation of a Σ∆ modulation, oversampling and quantiza-

tion noise shaping.

Oversampling in an A/D converter, enables an increase in SNR simply by spreading the

quantization noise over a larger bandwidth. If the signal is fully contained within a limited

bandwidth of BW which is less than the Nyquist-rate of the quantizer (fs2 ), then only the

quantization noise within the signal bandwidth of BW should be considered. All other

signals, including the quantization noise, that resides at locations other than the frequency

band of width BW can be discarded using digital filters. An oversampling ratio (OSR) is

defined as the ratio between the Nyquist-rate (fs2 ) of the quantizer and the signal bandwidth

(BW ):

OSR =
fs

2 ·BW (2.2)

An N -bit quantizer would have an SNR of (1.76+6.02 ·N)dB [108]. This quantization noise

is spread over a bandwidth equal to fs
2 ; i.e., the quantization noise is white4. Therefore,

the achievable SNR with an oversampling ratio of OSR is:

SNRoversampled = 1.76 + 6.02 ·N + 10 · log10(OSR) (2.3)

Thus, every doubling of the OSR would result in a 3dB improvement in SNR.

Quantization-noise shaping can further lower the quantization noise power within the
4The white-noise assumption does not necessarily hold true for low N , where the quantization noise

is highly correlated with the input signal. However, for brevity of exposition of this chapter, a white
quantization noise will be assumed. More information about the validity of this assumption can be found in
[75, 31].
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band of interest. This is achieved by moving the quantization noise away from the band

of interest. When combined with oversampling, an improvement of more than 3dB per

doubling of the OSR can be achieved.

Quantization-noise shaping can be accomplished by enclosing a (loop) filter around a

mixed-signal feedback comprising of a quantizer and a feedback D/A converter (figure 2.8).

The loop filter can take one or many poles, and it can have a low-pass or a band-pass

frequency response. The frequency-response of the loop filter will determine the frequency

characteristics of the loop gain of this feedback system.

For a low-pass type modulator, the large loop gain at DC will force force the feedback

D/A converter’s output signal to follow the input signal as faithfully as possible. This

is only possible if the low-frequency component of the modulator’s output dout[n] tracks

the low-frequency component of the input signal. In other words, at low frequency, the

quantization error is suppressed by virtue of the large loop gain. As the frequency of the

input signal is increased, the loop gain at that frequency will diminish, and as a result the

quantization noise will start to increase.

Mathematically, quantization noise can be modeled as an added white noise qn[n], that

is introduced within the quantizer block5. The output of the modulator dout[n] is composed

of the input signal Vin[n] and the quantization noise q[n]. Because the two inputs are

introduced at two different points within the loop, each of them will have a different transfer

function to the output. The two different transfer functions, called the signal transfer

function (STF) and noise transfer function (NTF), can be designed to have advantageous

frequency characteristics.

For example, a first-order, low-pass Σ∆ modulator can be designed to have a first-order

noise shaping. A first-order Σ∆ modulator consists of a single integrator as the loop filter.
5Since a Σ∆ A/D uses a low-resolution quantizer, the white-noise approximation is a rather poor approx-

imation. For more information regarding the conditions on which this approximation is valid, the reader is
referred to the work of Gray[31].
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Figure 2.9. Signal and noise transfer functions for a first-order Σ∆ modulator.

The following STF and NTF can be achieved:

STF = 1 (2.4)

NTF = 1− z−1 (2.5)

The STF is flat across frequency, while the NTF has a high-pass response (figure 2.9). In this

manner, quantization noise is attenuated in the frequency of interest (low frequency), while

the signal amplitude is maintained throughout the conversion. The power-spectral density

plot of the output is shown in figure 2.10. A 20dB-per-decade rolloff of the quantization

noise is observed as a result of a first-order noise shaping. Because the signal is oversampled,

only quantization noise that resides at low frequencies matter in the resulting SNR.

Higher-order Σ∆ modulator can be built by cascading stages of integrators or resonators,

for a low-pass and band-pass modulator respectively. However, since there are two or more

poles in the loop, stability is no longer guaranteed. The feedback loop would then need

to be compensated, either in a feedforward or in a feedback manner. The benefits and

drawbacks of these two compensation techniques are discussed in the following references

[75, 81].
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Figure 2.10. Output power spectral density of a simulated first-order Σ∆ modulator.

A Σ∆ A/D converter requires a reconstruction filter in the digital domain. Because the

signal is oversampled, a sample-rate down-conversion is necessary in order to isolate and

retrieve the signal of interest. The digital decimation filter, as the Σ∆ A/D reconstruction

filter is often called, is usually not a dominant power consumption contributor. Modern

CMOS process allows for a very power-efficient digital computation. Moreover, although

the throughput of such a filter can be high, the output of a Σ∆ modulator has only a few

bits. Therefore the signal-processing data path can be quite narrow.

2.2.2 Sigma-Delta A/D Converters in RF Receivers

As mentioned earlier, an oversampled Σ∆ A/D converter offers a unique alternative

among a selection of A/D converter topologies for an RF receiver. In some ways, a Σ∆

A/D converter is able to break the trade-off between the need to have a fast, high resolution

A/D converter and the need to have a very selective baseband filter in RF receiver.

The reason a Σ∆ A/D converter is appropriate for an RF signal is precisely because of

the two reasons why this type of converter works so well: oversampling and noise-shaping.
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Figure 2.11. Comparison between a Nyquist-rate and a Σ∆ A/D converter.

Oversampling widens the first Nyquist zones, and therefore it reduces aliasing. In other A/D

converter topologies, an increase in sampling-rate would require the converter’s low noise

floor to be maintained across a wider conversion bandwidth. To make matter worse, since

the bandwidth of the input signal is wider, the input signal power is likely to increase. As

argued in section 2.1, while the quantization noise floor needs to be kept low, now the full-

scale range of the A/D converter has to be increased to accommodate large blocker signals.

As a result, an increase in sampling-rate would be accompanied by a necessary increase in

resolution as well. Both an increase in sampling rate and resolution would surely result in

an increase in power consumption.

Recall that the low quantization noise floor is only needed in the frequency band of

interest, for example, near DC for a low-pass modulator. Although the full-scale range of

the A/D converter has to be set to accommodate large blocker signal outside the band of

interest, the noise floor at those frequencies is not critical. This is where quantization noise

shaping feature of a Σ∆ A/D converter really makes sense, as it provides a low quantization
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noise floor only where it is needed. The quantization noise floor is not unnecessarily set to

be at a very low level outside the band of interest.

For a comparable sampling rate and resolution, it has been shown that a Σ∆ converter

with its associated reconstruction filter can achieve the same power efficiency as a Nyquist-

rate data converter [61]. For this reason, it can be argued that the virtue of a Σ∆ A/D

converter can be obtained for no additional cost. It is often stated that a Σ∆ A/D provides

a free anti-alias filtering. This statement is not entirely correct. Anti-alias filtering in this

type of system occurs in the digital domain.

Performing the anti-alias filtering in the digital domain has one additional advantage.

In a Σ∆ converter, the signal bandwidth is not explicitly defined in the analog domain.

The final signal selection is done in the digital domain, through the application of digital

filters. This creates an opportunity for re-programming the digital filters to accommodate

change of signal bandwidths. This feature is very amenable to a concept of reconfigurable

RF receiver. It should be noted, however, that if the signal bandwidth is increased, more

quantization noise is also integrated. If a high-order Σ∆ modulator is used, increasing signal

bandwidth can come with a significant degradation in resolution as the quantization noise

is shaped.

2.3 Reconfigurable RF Receiver Specifications

A survey of requirements for different wireless standards will be presented in this section

in order to derive a set of requirements for the proposed reconfigurable RF receiver. As

argued in section 2.1, the specification of an RF receiver is driven by the characteristics of

the signals received at the antenna.

The RF signal characteristics for different standards can be summarized by a blocker

mask and a sensitivity requirement. A comparison between blocker masks of three different

wireless standards is shown in figure 2.12. A blocker mask provides a good representation as

to the largest signals that can be expected at the antenna. Another set of requirements are

derived based on the minimum SNR required for successful demodulation and the required
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Figure 2.12. Comparison of blocker masks between different wireless standards.

Table 2.1. Comparison of sensitivity requirements for different wireless standards.

Bandwidth Sensitivity Level Min. SNR Max. NF

GSM 200kHz -99dBm 9dB 12dB
UMTS 3.84MHz -92dBm* 7dB 9dB

WiMAX 20MHz -65dBm◦ 24dB 11dB

* Including 25dB de-spreading gain

◦ Highest data-rate, with 64-QAM and 3/4 coding rate

sensitivity of the particular wireless standard. A comparison of sensitivity levels between

various standards are presented in table 2.1.

The three standards illustrated in figure 2.12 and table 2.1 are chosen specifically to

illustrate the range of requirements that a reconfigurable RF receiver has to satisfy. On

one end, the GSM standard is a narrow-band standard, with a 200kHz signal bandwidth.

It is relatively easy to design a high-resolution A/D converter for this standard. However,

the GSM standard has some of the most stringent blocker mask requirement; for example,

a blocker signal 3MHz away could be more than +76dB larger than the desired signal. On

the other end of the spectrum, a WiMAX standard is a high data-rate wireless standard,
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Table 2.2. Requirements for a reconfigurable RF receiver.

Parameter Value

Bandwidth 200k-20MHz
Max NF 9dB

Center Frequency 0-5.2GHz
IIP3 -5dBm
IIP2 65dBm

Max. Signal 0dBm

6 January 22, 2007

B9419
1960.0 MHz

Please read cautions and warnings and
important notes at the end of this document.

SAW Components
SAW Rx filter

Data sheet
Transfer function

Transfer function (wideband)

Figure 2.13. Frequency response of a SAW filter for a UMTS standard [26].

with a maximum throughput of more than 75Mbps. In order to achieve this data-rate, a

wide signal bandwidth with a complex modulation scheme is used. As a result the WiMAX

standard, at its highest data-rate mode, requires a 20MHz bandwidth with a minimum

SNR of 24dB for successful decoding. However, the blocker mask requirement of a WiMAX

standard is much less stringent than a GSM standard. For example, at greater than 10-MHz

offset from the carrier, the maximum signal level of a WiMAX signal is more than 15dB

lower than that of a GSM signal.

Based on this survey, a table of requirements for a reconfigurable RF receiver can be

derived. These requirements are summarized in table 2.2.

It is important to mention that the high level of performance of today’s RF receivers is

partly due to the use of external passive filters, such as SAW filters. These passive filters

25



operate at RF, with less than 3dB insertion loss, and can have a rejection ratio of greater

than 30dB (figure 2.13). These filters reduces the dynamic-range requirements of the RF

receiver, as the filters eliminate much of the largest blockers with minimum degradation

in sensitivity. However, the fixed-frequency nature of these filters make them incompatible

with the desire for a universally reconfigurable RF receiver. While high-quality tunable RF

filters are being researched [72], they are not yet widely available.

2.4 Performance Comparison of Integrated Receivers

In the last decade, a significant progress has been made in incorporating a complete

RF receiver in a single monolithic die. Initially, short-range standards, such as 802.11 and

Bluetooth, with less stringent performance requirements were integrated within a single-die.

Today, single-chip solutions exist for most of the long-range cellular standards as well. The

performance of these chips is outlined in table 2.3. The different performance metrics, such

as noise-figure and input-intercept points, reported for a standard reflects the trade-offs

involved in meeting the requirements of the particular standard. The reported performance

reflects the design decisions that result in an optimized implementation of a particular

standard. For example, the receiver which has the lowest noise figure is a GPS receiver,

because in this application, sensitivity is of utmost importance. Similarly, mobile cellular

receivers also have to achieve a very low sensitivity while at the same time maintain a

low power consumption. On the other hand, in wireless LAN standards, data-rate is the

most important metric, while communication range and power consumption is of secondary

importance.

In order to maintain backward compatibility with earlier versions of the wireless stan-

dards, some of the radios listed in 2.3 are in a way already ’reconfigurable’. For example,

the EDGE standard uses the same signal bandwidth as GPRS; however, EDGE uses a more

advanced modulation scheme (8-PSK for EDGE, compared to GMSK for GPRS) in order to

obtain a higher spectral efficiency. Although both standards occupy the same signal band-

width, the linearity requirement for EDGE standard is somewhat more stringent than GPRS
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Table 2.3. RF receiver performance comparison.

Year Standard Technology
Power NF IIP3 IIP2
(mW) (dB) (dBm) (dBm)

[64] 2004 Bluetooth 130nm 60
[56] 2007 Bluetooth(EDR) 130nm 48 -18
[59] 2005 802.11g 180nm 324 5.5
[71] 2006 802.11a/b/g 180nm 310 5.5
[82] 2006 802.11n 90nm 170 6
[12] 2007 802.11n 130nm 275 4.5 5
[23] 2008 802.11a/g/n 90nm 270 4
[102] 2001 GSM 350nm 75 5 -16
[63] 2006 GSM/GPRS 90nm 84 2 -25 46
[27] 2005 GSM/GPRS 180nm 256 2.7 -15 40
[48] 2005 GPRS/EDGE BiCMOS 202 3 -9
[21] 2008 GPRS/EDGE 130nm 140 2.5 -12 45
[9] 2005 CDMA BiCMOS 151 3
[38] 2006 WCDMA BiCMOS 50* 9 0 55
[104] 2008 WCDMA 180nm 105 2.8 -2 65
[118] 2007 CDMA2000 130nm 150 9.2 1 51
[51] 2007 TD-SCDMA BiCMOS 95 3.5 -14 25
[92] 2005 GPS 90nm 84 2 5
[24] 2006 GPS BiCMOS 20 5

(* does not include synthesizer power)
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Table 2.4. Comparison of multi-mode radios.

Entry Supported Standards Frequency Bands

[15] Broadcom BRCM2075 Bluetooth (EDR) 1
GPS 1
FM 1

[16] Broadcom BRCM4329 802.11n 2
Bluetooth (EDR) 1

FM 1
[52] Marvell 802.11 1

WiMAX 1
[37] Freescale WCDMA/HSDPA 10

GSM/GPRS/EDGE 4
[11] TI/Univ. of Arizona GSM/GPRS/EDGE 3

CDMA2000 1
[100] Skyworks WCDMA/HSDPA/HSUPA 11

GSM/GPRS/EDGE 4
[32] Qualcomm WCDMA/HSDPA/HSUPA 10

GSM/GPRS/EDGE 4
GPS 1

as a result of the more complex modulation scheme. In this case, the RF receiver front-end

has to be designed to meet the more stringent EDGE requirement. This is reflected by the

fact that EDGE receivers have higher IIP3 and IIP2 when compared to GPRS receivers.

This underlines the point made earlier, that for each performance metric, a multi-standard

receiver has to meet the most stringent requirement from all of the supported standards.

The initial impetus for a multi-standard receivers is the desire to maintain backward

compatibility, as in the case with a GSM/EDGE receiver. From this starting point, several

published examples have shown the integration of multiple radios spanning multiple stan-

dards on a single die. For the most part, cost reduction through higher integration is the

reason behind the development of these multi-standard radios. A summary of multi-mode

radios that have been published in the literature is presented in table 2.4.

There is a clear progression from the development of a single-chip radio, to a single-

chip, multi-standard radio in the industry. There has also been a lot of research done in

the realm of software-defined radio. In theory, a software-defined radio can communicate

with any conceivable wireless device. However, in practice, most published examples of
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Table 2.5. Comparison of published software-defined radios.

IMEC [29] UCLA [10] Bitwave [80, 22]

Standard
NF IIP3 Power NF IIP3 Power NF IIP3 Power

(dB) (dBm) (mW) (dB) (dBm) (mW) (dB) (dBm) (mW)

GSM 2.8 -5 91 5 -3.5 52 3.4 -19 142
WCDMA 3.2 -18 244
LTE 2.4 -6 96
CDMA2000 5 -13
802.11 6.5 -9 116 5.5 -3.5 57 5.6 -20
WiMAX 3.8 -11 105 -20 183
DVB-H 2.3 -5 101

Wideband 
LNA

Tunable Baseband Filters

Widely-
tunable LO

Figure 2.14. Conceptual diagram of a software-defined radio.

so-called ’software-defined radios’ are simply designed to comply with the requirements of

the wireless standards available today.

There are a number of examples of these software-defined radios in the literature, which

are summarized in table 2.5. All three transceivers employ a common strategy of having a

highly reconfigurable signal path. All of them uses a single-conversion receiver architecture

followed by a tunable, high-order low-pass filter (figure 2.14). A single-conversion architec-

ture is suitable in such a flexible radio, due to the ease of frequency planning, especially

with respect to the location of image signals.

The UCLA receiver uses a wideband, noise-cancelling LNA. A harmonic-rejection mixer

[113] is used to downconvert the RF signal to baseband, while avoiding the folding of signals
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located at three times the LO frequency. The output of the mixer is filtered by a single,

continuous-time RC pole before being sampled using a charge-sampling circuit [116]. A

discrete-time system, consisting of a single IIR filter, two FIR filters and two sample-rate

downconverters, precedes an A/D converter. The critical frequency of the discrete-time filter

can be precisely tuned by changing the clock frequency and by changing the capacitance

ratios within the filter. The discrete-time system used in this receiver is similar to the

ones implemented in Texas Instruments’ DRP receivers [65, 63]. The operation of this

discrete-time system will be described in detail in section 3.2.

The IMEC receiver contains a low-band and high-band LNAs that are switched depend-

ing on the frequency band of interest. A passive mixer with a square-wave LO is used to

downconvert the RF signal to baseband. The load of the passive mixer is implemented as

a transimpedance amplifier biquad. The biquad is followed by a third-order low-pass filter,

for a total of five poles in the receiver. The location of the five poles are programmable,

however there is no discussion on the approach taken to tune the critical frequency of this

filter. Finally, a variable-gain amplification (VGA) occurs prior to A/D conversion.

2.5 Performance Limitations of RF Receivers

In the preceding sections, a performance comparison of integrated receivers was pre-

sented. In an effort to predict an attainable level of performance for current and future RF

receivers, several limitations, fundamental, practical or otherwise, will be evaluated in this

section.

2.5.1 Linearity Limitation

A transistor is not a linear device. It is only approximately linear if operated under

a limited operating conditions, namely under a very small input or output signal swing.

However, operating with a limited signal range comes with a noise penalty as it limits the

acceptable gain of the preceding circuit blocks. Thus this intrinsic transistor limitation
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Figure 2.15. MOS transistor voltage-to-current conversion characteristics.

translates again into a dynamic-range limitation. There is an inherent trade-off between

signal range, which is limited by distortion, to the resulting circuit noise.

One of the most fundamental operations in any circuit is a voltage-to-current conversion

(V-to-I conversion). This is a natural operation for a MOS transistor, where a modulation

of the gate voltage would result in a similar modulation of the drain-source current. The

voltage-to-current transfer characteristic of a MOS transistor is illustrated in figure 2.15.

The two insets in figure 2.15, displays the linearity of the V-to-I conversion under two

different input signal ranges (plots are normalized in both axes). It can be clearly seen that

operating under a larger input swing generates a larger deviation from a linear transfer

characteristic.

Second- and third-order distortions typically dominate in an RF circuit. Distortion in

a nonlinear device can be characterized using a polynomial expansion of the device transfer

characteristics [73]. In theory, the polynomial expansion can be expanded into very high

order; resulting in high-order (e.g. fourth, fifth, sixth, etc) distortion. However, in practice,

second- and third-order distortions have much larger amplitude than the higher order terms,
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Figure 2.16. Achievable IIP3 from a deep sub-micron transistor.

making them the dominant distortion mechanisms. There are several metrics that can be

used to characterize the ‘magnitude’ of the second- and third-order distortions. Two of the

most commonly used are the input-intercept points, namely IIP2 and IIP3 for second- and

third-order distortions respectively [49].

A characterization of the third-order distortion in a MOS V-to-I conversion is shown in

figure 2.16. In this figure, an IIP3 resulting from a V-to-I conversion is plotted as a function

of gate DC bias. The drain voltage of transistor is connected to an ideal voltage source to

decouple the distortion resulting from drain-to-source voltage modulation. Although a peak

IIP3 of more than +20dBm is theoretically possible, it is only achievable within a narrow

window of DC bias. Such a narrow window would be hard to achieve in a production setting

without calibration. From this analysis, one can assume that a realistic IIP3 from modern

CMOS transistors would be in the +15dBm range6.

In theory, spurious tones resulting from second-order (and all even-order) distortion

can be completely eliminated in a fully differential topology. In other words, second-order
6The IIP3 presented here is evaluated for a differential input and output; which is the configuration used

in this work. For a single-ended input, the achievable IIP3 shown above needs to be reduced by 6dB.
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Table 2.6. Achievable SFDR for a +10dBm IIP3.

Input (dBm)
SFDR (dB)

HD3-limited IM3-limited

0 < 20 < 30
-10 < 40 < 50
< -25 70 80

distortion is not a fundamental limitation. In practice, a fully differential circuit is never

perfectly symmetric, and thus second-order distortion tones can never be completely elim-

inated. Second-order distortion is particularly troublesome in direct-conversion mixers.

Because of the second-order intermodulation mechanism, large blockers, regardless of the

frequency location, can create spurious tones that overlap with the signal of interest. This

mechanism, along with means to alleviate them is thoroughly explained in [55].

Input-intercept points are absolute metrics that are often used to characterize the in-

trinsic linearity of a device or circuit. However, the magnitude of the distortion generated

by the circuit is also a function of the magnitude of the input signal. In other words, the

spurious-free dynamic-range of the circuit is dependent on the signal amplitude. As the

name implies, spurious-free dynamic range (SFDR) is often used to characterize the relative

difference between the amplitude of the signal and the amplitude of the largest distortion

product. Achievable SFDR for a device with +10dBm IIP3 is given in table 2.6. As seen

in table table 2.6, a certain back-off must be applied in order to achieve a higher SFDR.

There is an inherent trade-off between achieving low noise and high linearity. As illus-

trated in table 2.6, higher spurious-free dynamic range can be achieved simply by reducing

the input signal swing, or similarly by having a larger back-off. However, in order to main-

tain a constant SNR, a reduction in the input signal has to be accompanied by lowering

of circuit noise. Hence, in effect the dynamic-range limitation in a radio receiver really

originates from the limitation from the device level.
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2.5.2 Frequency-Synthesizer Phase Noise

An accurate frequency reference is needed in an RF receiver in order to translate a radio

frequency signal down to DC or some other low frequency. Typically, a phase-locked loop

is used to up-convert a high-quality, low-frequency reference oscillation from a crystal to an

oscillation at a radio frequency. Noise at the output of this frequency synthesizer originates

from the voltage-controlled oscillator, crystal reference or any part of the loop circuitry.

An ideal frequency reference would consist of a single tone in the frequency domain,

and all of the signal’s energy is concentrated in an infinitely narrow bandwidth around the

desired frequency. In the presence of noise, the energy becomes spread out around the

singular tone at the desired frequency [34]. Timing error due to noise can be modeled by

a random phase modulation φ(t) on the oscillatory signal. Suppose a frequency synthesizer

has a sinusoid output waveform LO(t), then the output (with noise) can be written as:

LO(t) = A · sin(ωot+ φ(t)) (2.6)

where φ(t) is a random phase fluctuation due to the presence of noise in the system. Since

φ(t) is small, equation 2.6 can be rewritten as:

LO(t) ≈ A · sin(ωot) +A · φ(t) · sin(ωot) (2.7)

Due to the presence of noise, the output of the frequency synthesizer consists of a single

tone surrounded by noise that is up-converted to a frequency of ωo.

A phase-noise plot describes the power spectral density of φ(t), Sφ(f) as a function of

frequency. The x-axis is drawn as an offset frequency from the desired frequency ωo, while

the y-axis is in decibels relative to the total output power. A sample phase-noise plot is

shown in figure 2.17 [1]. A typical phase-noise plot consists of a floor at large frequency

offset and an elevated noise level at small frequency offset. For a review of phase-noise

characteristic, the reader is referred to [90].

Phase noise in a frequency synthesizer can reduce the sensitivity of an RF receiver due to

a mechanism called reciprocal mixing [49]. Suppose a desired signal RF (t) is at a frequency

ωo and it is to be down-converted to baseband using a frequency synthesizer whose output
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Figure 2.17. Phase-noise plot of an Agilent 4438C frequency synthesizer.

is described by equation 2.6;

y(t) = RF (t) · LO(t)

= RF (t) ·A · [sin(ωot) + φ(t) · sin(ωot)]

= RF (t) ·A · sin(ωot) · [1 + φ(t)] (2.8)

The desired down-converted term RF (t) · A · sin(ωot) is accompanied with an undesired

noise term of magnitude RF (t) · A · sin(ωot) · φ(t) due to reciprocal mixing. Thus, in the

presence of phase noise from the synthesizer, the resulting signal-to-noise ratio of the RF

receiver is limited to:

SNRmax =
1∫ BW

0 Sφ(f) · df
(2.9)

For the frequency-synthesizer in figure 2.17, the resulting SNR for a given bandwidth is

given in table 2.7. The result shown underlines the importance of the close-in phase noise

as it tends to dominate the achievable SNR. Because the magnitude of the close-in phase

noise is so much larger than the far-out noise floor, the SNR for signal bandwidths of 2MHz

and 20MHz only differs by 1dB.

This SNR limitation becomes a particular concern in the case when there is a large

blocker that is very close in frequency to the desired signal. In other words, the signal

RF (t) contains both the desired signal at frequency ωo, and a large blocker at a small
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Table 2.7. Achievable SNR with an Agilent 4438C as a frequency reference.

Signal Bandwidth Achievable SNR

2MHz 67dB
4MHz 66.8dB
8MHz 66.6dB
20MHz 65.9dB

frequency offset. Because of reciprocal mixing, the presence of this large blocker signal

results in an increased noise floor at the desired frequency. As a result, the presence of this

blocker signal can desensitize the receiver.
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Chapter 3

Sigma-Delta Receiver

The previous chapter introduces the notion of an RF receiver as a signal pre-conditioner

for an A/D conversion. We explore the design trade-off between obtaining frequency se-

lectivity in the analog domain and using a faster, higher-resolution A/D converter. The

discussion underlines the importance of baseband filters in an RF receiver as an anti-alias

filter prior to A/D conversion. In section 2.2.1, we argued that a Σ∆ A/D converter is

perfectly suited for an RF receiver, because of its oversampling and noise-shaping nature.

In this chapter, an RF receiver architecture is introduced based on a down-converting

Σ∆ modulator. This system will subsequently be referred to as a Σ∆ receiver. A direct-

conversion architecture is chosen in order to simplify the frequency planning for this recon-

figurable RF receiver. Aliasing is minimized by keeping the sampling-rate equal to the LO

rate. As a result no aliasing occurs, beside the folding due to a square-wave mixing. The

high sampling rate also allows the use of a very simple, passive, switched-capacitor loop-

filter in order to obtain a high SNR. Final baseband selection is performed in the digital

domain, where the signal bandwidth can be re-programmed easily.

An overview of the system and how it operates is presented in the next section. Following

that, a block-by-block analysis of the proposed architecture is presented. The result of the

analysis is used to derive important parameters for circuit design.
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Figure 3.1. A Σ∆ receiver block diagram.

3.1 System Overview

The system proposed in this chapter is designed to take a signal at a radio frequency

and converts it to a digital representation. A block diagram of a Σ∆ receiver is shown in

figure 3.1. The receiver consists of a direct-conversion mixer enclosed within a second-order

low-pass Σ∆ modulator. A low-noise amplifier (LNA) with a power gain of 20-30 dB is

assumed to precede the system. The LNA is present to improve the overall sensitivity of

the system as well as to provide an input impedance match to the receiver’s antenna.

The output of a current-commutating mixer, evaluated at the right time instants, can

be thought of as a sampled-and-held signal (section 3.2.1). In other words, the output

of the mixer can be thought of a discrete-time signal sampled at the mixing rate (fLO),

which in this case is equal to the center frequency of the desired signal. Aliasing will occur,

however it will occur with a periodicity of fLO which is two or three orders of magnitude

larger than the signal bandwidth.1 In fact, using this interpretation, the radio signal at

fLO is effectively aliased down to baseband/DC. The resulting discrete-time signal is then

processed by the Σ∆ modulator which is also run at a frequency of fLO. In this manner,

no further aliasing will occur; as a result, no additional anti-aliasing filter is necessary.

Conceptually, the difference between a Σ∆ and a conventional receiver architecture is
1Thorough analysis in section 3.2.1 will show that only signals at odd multiples of fLO will overlap with

each other. Signals at even multiples of fLO will be filtered out prior to sampling.
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Figure 3.2. Comparison between a conventional and a Σ∆ receiver.

illustrated by figure 3.2. In a conventional receiver, the circuit amplifies the desired signal

while at the same time attenuating large out-of-band blocker signals. This is done in order

to pre-condition the signal for A/D conversion, which has a limited dynamic range and

sampling rate. In contrast, in a Σ∆ receiver, the input signal is kept relatively constant,

while the quantization noise is shaped/filtered. The quantization noise in the Σ∆ receiver

is shaped such that the SNR is maximized around the desired signal.

Signal bandwidth in a Σ∆ receiver is not explicitly defined in the analog domain. Since

the input signal is never filtered, there is no bandwidth limitation in the analog domain.

Digital filters are used to eliminate out-of-band blockers and quantization noise, prior to

digital demodulation. The use of digital filters results in a great flexibility on redefining

signal bandwidth through re-programming of the digital filter. This fact makes this receiver

architecture appropriate for use in a highly-reconfigurable RF receiver. On the other hand,

due to noise shaping, the quantization-noise floor is frequency dependent. Therefore, if one

were to integrate over an excessively large bandwidth, the resulting SNR would be quite

poor.

The Σ∆ modulator in this architecture relies on a very large oversampling ratio in order

to achieve a high dynamic range. As mentioned before, the frequency fLO can be two or
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Table 3.1. Achievable SNR from a second-order Σ∆ A/D with a passive loop-filter, with
fLO=1GHz

Signal Bandwidth Achievable SNR

2MHz 84dB
4MHz 80dB
8MHz 74dB
20MHz 61dB

three orders of magnitude larger than the signal bandwidth. A simple second-order, passive

loop filter with a single-bit quantizer is sufficient in order to achieve a very high dynamic

range. Achievable SNR for a single-bit, second-order, passive Σ∆ modulator is shown in

table 3.1. An SNR of 80dB for a 4-MHz bandwidth is achievable with fLO=1GHz from this

modulator configuration. As will be shown later, other noise sources, namely circuit noise

and frequency-synthesizer noise, instead of quantization noise are the limiting factor to the

overall attainable SNR.

The choice of a passive, switched capacitor loop filter is motivated by the impact of

CMOS scaling towards the performance of various circuit elements. First, CMOS scaling

has benefited the performance of MOS switches. This subject will be analyzed in greater

detail in section 3.1.1. Second, design of a high-gain, highly linear amplifier is becoming

more difficult in scaled CMOS technologies because of a reduced supply voltage and a

lower transistor intrinsic gain [93, 96]. As a result, in this receiver architecture, the use of

linear amplifier is avoided wherever possible. The architecture contains only a single linear

amplifier; an input transconductance amplifier used to convert the RF voltage into current.

The gain necessary for the Σ∆ modulator loop is mostly provided in a mixed-signal

domain; that is the signal gain occurs between the input of the 1-bit quantizer and the

two feedback D/A converters. Because the loop-filter is passive, it is not able to provide

any amplification. As a result, the signal amplitude at the output of the loop filter can be

very small. However, at this point, the signal needs to be quantized with a 1-bit resolution;

e.g. the system only needs to resolve if the signal is positive or negative. This task can be

efficiently done with a regenerative comparator, which provides a full CMOS level output

depending on the polarity of the input signal. In this sense, an unstable, highly non-linear
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Figure 3.3. Simplified circuit diagram of the Σ∆ receiver.

amplifier, is utilized in order to provide loop-gain within the modulator. The design of this

comparator will be discussed in section 4.1.4.

A simplified circuit schematic of the Σ∆ receiver is shown in figure 3.3. A transconduc-

tance amplifier is needed in order to convert an input RF voltage into current. The current

is then down-converted to DC using a passive mixer. The loop filter consists of three ca-

pacitors and three switches, which implement a second-order transfer function. Finally, the

loop is enclosed by two feedback D/A converters. A feedback compensation scheme for Σ∆

modulator is chosen due to its resilience towards out-of-band blockers [84].
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3.1.1 Scaling of the MOS switch

The basic argument that a metal-oxide-semiconductor (MOS) switch has benefited from

gate-length scaling is due to the fact that its on conductance scales proportionally with

the ratio of gate width over gate length (W/L), while the value of all other undesirable

parameters or parasitics scale proportionally with the device area (W · L).

It is safe to assume that an MOS switch will be operated in the strong inversion region

in order to get the maximum on conductance. In this region, the inversion-layer charge is

given as [106]:

QI = C ′ox ·W · L · (VG − VS − VT ) (3.1)

where C ′ox is the gate-to-channel capacitance per unit area, VG and VS is the gate and

source voltage respectively, and finally VT is the extrapolated threshold voltage of the

transistor. The gate voltage VG is usually connected to the highest voltage available in

order to maximize the conductance. Since an MOS device is symmetric with respect to the

two ends of the conducting channel, the ’source’ of the MOS switch is defined to be the end

of the channel with the lower potential voltage.

The on conductance, Gon, of the switch is:

Gon = µ · C ′ox ·
W

L
(VG − VS − VT ) (3.2)

where µ is the mobility of the carriers within the channel. Finally, the energy required for

a single cycle of turning on and off an MOS switch, Esw, can be calculated as (ignoring

parasitics):

Esw = QI · (VG − VS − VT )

= C ′ox ·W · L · (VG − VS − VT )2 (3.3)

In order to form an inversion-layer under the oxide with a total charge of QI , the same

amount of charge has to be provided at the gate electrode. Similarly, when the switch is

turned off, the gate has to be discharged. The energy consumed in the process of charging

and discharging the gate of an MOS switch is Esw. Subthreshold conduction is neglected
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in this analysis, and therefore a gate voltage of VS + VT is assumed to be sufficient to

turn off the transistor. This assumption is not necessary, however it simplifies the ensuing

derivation.

We are now in a position to make some general conclusions regarding scaling of MOS

switch. If Esw is normalized with respect to Gon, the following equation would result:

Esw
Gon

= L2 · (VG − VS − VT )
µ

(3.4)

The equation above states that for the same on conductance Gon the energy required per

cycle is reduced quadratically as the gate length of the transistor is reduced. One can

incorporate the effects of velocity saturation by a reduction in the carrier mobility µ; which

would somewhat reduce the benefit of gate-length scaling.2 The factor (VG − VS − VT )

is an available parameter for circuit designers. This parameter tradesoff the MOS switch

maximum signal handling capability with its on conductance.

Charge injection is a concern for precision analog circuits utilizing MOS switches. The

severity of errors induced by charge-injection is proportional to the amount of inversion-

layer charge [112]. After normalizing the inversion layer charge of an MOS switch with

respect to its on conductance, the following expression results:

QI
Gon

=
L2

µ
(3.5)

A reduction in the minimum allowable gate length would mean that an MOS transistor

with a quadratically smaller area can be used in order to achieve the same on conductance.

Naturally, a smaller area transistor would contain less amount of inversion-layer charge.

Similar arguments can also be made for reduction in parasitic junction capacitances

(to substrate) at the two ends of an MOS switch. The introduction of a new CMOS

process usually incorporates a reduction in the minimum allowable diffusion width that is

commensurate with the reduction in the transistor gate length. For this reason, a similar

quadratic reduction in parasitic junction capacitances can be expected as the gate length
2Velocity saturation can be modeled by a drain-source voltage dependent mobility; µ(VDS) = vdmax

εc+εx
,

where εx is the lateral electric field in the channel, vdmax is the saturated carrier velocity, and εc is the
critical electric field when velocity saturation occurs. [106]
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is reduced. This analysis does not take into account the parasitic capacitances between the

gate and the source/drain diffusion areas with their metal contacts. In the past, the parasitic

capacitance per unit length of the transistor’s gate has remained relatively constant across

different process generations. However, in the near future, the capacitance per unit length

might increase due to an increasing gate-structure height and a closer proximity between

the gate and the source/drain metal contacts.

To summarize, MOS switches are a benefactor of CMOS scaling [19]. The availability of

better MOS switches enables circuit designers to obtain a better trade-off among operating

speed, voltage accuracy or resolution and power. For example in applications where the

resolution is limited by charge-injection induced errors, scaling of MOS transistors would

enable the use of an MOS switch with a smaller area, thereby reducing the errors related

to charge-injection. In another application where a certain settling-time is desired; the use

of a smaller MOS switch would allow simultaneous reduction in operating power as well

as charge-injection induced errors. Ultimately scaling of MOS switches would be limited

by the ever increasing leakage current that exists when the transistors are supposedly in

its non-conducting state. Such a case might mandate the use of larger than minimum

gate-length transistors in order to keep leakage current to a manageable level.

3.2 Discrete-Time Processing of RF Signals

3.2.1 Sampling Mixer

In this section the operation of a single-balanced, current-switching mixer with a single-

ended output is examined. The output signal is mathematically re-formulated to empha-

size that the output of a mixer can be interpreted as a sampled-and-held version of the

continuous-time input signal [116, 66, 10, 114]. The choice of a single-balanced mixer –

where, in one-half of the cycle, the input signal is shorted to ground – is merely for brevity

of the ensuing discussions and derivations. The analysis shown below can be easily extended

to a differential, double-balanced current-switching mixer as well.
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Figure 3.4. Single-balanced passive mixer with single-ended output.

Consider a single-balanced current-switching mixer shown in Figure 3.4. The input

transconductance amplifierGm converts the input voltage VRF (t) into output current iout(t).

The large output impedance of the transconductance amplifier forces the resulting current

to flow through either of the two switching transistors, depending on the local-oscillator

(LO) phase. As a result, the output current iout undergoes frequency downconversion and

the resulting output is taken as a voltage accross the capacitor CH .

The output voltage Vout is naturally segmented into two phases that are periodic in time.

In the first phase, the transconductance amplifier is sourcing current into CH , and therefore

actively changing the output voltage Vout. In the second phase, where the transconductance

amplifier is disconnected from CH , the capacitor CH is isolated from any external input,

and the output voltage Vout is being held constant. These two phases can be referred to as

the sample phase and the hold phase, respectively.

Let us define a discrete-time series vout[n], which describes the voltage Vout(t) sampled

during the hold phase of each LO period.

vout[n] =
qin[n]
CH

+ vout[n− 1] (3.6)

45



qin[n] = Gm ·
∫ nTLO+

TLO
2

nTLO

VRF (τ) · dτ (3.7)

The formulation above divides the circuit operation into two parts. The first part is a

charge-sampling operation, in which a charge packet qin[n] is created on each sampling

instant [67]. The second-part implements a discrete-time integrator, in which incoming

charge packets from each sampling instant are continuously added to a running-sum. In the

frequency domain, an integrator realizes a low-pass filter.

The charge packet qin[n] can be further reformulated as a continuous-time convolution

between the input signal VRF (t) and a pre-filter, or a windowing function p(t).

qin[n] = Gm · TLO2
·
∫ nTLO+

TLO
2

−∞
VRF (τ) · p

((
nTLO +

TLO
2

)
− τ
)

(3.8)

p(t) =


2

TLO
, if 0 ≤ t ≤ TLO

2

0, otherwise
(3.9)

The formulation above emphasizes that each charge-packet qin[n] is, in itself, a result of

a two-step process: a continuous-time filtering of the input VRF (t) followed by an impulse-

sampling operation. The pre-multiplication by the factor 2
TLO

to the filter p(t) normalizes

the DC gain of the filter to 0-dB. Furthermore, in this manner, the term Gm·TLO
2 in equation

3.8 simply denotes the voltage-to-charge-packet conversion gain of the mixer at DC.

The frequency response of the pre-filter p(t), denoted Hp(Ω), is shown in Figure 3.5.

This filter attenuates signals located at even-multiples of the LO frequency fLO, and passes

signals located at odd-multiples of fLO. In other words, the pre-filter p(t) implements

a (partial) anti-aliasing filter needed prior to the sampling operation. The filter gain at

frequency fLO can be calculated to be 2
π . Sampling the resulting signal at a rate of fLO

would finally downconvert the signal at frequency fLO, and consequently all other signals

at integer multiples of fLO, to baseband. This re-formulation is consistent with what is

expected as the output of a current-switching mixer. In a current-switching mixer, signals

located at odd-harmonics of fLO will be susceptible to folding, but signals located at even-

harmonics of fLO will not be susceptible to folding.

46



0 fLO 2fLO 3fLO 4fLO 5fLO 6fLO
−50

−45

−40

−35

−30

−25

−20

−15

−10

−5

0

dB
20

Frequency

Figure 3.5. Frequency response of anti-alias pre-filter p(t).
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Figure 3.6. Signal flow-graph diagram of a sampling mixer.

Figure 3.6 displays a step-by-step process in forming the output voltage vout[n] using

the formulation developed in this section.

The analysis presented in this section recasts a current-commutating mixer circuit as

a sampler, complete with a built-in anti-aliasing filter. It is worthwhile to stress the im-

portance of this observation. Traditionally, a sample-and-hold circuit is needed prior to a

switched-capacitor filter. It is needed in order to sample new input signals on one phase,

and to hold that value constant over the next phase for further processing. This sample-

and-hold circuit consumes a lot of power and is usually the bottleneck for achieving higher

speed of operation or better linearity. This analysis demonstrates that a mixer, which is

already present in most RF receivers, also performs the same function.

This section also introduces the concept of a charge packet [67]. A charge-packet is a

47



VRF t Vout

CH

LO

LO

(n-1).TLO n.TLO (n+1).TLO

Iout(t)
m

CR

1

2

1

2

Figure 3.7. Lossy discrete-time integrator.

non-observable quantity, and, as the name implies, it is simply a signal expressed in the

charge-domain. As will be seen in the sections to follow, charge-domain analysis lends itself

naturally in understanding various switched-capacitor filter topologies [46]. As a result,

the succeeding analysis will be done completely in the charge domain, with an appropriate

conversion done at the input and output of the system, in order to relate the resulting

charge-domain equations to observable quantities such as input and output voltages.

3.2.2 IIR Filter Synthesis

As mentioned before, the circuit given in Figure 3.4 contains both a discrete-time in-

tegrator and a sampler circuit. A capacitor CH1 forms a discrete-time integrator simply

because it keeps a running-sum of input charge-packets over time. This statement can be

formalized as follows; let us define qH [n] as the total charge contained within capacitor CH

at sample-time n. Therefore :

qH [n] = qH [n− 1] + qin[n] (3.10)

The transfer function in the z-domain is :

QH(z)
Qin(z)

=
1

1− z−1
(3.11)

which is a transfer function of an ideal discrete-time integrator.

48



A lossy discrete-time integrator can be created by adding a second, smaller capacitor

CR to the same circuit. This is illustrated in Figure 3.7.3 During ϕ2, CR is connected to

ground, thus resetting the charge contained within it to zero. During ϕ1, CR is connected

to CH , and charge-sharing occurs in order to obtain voltage equilibrium between the two

capacitors. The charge contained within CH after equilibrium is:

qH [n] = α · qH [n− 1] + qin[n] (3.12)

or equivalently, it can be expressed in the z-domain as:

QH(z)
Qin(z)

=
1

1− αz−1
(3.13)

where α = CH
CH+CR

, a value which is always smaller than unity. By connecting the two

capacitors together, a part of the charge that originally resides in CH is now transferred

to CR, creating a loss factor in an otherwise lossless integrator. Since CR is subsequently

reset to zero, the charge within CR is forever removed from the system. The parameter α

determines the DC gain of the integrator, or similarly the quality factor of the integrator.

This parameter also determines the 3-dB bandwidth of the resulting first-order low-pass

filter. In this chapter, the term loss factor will be used to refer to the α parameter.

The output of the lossless and lossy integrators above is typically taken as an output

voltage. The output voltage vout[n] is :

vout[n] =
qH [n]
CH

(3.14)

The overall input-output voltage conversion gain Gc for a narrow-band input signal at

frequency fLO can be calculated as :

Gc =
GmTLO

2︸ ︷︷ ︸
V→Q

conv. gain at DC

· π

2︸︷︷︸
Hp(fLO)

· 1
1− α1︸ ︷︷ ︸

DT integrator

gain at DC

· 1
CH︸︷︷︸
Q→V

conversion

(3.15)

Equation 3.15 consists of four terms. The first and the last terms are the voltage-to-

charge conversion gain at DC and the charge-to-voltage conversion gain, respectively. The

second term represents the frequency response of the pre-filter p(t). And last, the third term
3For brevity, the LO switch is omitted in this figure and all subsequent figures
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Figure 3.8. A cascade of two lossy discrete-time integrators.

is the gain of the discrete-time integrator at DC, or equivalently, equation 3.13 evaluated

at z = 1.

Based on equation 3.15, an ideal sampling mixer, as shown in Figure 3.4, would have

an infinite conversion gain. However, as will be shown in section 3.2.4, any realizable

transconductance amplifier would have a finite output resistance, which would limit the

achievable conversion gain.

Next, a mechanism to cascade two discrete-time integrators is needed in order to build

a general IIR filter transfer function. The connection between the output of one integrator

to the input of another has to be established without the need for any additional active

element, such as a transconductance amplifier. This task can be accomplished by using

one additional capacitor. In this role, the capacitor actually acts as a vessel in which

charge-packets can be transported between two different integrators.

Figure 3.8 shows a cascade of two lossy integrators. The two capacitors CH1 and CH2

act as the first and second integrator respectively; while a third, and usually much smaller,

capacitor CR is used to link the two integrators together. In the first phase, ϕ1, a discharged

capacitor CR is connected to capacitor CH1. This process makes the first integrator lossy,

with a loss factor of α1 = CH1
CH1+CR

. The amount of charge stored in capacitor CR at the

50



end of ϕ1 is proportional to the output of the first integrator qH1[n].

qR[n] = β · qH1[n] (3.16)

where

β =
CR

CH1 + CR
= 1− α (3.17)

In the next phase, ϕ2, capacitor CR is connected to the second integrating capacitor CH2. At

this point, it might be helpful to (conceptually) make the distinction between the capacitor

CR as an empty charge-carrying vessel, and the charge packet qR[n] contained within it.

As a discharged capacitor, CR would make the second integrator lossy, with a loss factor of

α2 = CH2
CH2+CR

. However, capacitor CR contains an input charge packet qR[n], whose value

is proportional to the output of the first integrator. Thus, in the latter role, capacitor CR

acts to relay the output of the first integrator to the input of the second integrator. The

factor β indicates the gain between the two integrator stages. The term interstage gain will

be used subsequently to refer to this parameter.

In the next phase, ϕ3, capacitor CR is reset, and the sequence repeats from the first

phase ϕ1. If a third integrator is to be cascaded, capacitor CR can be connected to a fourth

capacitor CH3 instead. Thus, a general mechanism of cascading multiple lossy integrators

is realized.

The resulting signal flow-graph diagram for the two cascaded integrators is shown in

Figure 3.9. The overall input-output voltage conversion gain Gc for a narrow-band input

signal at frequency fLO can be calculated as :

Gc =
GmTLO

2︸ ︷︷ ︸
V→Q

conv. gain at DC

· π

2︸︷︷︸
Hp(fLO)

· 1
1− α1

· β · 1
1− α2︸ ︷︷ ︸

Discrete−time filter
gain at DC

· 1
CH2︸︷︷︸
Q→V

conversion

(3.18)

The method outlined above is by no means limited to an integrator with one input and

one output. Multiple capacitors, each of which has a similar role to CR, can be used to carry

a plurality of input and output charge packets to and from a single integrating capacitor.

Furthermore, the interstage gain β can also be negated by simply flipping the polarity of

the capacitor CR. This can be easily accomplished using cross-connected switches in a

differential implementation.
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Figure 3.9. Signal flow-graph diagram of a cascade of two integrators.

At this point a major limitation of this passive filtering approach should become appar-

ent. Propagation of signal in the filter is accomplished by physically moving charge from

one integrator to the next. In other words, each integrator in the filter loses a fraction of

its total charge on each sampling period, thus making it a lossy integrator (α < 1). In

fact, as shown in equation 3.17, the sum of the loss factor α and the interstage gain β of

each integrator within the filter has to be equal to unity. This fact is a direct result of

the charge conservation principle. The charge lost on each integrator acts as an input to

the next integrator. For this reason, there is an inherent trade-off between the interstage

gain between integrators and the quality factor of each integrator. In order to keep the

integrator loss to a minimum, which is desired in many cases, then the interstage gain has

to be kept very small.

The trade-off between the loss factor and the interstage gain does not become much

of a problem if the IIR filter can be expressed as a feed-forward connection of integrators.

The limitation would simply manifest itself as a limitation on the pass-band gain of the

filter, which can be compensated for elsewhere. However, this trade-off poses a severe

problem for other IIR filter structures, such as resonators, that inherently requires feedback

connections. In this case the trade-off between having a low-loss integrator and a high

interstage gain greatly limits the possible placement of poles and zeros, thereby significantly

limiting the range of transfer functions that can be synthesized. For example, resonators

with a reasonably high Q-factor cannot be created using this passive switched capacitor

approach.4 For this reason, an IIR filter using passive circuits is best suited for low-pass
4A resonator Q-factor is defined as the ratio between the resonator’s center frequency to its bandwidth.

Multi-rate techniques can also be utilized to synthesize a bandpass filter consisting of two time-interleaved
low-pass filter [111, 77, 114].
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filtering, where the natural frequency response of an integrator can be used without much

of a modification.

3.2.3 Noise in Switched-Capacitor Filters

Noise in a passive switched-capacitor filter originates from the thermal noise within each

of the constituent MOS switches. The total noise at the filter’s output can be obtained by

simply enumerating all the MOS switches in the filter and determining the noise transfer

function from each MOS switch to the output [28].

Consider the circuit shown in Figure 3.10, which consists of one capacitor and one

MOS switch. Noise generated in the reset phase of an IIR filter discussed previously can

be modeled with this circuit. When the MOS switch is on, its inversion channel creates

a connection between the top and bottom plates of the capacitor. Ideally this connection

would short the two capacitor plates, therefore depleting all the charge stored within the

capacitor CR. However, thermal noise generated within the transistor’s channel prevents

this from happening perfectly. Since an MOS switch has a finite conductance, it is also

susceptible to thermal energy fluctuation. This effect can be modeled as a noise current

source in parallel with the MOS switch as shown in Figure 3.10 [110].

Noise generated inside the switch would continuously modulate the voltage across the

capacitor CR. At the instant when the switch is opened, the connection between the two

plates and the noise source is cut off. The instantaneous noise charge stored within the

capacitor remains in the capacitor CR, effectively sampling the noise process ĩn at the exact
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Figure 3.11. Noise on two switched capacitors

instant the switch is turned off. To quantify the preceding description, the on resistance

of the MOS, Ron, and the capacitor CR forms a low-pass filter. The total integrated noise

represented as a voltage across the capacitor CR has a variance of:

var(ṽo) =
∫ ∞

0
4kTRon

∣∣∣∣ 1
1 + 2πjfRonCR

∣∣∣∣2 df
=

kT

CR
(3.19)

Where k is Boltzmann’s constant and T is the temperature. The resulting discrete-time

noise process has a flat power spectral density across frequency (−fs
2 ,

fs
2 ), where fs is the

sampling frequency [45]. The noise voltage ṽo can be equivalently represented as a noise

charge packet q̃R with a variance of kTCR. This noise charge packet is stored within CR

and is generated every time CR is reset. By casting the discrete-time noise process as a

charge-packet generation mechanism, the noise source can be easily incorporated into the

analysis framework developed so far.

The same noise analysis can also be easily extended to cases where an MOS switch

connects two capacitors together, as shown in Figure 3.11. When the MOS switch is turned

on, it completes a loop which contains the two capacitors CH and CR in series with each

other. Therefore, the MOS switch is effectively connected to an equivalent series capacitor

of size CH ||CR = CH ·CR
CH+CR

. The noise voltage across this equivalent series capacitor has a

variance of kT
CH ||CR . Thus, each capacitor CH and CR contains an identical noise charge

packet of variance kT (CH ||CR), with the polarity shown in Figure 3.11.

It turns out that noise analysis of these two seemingly simple circuits is sufficient to an-

alyze and explain noise generation and propagation in more complicated switched-capacitor
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circuits. To illustrate this point, we will analyze an example circuit of a second-order, low-

pass filter, which is shown earlier in Figure 3.8. Recall that this filter is a cascade of two

lossy integrators; the first is composed of capacitor CH1, and the second is composed of

capacitor CH2. A discrete-time signal flow-graph diagram has been developed and shown in

Figure 3.9; the intention here is to incorporate the various noise sources into this diagram.

There are three MOS switches in the IIR filter circuit, and therefore there are three

independent noise sources that need to be accounted for. The first noise source comes from

the ϕ3 switch. This switch would generate a noise charge packet of variance kTCR which

is then stored within capacitor CR. Because the capacitor CR is subsequently connected

to capacitor CH1, the noise charge packet generated during ϕ3 will act as an input charge

packet to the first discrete-time integrator. Second, during ϕ2 phase, two noise charge

packets of variance kT (CR||CH2) are generated and stored in CH2 and CR. The first noise

charge packet, stored in CH2, can be easily modeled as an input to the second integrator.

The noise charge packet in CR generated during ϕ2 is immaterial, because in the next phase

ϕ3, the capacitor CR is reset. The last noise source is generated during the ϕ1 phase. As

in the ϕ2 phase, two noise charge packets of variance kT (CR||CH1) are created, and stored

within capacitors CH1 and CR. The noise charge packet stored within CH1 can also be

considered as an input to the first integrator. The noise charge packet in CR will act as an

input to the second integrator, since in the next phase, ϕ2, capacitor CR is connected to

capacitor CH2. It is very important to realize that the last two noise charge packets are a

manifestation of the same noise process, namely one that originated from the thermal energy

fluctuation within switch ϕ1. For this reason, the noise source generated during ϕ1, is most

appropriately represented by a single noise source that is injected at two different locations

in the signal flow-graph diagram. The polarity with which the noise source is injected is

also of importance, as the incorrect polarity would alter the noise transfer function to the

output. The updated signal flow-graph diagram, with the noise sources included, is shown

in Figure 3.12(b).

Simulation of switched-capacitor noise can be performed using a combination of periodic

steady-state (PSS) and periodic noise (PNOISE) analyses, which are available as part of
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Figure 3.12. Noise in a second-order IIR filter: (a) circuit schematic; (b) signal flow-graph
diagram.
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Cadence SpectreRF circuit-simulation suite [101]. Periodic steady-state analysis is originally

intended to analyze continuous-time circuit with periodic input signals or excitations. In

order to simulate a switched-capacitor circuit appropriately, one needs to recognize that the

output of a switched capacitor circuit is a discrete-time, instead of a continuous-time signal.

This discrete-time signal should be treated as the output of the circuit sampled after it has

settled to the final value for each sampling period. There are two techniques that one can

use in order to force the simulator to evaluate the output signal correctly in the manner

described [45]. First, in more recent versions of SpectreRF, PNOISE analysis provides a

specialized time-domain analysis method that can be invoked by setting a simulation option

noisetype=timedomain. By enabling this option, the simulator would only analyze noise

at particular time instants parameterized by another simulation variable noisetimepoints.

Second, on older versions of spectreRF, an explicit (ideal) sample-and-hold block can be

used to similarly force the simulator to only evaluate the output of the circuit at the correct

time-instants. Recall that a sample-and-hold would impose a zero-order-hold on a discrete-

time signal; thus, the resulting sinc-shaped response in the frequency domain has to be

compensated for.

3.2.4 Circuit Parasitics

The design of the input transcondutor circuit (Gm) has a large impact on the overall

performance of the discrete-time filter. This section will focus on modeling the various

non-idealities of the input transconductance amplifier and analyzing their impact on the

overall filter transfer function. As in the previous sections, the goal is to incorporate the

various circuit impairments to the analytical framework that has been developed so far.

The ideal transconductance amplifier would have zero output capacitance, denoted Cpar,

and an infinite output resistance, denoted Rpar. The effect of a non-zero output capacitance

can be easily incorporated into the analysis framework developed in section 3.2.2. On each

sampling instant, charge sharing will occur between capacitor (Cpar) and capacitor (CH).

Therefore, the integrator formed by capacitor CH will become lossy, with a loss factor of

αC = Cpar
Cpar+CH

.
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Figure 3.13. Input transconductance amplifier with finite output resistance and non-zero
output capacitance

The presence of a finite transconductance amplifier output resistance, Rpar, can be

analyzed by starting with the differential equation that describes the circuit:

GmVin(t) =
qH(t)
CHRpar

+
dqH(t)
dt

(3.20)

Solving the differential equation above and sampling the resulting function at the correct

time instants would result in the following equation:

qH [n] = e
− TLO

2RparCH · qH [n− 1] +Gm ·
∫ nTLO+

TLO
2

nTLO

VRF (τ) · e
nTLO+

TLO
2 −τ

RparCH · dτ (3.21)

Or, equivalently:

qH [n] = αR · qH [n− 1] + qin[n] (3.22)

where:

αR = e
− TLO

2RparCH (3.23)

qin[n] = Gm ·
∫ nTLO+

TLO
2

nTLO

VRF (τ) · e
nTLO+

TLO
2 −τ

RparCH · dτ (3.24)

The variable αR is equivalent to the loss factor α, which is defined in section 3.2.2. It

is simply a mathematical formulation to describe the amount of charge lost per sampling

period. During the period when LO is high, current will flow through resistor Rpar, which

will slowly deplete the charge stored within capacitor CH . Therefore, for each sampling

period, a part of the charge inside capacitor CH is lost.

The loss factor, αR, can be combined with other loss mechanisms, such as one due to

connecting and disconnecting a second capacitor, CR (Figure 3.7), to result in an effective
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Figure 3.14. Impact of transconductance amplifier finite output resistance

loss factor αeff . The effective loss factor αeff can be computed by enumerating the total

charge lost per period as a fraction of the total charge within capacitor CH .

The generation of charge packet qin[n] in this scenario, can be similarly formulated

as a convolution or a filtering operation between the continuous-time input signal with a

windowing function (equation 3.9). In this case, the windowing function is:

ppar(t) =


2

TLO
· e−

t
Rpar ·CH , if 0 ≤ t ≤ TLO

2

0, otherwise
(3.25)

The presence of a finite output resistance Rpar modifies the anti-alias filter p(t) to be the

function ppar(t). Note that, as Rpar approaches infinity, the function ppar(t) degenerates into

the original anti-aliasing filter function p(t). A comparison between the frequency response

of the original pre-filter p(t) and the resulting pre-filter ppar(t) with a finite transconductance

amplifier output resistance, Rpar, is shown in Figure 3.14.

With the addition of the effect of finite transconductance amplifier output resistance,
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the voltage conversion-gain formula from equation 3.15 can be updated as follows:

Gc =
GmTLO

2
·Hppar(fLO) · 1

1− αR ·
1
CH

(3.26)

When Rpar is sufficiently large, then TLO
2RparCH

is much smaller than unity. If such is the case,

then the following approximation can be used:

1
1− αR =

1

1− e−
TLO

2RparCH

≈ 2RparCH
TLO

(3.27)

Therefore, the conversion gain from equation 3.26 can be approximated as:

Gc ≈ GmTLO
2

· 2
π
· 2RparCH

TLO
· 1
CH

=
2
π
·Gm ·Rpar (3.28)

This result is hardly surprising; it is identical to the conversion gain of a mixer.

It is important to realize that, in reality, the resistance Rpar is not a physical resistance;

it is merely a small-signal approximation. As such, the resistance value is susceptible to

process, voltage and temperature variation. More importantly, the value of this resistance

is signal dependent, which causes distortion. For this reason, although it is able to, Rpar is

rarely used as a parameter that sets the important filter parameters, such as bandwidth and

gain. A filter circuit with a lossy integrator (Figure 3.7) is more widely used. The transcon-

ductance amplifier can be designed such that the effective loss factor αeff ≈ CH
CH+CR

, which

necessitates RparCH � TLO
2 . In this manner, the critical filter parameters, such as in-band

gain and bandwidth, are purely determined by the ratio of capacitances, instead of being de-

termined by the value of Rpar. The disadvantage of such an approach is that the conversion

gain of the circuit will be significantly reduced.

The load of the transconductance amplifier circuit consists of an MOS sampling switch

and a switched-capacitor filter. This load circuit is actually a discrete-time system. As such,

its frequency response is periodic in the continuous-frequency axis, with a period equal to

the sampling frequency fLO. This fact is illustrated in Figure 3.15. The overall frequency

response of the circuit is a result of a pre-filtering operation with a windowing function p(t),

followed by a discrete-time low-pass filter with a sampling frequency of fLO.

A beneficial consequence of the above concept is the fact that the low-pass filtering

in the load circuit can be transformed back as a bandpass filtering at the output of the
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Figure 3.15. Frequency response of passive mixer

transconductance amplifier [20]. If the voltage-drop across the sampling switch is kept

small, then the output voltage of the transconductance amplifier is set by the voltage

across the capacitor CH . However, the voltage across capacitor CH only emerges after

the discrete-time filtering operation. Thus, if a large out-of-band blocker were to impinge

the transconductance amplifier, it would be filtered before it could cause large voltage swing

at the output of the transconductance amplifier.

Finite rise- and fall-time of the LO signal would also affect the frequency response of

the anti-alias pre-filter p(t). This impairment can be modeled by modifying the impulse

response p(t) to have a trapezoidal shape, instead of a perfect rectangle. The overall impact

is similar to that of a finite output impedance, in that it limits the rejection at even multiples

of LO frequency.

3.3 System Design

The previous section presented design methodologies and the necessary tools to analyze

the building blocks of a Σ∆ receiver. In this section, the tools developed in section 3.2
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Figure 3.16. Second-order Σ∆ modulator: (a) circuit schematic; (b) signal flow-graph
diagram.

is used in deriving the optimal circuit parameters and component sizing. In line with the

methodologies developed thus far, the analysis is done using the notion of charge packet,

which is a discrete-time, charge-domain quantity. A sampling gain function presented in

equation 3.8 is used in order to refer any charge domain value to a continuous-time, voltage-

domain signal at the input of the overall system.

3.3.1 Sigma-Delta Modulator Design

The frequency characteristics of a Σ∆ modulator is set by ratios of component param-

eters, all of which will be discussed in this section. The signal and noise transfer function

responses are set by the ratio between capacitances of CR
CH1

and CR
CH2

as well as the ratio

of the reference values for the two feedback D/A converters. The absolute value of the

feedback D/A converters reference signal determines the full-scale range of the modulator.

A passive, second-order Σ∆ modulator used in the receiver is shown in figure 3.16. The
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parameters shown in the system model (section 3.2) is repeated below for convenience:

α1 =
CH1

CH1 + CR

α2 =
CH2

CH2 + CR

β =
CR

CH1 + CR
(3.29)

The parameter b1 and b2 determines the reference value for the first and second feedback

D/A converters respectively. The signal and quantization noise transfer functions relating

to this particular second-order modulator are:

STF (z) =
β

D(z)
(3.30)

NTF (z) =
(1− α1z

−1) · (1− α2z
−1)

D(z)
(3.31)

where the common denominator D(z) is

D(z) = 1− (α1 + α2 − b2)z−1 + (α1α2 + b1β − b2α1)z−2 (3.32)

The modulator is designed such that the signal transfer function (STF) is flat across fre-

quencies. In other words, the modulator is designed such that D(z) = 1. This requirement

requires the value of b1 and b2 to be:

b1 =
α2

1

β
(3.33)

b2 = α1 + α2 (3.34)

The forward gain of the modulator is β across all frequencies, which is much smaller than

unity. In fact, from section 3.2.2, the parameter β comes about because of a charge transfer

necessary in order to connect the two stages of the loop filter. The feedback parameter b1

is adjusted by a factor of 1
β because it is applied prior to the forward gain of β.

In this one-bit modulator, the frequency responses of the modulator is only set by the

ratio of the feedback parameters b1 and b2. The gain of a one-bit quantizer is undefined, as

it takes an input of arbitrary magnitude and outputs a valid logic level representing only the

polarity of the input signal. As a result the signal gain between the input of the comparator

to the outputs of the two feedback D/A converters are determined solely by the reference

63



10
−6

10
−5

10
−4

10
−3

10
−2

10
−1

−90

−80

−70

−60

−50

−40

−30

−20

−10

0

10

20

Normalized Frequency (ω)

M
ag

ni
tu

de
(d

B
20

)

NTF

STF

Figure 3.17. Signal and noise transfer functions of a passive second-order Σ∆ modulator.

levels of the two one-bit feedback D/A converters. The reference levels for the two feedback

D/A converters effectively sets the full-scale range of the modulator.

The ratio between the two feedback parameters b1 and b2 is completely determined by

the parameters of the switched-capacitor filters, namely α1, α2 and β. The ratio between

the two feedback parameters is:

b1
b2

=
α2

1

β · (α1 + α2)
(3.35)

The three parameters α1, α2 and β are chosen to have the following values:

α1 = 0.99

α2 = 0.99

β = 0.01 (3.36)

which implies the following capacitance ratios:

CH1 = CH2

CR
CH1

=
1

100
(3.37)
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Table 3.2. Achievable SNR from a second-order Σ∆ A/D with a passive loop-filter.

Oversampling Ratio Achievable SNR

500 84dB
250 80dB
125 74dB
50 61dB

These values are chosen in order to have a sufficient loop gain, while at the same time

maintaining a reasonable and realizable capacitance ratio of 100.

The resulting signal and noise transfer function for this modulator is shown in figure

3.17. Because of the lossy nature of the loop filter, the NTF does not have infinite rejection

at DC. Furthermore, a maximum rejection of 80dB is achieved, because of the presence of

two integrators, each with a DC gain of 100. The DC gain of each integrator is simply 1
1−α .

A table of listing the achievable SNR for a given oversampling ratio for this modulator is

given in table 3.2.

The preceding analysis has been done completely in the charge domain. In order to

establish the absolute values for the feedback parameters b1 and b2, a voltage-to-charge-

packet conversion gain needs to be established. Such a function has been derived in section

3.2, and is repeated here for convenience:

GV→Q =
GmTLO

2︸ ︷︷ ︸
V→Q

conv. gain at DC

· π

2︸︷︷︸
Hp(fLO)

(3.38)

Equation 3.38 states that for a 1-V input signal, a charge-packet of size π
2 · GmTLO2 Coulomb

is created on each sampling period. Equivalently, if the modulator is designed to have an

input full-scale range of VRF (FS) Volts, then the charge-packet input to the modulator on

each sampling period is:

Qin(FS) =
π

2
· GmTLO

2
· VRF (FS) (3.39)

In order for the first feedback D/A converter to be able to track input charge-packets of

this magnitude, then its reference signal has to have a magnitude of at least Qin(FS). If

the feedback D/A is to be implemented as a current-switching D/A converter, then the
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reference current should be:

IFB1REF =
Qin(FS)

TREF

= Gm · VRF (FS) ·
π

4
· TLO
TREF

(3.40)

where TREF is the time where the control signals are activated; e.g. TLO = TREF for a

full non-return to zero D/A converter. The reference value for the second feedback D/A

converter is then obtained by scaling Qin(FS) by b1
b2

.

There are two parameter values yet to be determined: the absolute values of transcon-

ductance Gm and capacitance CH1. These two values will be determined in the next two

sections.

3.3.2 Capacitor Sizing

The sizing of the loop filter capacitor is determined solely by noise considerations. A

model for the second-order, low-pass filter with the relevant noise sources has been presented

previously in figure 3.12. What is left to do is to enclose the filter circuit in a Σ∆ modulator

and evaluate the overall noise contribution of the switched-capacitor filter at the output of

the modulator. The result of this analysis can be expressed as an input-referred noise seen

at the input of the system (VRF in Volts), which would be beneficial in deriving the required

component sizing based on an input-referred noise requirement.

There are three noise sources corresponding to three MOS switches in the switched-

capacitor loop filter of the modulator. The frequency responses of each of these three sources

can be calculated and referred back to the charge-domain input of the Σ∆ modulator, qin[n].

The result of this analysis is shown in figure 3.18. Each of the three MOS switches are

labeled with respect to the clock phase where it is conducting (refer to figure 3.16). From

this analysis, it is apparent that, when enclosed in a Σ∆ feedback, only noise arising from

the ϕ1 and ϕ2 MOS switches have significant contributions at low frequencies. Each of

these two noise sources has an identical variance of kT (CH1||CR), given that the sizes of

capacitors CH1 and CH2 are equal.

66



10
−6

10
−5

10
−4

10
−3

10
−2

10
−1

−80

−60

−40

−20

0

20

40

60

Normalized Frequency (ω)

M
ag

ni
tu

de
(d

B
20

)

ϕ1 Switch

ϕ2 Switch

ϕ4 Switch

Figure 3.18. Switched capacitor noise in a second-order Σ∆ modulator.

The results derived from figure 3.18 can be easily reflected back to the input RF voltage

VRF (t) by virtue of the sampling gain function derived in equation 3.38. Thus, the in-

band, input-referred (voltage) noise due to the switched-capacitor loop filter within this

second-order Σ∆ A/D converter is:

Ṽ 2
SCnoise =

2kT (CH1||CR)
(π2 · GmTLO2 )2

(3.41)

Since the ratio of CH1
CR

is equals to 100, then the above equation can be re-written as:

Ṽ 2
SCnoise =

2kTCR 100
101

(π2 · GmTLO2 )2

≈ 2kTCR
(π2 · GmTLO2 )2

=
2kT
CR
· 1

(πTLO4 · GmCR )2
(3.42)

There are two free parameters in the above equation. It will be shown in the next section,

that a constraint on linearity would impose a fixed ratio between Gm and CR. Therefore,

the noise arising from the switched-capacitor filter, Ṽ 2
SCnoise, would be a function of only a

single free parameter, which is chosen arbitrarily to be the size of capacitor CR.
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3.3.3 Transconductance Amplifier Design

There are three main constraints to consider in the design of the transconductance

amplifier for the Σ∆ receiver: distortion, noise and power. A new parameter, Vout(FS), is

introduced to describe the maximum allowable output voltage swing of the transconductance

amplifier. This constraint is introduced in order to avoid excessive distortion. The addition

of this parameter is sufficient to constrain the problem so that only a single optimal solution

can exist.

A dominant source of distortion in the transconductance amplifier is due to an excessive

voltage swing at the output of the amplifier due to an in-band, full-scale input signal.5 Large

voltage excursions at the output of the amplifier can push some of the constituent transistors

into linear region, which create a large change in the amplifier output impedance.

The voltage swing at the output of the amplifier consists of two parts, the voltage swing

across capacitor CH1 and across the mixer LO switch (figure 3.16):

Vout(FS) = VH1(FS) +Gm · VRF (FS) ·Rsw (3.43)

where VH1(FS) is simply equal to the voltage stored across capacitor CH1, VH1(FS) =
QH1(FS)

CH1
.

In the absence of the Σ∆ feedback loop, the voltage VH1(FS) has been calculated previ-

ously (equation 3.15) to be:

VH1(FS) =
GmTLO

2︸ ︷︷ ︸
V→Q

conv. gain at DC

· π

2︸︷︷︸
Hp(fLO)

· 1
1− α1︸ ︷︷ ︸

DT integrator

gain at DC

· 1
CH1︸︷︷︸
Q→V

conversion

·VRF (FS) (3.44)

Recall that the above equation contains a few part. First, there are the conversion gains

from voltage (continuous-time) → charge-packets, and charge-packets → voltage (discrete-

time). Second, there is the frequency response of the pre-filter Hp(fLO). Last, there is the

(discrete-time) integrator gain of 1
1−α1

. It is only this last part that changes significantly

in the presence of the Σ∆ feedback loop.
5Other sources of distortion will be discussed in depth in section 4.1.
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In order to characterize the effect of loop-gain, a parameter kSD is introduced to replace

the discrete-time integrator gain of 1
1−α1

. Therefore, equation 3.44 is rewritten as:

VH1(FS) =
GmTLO

2
· π

2
· kSD · 1

CH1
· VRF (FS) (3.45)

Since the Σ∆ modulator is modeled completely in the discrete-time domain (figure 3.16),

only this discrete-time transfer function needs to be modified in the presence of the Σ∆

modulator feedback signal.

The exact value of parameter kSD can be determined through system simulation of the

Σ∆ modulator. Its value would be dependent only on the modulator structure and the

scaling factor on each of its integrators [13]. The result of this analysis is shown in figure

3.19. This figure displays the distribution of output signal magnitude at the output of the

first integrator, when the input is 3dB away from full-scale. The magnitude is normalized

to a full-scale input of the modulator. Since the analysis is completely done in the charge

domain, the input full-scale range corresponds to Qin(FS). The result of this analysis shows

that for a full-scale input, the output signal of the first integrator would have an amplitude

three times as large as the input full-scale range. In other words, it is determined empirically

through simulation that kSD ≈ 3.

The presence of a Σ∆ loop feedback attenuates the full-scale voltage swing of the am-

plifier by kSD
1

1−α1

. Whereas kSD takes a value of 3, the discrete-time gain 1
1−α1

is equal to

100, given the parameters set in section 3.3.1. In the absence of a Σ∆ loop feedback, the

system would continuously integrate the input charge-packets, with a resulting DC gain of

1
1−α1

. In contrast, the Σ∆ feedback loop tries to follow and cancel the input charge-packets

through the application of the feedback signal. As a result, the signal present at the output

of the amplifier in the presence of the Σ∆ feedback comprises of the error signal of the Σ∆

modulator, instead of the input signal. This is an important feature of this architecture,

which enables the amplifier to have high gain while at the same time minimizing distortion.

Assuming that the IR drop across the LO switch can be made small through sizing of
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the MOS switch, the full-scale output swing of the transconductance amplifier is therefore:

Vout(FS) =
GmTLO

2
· π

2
· kSD · 1

CH1
· VRF (FS)

=
Gm
CR
· π

4
· TLO · βkSD · VRF (FS) (3.46)

The input-referred noise of the transconductance amplifier is a function of the value of

its transconductance, Gm. The exact value of the noise contribution of this amplifier would

depend on the topology of the amplifier. However, a simple input-referred noise model can

be adopted, which is shown below:

Ṽ 2
GMnoise

∆f
=

4kTγ
Gm

· nF (3.47)

The noise factor nF is included in order to model the contributions of non-essential transis-

tors, i.e. transistors other than those which are performing the voltage-to-current conver-

sions.6

The combined noise arising from the transconductance amplifier and the switched-
6This analysis does not take into account the folding effect of the higher harmonics. This effect can also

be incorporated into the noise factor nF .
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capacitor loop filter is:

Ṽ 2
noise

∆f
=

4kTγ
Gm

· nF +
2kT
CR
· 1

(πTLO4 · GmCR )2

=
kT

CR

[
4γnF

Gm
CR
· TLO

+
2

(πTLO4 · GmCR )2

]
(3.48)

The ratio of Gm
CR

can be obtained from equation 3.46:

Gm
CR

=
VRF (FS)

Vout(FS)
· 4
πTLO

· 1
βkSD

(3.49)

The parameters VRF (FS), TLO, β and kSD are fixed design parameters that have been

previously set. Therefore, if one were to set a Vout(FS) based on linearity considerations,

the ratio of Gm
CR

also becomes a fixed parameter. Thus the total noise from equation 3.48

becomes only a function of the size of capacitor CR.

In the beginning of this section, it is stated that there are three important parameters in

the design of the transconductance amplifier: distortion, noise and power. The constraint

on distortion can be described by the maximum allowable signal swing at the output of the

amplifier, Vout(FS). This parameter imposes a limitation on the amount of transconductance

Gm for a given capacitance CR. Furthermore, this restriction also allows the total noise of

the amplifier and the switched capacitor filter to be completely determined by the sizing of

capacitor CR. Larger capacitance CR results in lower noise. However, larger capacitance

CR results in larger power. Larger capacitances would require a larger transconductance

Gm in order to maintain the same conversion gain, as well as larger MOS switches in order

to achieve the same settling time.

3.4 Mixed-Signal Design of the System

The design of the feedback D/A converter and the comparator needed in the Σ∆ receiver

will be discussed in this section. Non-idealities from these two blocks will be discussed in

relation to the overall performance of the system. A circuit specification for each of these

blocks will be derived based on acceptable performance degradation due to these circuit

non-idealities.
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3.4.1 Feedback D/A Converter Design Considerations

The full-scale requirements for the first and second feedback D/A converters have been

derived previously in section 3.3.1:

QFB1(FS) =
π

2
· GmTLO

2
· VRF (FS) (3.50)

QFB2(FS) =
π

2
· GmTLO

2
· α2

1

β · (α1 + α2)
· VRF (FS) (3.51)

The above values serve as a starting point for the feedback D/A converter design process.

The focus of this discussion will be on the design of the first feedback D/A converter

circuit, due to its more stringent requirement. Noise and distortion introduced by the

second feedback D/A converter are partly attenuated by the loop gain of the modulator.

Because of this reason, the design requirements for the second feedback D/A converter are

not as stringent as that of the first feedback D/A converter.

There are two types of feedback D/A converters in a Σ∆ modulator, continuous-time

and switched-capacitor. In a continuous-time D/A converter, current is continuously applied

across a prescribed amount of time in order to achieve charge transfer. On the other hand,

in a switched capacitor implementation, a dummy feedback capacitor, CFB, is pre-charged

to a certain voltage value, then it is charge-shared with the integrating capacitors.

Switched-capacitor D/A converters are desired because it is less sensitive to jitter [75].

The total feedback charge applied in this method is simply QFB = CFB · VFBref . As long

as there is sufficient time to settle the capacitor voltage to VFBref , then timing uncertainty

does not affect the applied feedback value QFB at all.

Although a switched-capacitor D/A converter is more desirable from a jitter perspective,

it can be shown that it is practically infeasible in this architecture. Recall that in a switched-

capacitor D/A converter, a dummy capacitor CFB is utilized as a vessel to store the feedback

charge signal. For the first feedback D/A converter, the size of feedback capacitor CFB1
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needs to be:

CFB1 =
VFBref
QFB1(FS)

=
VFBref
VRF (FS)

· 4
πGmTLO

(3.52)

Equation 3.52 can be combined with equation 3.49 to yield the following result:

CFB1

CR
=

VFBref
Vout(FS)

· 1
βkSD

(3.53)

This analysis yields a ratio of the size of the feedback capacitor CFB1 with capacitor CR.

Recall that the size of capacitance CR is set by noise and power considerations, and is of

importance in deriving other circuit parameters.

The size of capacitor CFB1 should be of approximate size as capacitor CR. Ideally they

should be of the same size, such that capacitor CR could be used both as part of the loop

filter as well as the feedback D/A converter. In fact, from figure 3.16, phases ϕ3 and ϕ4

can be used in order to pre-charge the capacitor CR to the voltage VFBref .

Unfortunately, there is a ten-fold size mismatch between capacitor CFB1 and CR. The

relevant parameter values have been derived in section 3.3: kSD = 3 and β = 0.01. Further-

more, assume that VFBref = VDD = 3 · Vout(FS). Using these assumptions, then the size of

capacitor CFB1 has to be more than ten times larger than that of capacitor CR. This large

size mismatch rules out the possibility of using the same capacitor CR in order to implement

the feedback D/A converter. Furthermore, the presence of a feedback capacitor of this size

would create a significant loss and therefore reduce the DC gain of the loop filter.

In contrast to a switched-capacitor feedback D/A converter, a continuous-time D/A

converter operates by injecting a constant current over a predetermined amount of time:

QFB = IFBref · Tref (3.54)

The timing signal Tref can be obtained from an external crystal reference or from a fre-

quency synthesizer. Random fluctuations in this timing reference would translate into

random fluctuations in the applied feedback charge-packets. Therefore, compared to a

switched-capacitor D/A converter design, a continuous-time feedback D/A converter is

more susceptible to timing jitter.
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The advantage of a continuous-time feedback D/A converter is that it is relatively

easy to implement, and it can be made to operate at very high frequencies. Unlike a

switched-capacitor D/A converter which necessitates large drivers in order to maintain a

short settling-time, on the first-order current-switching D/A converter does not have a

stringent settling requirement [108]. A more detailed description on the design trade-offs

and restrictions will be presented in section 4.1.

Timing Jitter

The sensitivity to timing jitter of a continuous-time feedback D/A is fully expressed

in equation 3.54. In the presence of a timing variation of magnitude ∆Tref , a variation in

charge of magnitude:

∆qFB1 = IFB1ref ·∆Tref (3.55)

is injected in the modulator. The variation in ∆Tref is a random process, and is referred

to as random timing jitter. Let us denote ∆̃T [n] as a random noise process representing

the timing variation within Tref . The noise process ∆̃T [n] is an additive Gaussian noise

process with mean zero, variance of σ2
Tref

and a power spectral density of STref (ω)

In order to calculate the achievable SNR, it is important to note that the noise process

∆̃T is a discrete-time noise process, whose energy is spread from DC to fs, where fs is the

sampling rate. On each sampling instant the following (deterministic) feedback signal is

applied:

QFB1[n] = dout[n] · IFB1ref · Tref [n] (3.56)

In the presence of timing noise, the feedback charge contains a noise process of the following

nature:

∆̃qFB1[n] = dout[n] · IFB1ref · ∆̃T [n] (3.57)

Therefore the achievable in-band SNR is:

SNR =
Qin(FS)

∆̃qFB1(in− band)

=
Tref√∫ BW

2
0 SDout(ω) ∗ STref (ω)

(3.58)
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Figure 3.20. Phase-noise plot of a frequency synthesizer.

where SDout(ω) is the power spectral density of the Σ∆ modulator output, dout[n]. If the

∆̃T [n] noise process is white, then equation 3.58 simplifies to:

SNR =
Tref
σTref

· 1
OSR

(3.59)

where OSR is the modulator’s oversampling ratio.

The nature of the noise process ∆Tref is dependent upon the system used to generate

the timing reference Tref . Nevertheless, in general, these timing reference generator is

characterized by its phase noise performance, expressed in terms of the phase noise spectrum

Sφ(ω). The following relation is used to relate phase noise and jitter [5]:

STref (ω) =
Sφ(ω)

(2πfc)2
(3.60)

Therefore, the resulting spectrum of ∆̃qFB1[n] is simply the phase noise spectrum Sφ(ω)

convoluted with the spectrum of the Σ∆ modulator output scaled by (2πfc)2.

An example phase-noise spectrum plot from a high-performance vector signal generator,

Agilent 4438C is shown in figure 3.20 [1]. Based on the above spectrum, the maximum

achievable SNR, with an in-band, full-scale input is shown in table 3.3. Note that the effect

of timing jitter on the feedback D/A converter is independent and is additive to the effect

of phase noise to noise resulting from reciprocal mixing.7

7Since the timing reference for both the feedback D/A converter and the mixer originates from a single
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Table 3.3. Achievable SNR with Agilent 4438C as a frequency reference.

Signal Bandwidth Achievable SNR

2MHz 67dB
4MHz 66.8dB
8MHz 66.6dB
20MHz 65.9dB

Output Resistance

The effect of a current-switching D/A converter’s output resistance has been studied

previously [109]. It has been recognized that the output resistance of a current-switching

D/A converter is code-dependent. The output impedance of a D/A converter is in parallel

with the load resistance RL. Therefore, the effective output impedance of the circuit is:

Rout,eff =
RL ·RDAC
RL +RDAC

=
RL

1 + RL
RDAC

(3.61)

where RDAC is the D/A converter output resistance. A code-dependent Rout,eff would

generate distortion. In order to mitigate this effect, the output resistance of each unit cell

within the D/A converter is typically made very large such that RL
RDAC

>> 1; therefore

Rout,eff ≈ RL and the code-dependent nature of RDAC would be inconsequential.

Similar conditions exist for the Σ∆ receiver system as well. This effect is particularly

important for the first feedback D/A converter, whose full-scale range is much larger than

the second feedback D/A converter. As a result a much larger D/A converter, with a much

smaller output resistance, is needed for the first feedback D/A converter.

In order to analyze the effect of finite DAC output resistance RDAC , let us analyze it

in isolation by assuming that the transconductance amplifier is ideal with infinite output

resistance Rpar and zero output capacitance Cpar. Consider a differential implementation

of the system. A current sink D/A converter is switched between the positive and negative

terminal of capacitor CH1 in order to inject a negative or positive feedback signal respectively

source, there is a significant amount of correlation between the two noise processes affecting the two circuits.
The approach taken here is to take the worst case; i.e. to assume that both noise processes are perfectly
uncorrelated. In this case, noise arising from reciprocal mixing and from the feedback D/A converter circuit
simply adds in power.
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Figure 3.21. Circuit model of the first feedback D/A converter with finite output resistance.

(figure 3.21). If a negative feedback signal is to be applied, the current sink is connected to

the positive node of capacitor CH1. A finite output resistance of value RDAC is therefore

connected between the positive terminal of capacitor CH1 to a common ground. Therefore

a charge amounting to:

QRDAC [n] = QH1[n] · exp(
−Tref

CH1RDAC
) · dout[n− 2] (3.62)

is lost during the period where the feedback signal is applied. This charge is lost through

discharging to ground through resistor RDAC . Charge QH1[n] is the initial charge stored

in capacitor CH1 prior to the application of the feedback signal. When a positive feedback

signal is applied, the same amount of charge is injected into capacitor CH1 instead of being

lost, due to the difference in polarity of where the feedback signal is applied to the capacitor

CH1. The difference in polarity is reflected through the multiplication by a factor dout which

takes a value of +1 or -1, depending on the feedback signal being applied. This effect can

be modeled by introducing a parameter βRDAC :

βRDAC = exp(
−Tref

CH1RDAC
) (3.63)

A system diagram including the effect of finite D/A converter output resistance is shown

in figure 3.22.
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Figure 3.22. System model including the effects of feedback D/A converter finite output
resistance.

The presence of a finite output resistance RDAC would create distortion within the Σ∆

modulator. This is apparent from equation 3.62, where the signal dout is multiplied with the

signal QH1. Recall that both these quantities contains a large component of the input signal

VRF (t). As a result, the error charge QRDAC contains a significant amount of second-order

distortion of the input signal VRF (t).

A high output resistance RDAC is desired. In the limit that RDAC → ∞, then β = 0.

In this case no second-order distortion would be created. A system simulation is used in

order to derive the minimum RDAC in order to achieve a certain SFDR performance. The

result of the analysis described is shown in figure 3.24. In order to achieve an SFDR greater

than 70dB, then a ratio of Tper
RDACCH1

of less than 10−3 is needed.

3.4.2 Comparator Offset and Noise

Comparator noise and offset can be treated similarly, since both are injected at the same

point within the Σ∆ modulator. The transfer function from the input of the comparator to

the output dout[n] is simply the NTF of the modulator. In order to specify the maximum

tolerable error, errors that originate from the comparator need to be referred back to input

RF voltage, VRF (t). Suppose an input-referred error voltage of Vcomperror is used to represent

both the comparator offset and comparator noise. Since the input of the comparator is

connected to capacitor CH2, an error voltage of Vcomperror is equivalent to an error charge

of Qcomperror = CH2 · Vcomperror. Therefore, the comparator error referred to the input
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Figure 3.23. Σ∆ modulator output spectrum: (a) with an infinite RDAC ; (b) with a finite
RDAC .
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Figure 3.24. Second-order distortion due to a finite RDAC .

voltage VRF (t) is:

Vcomperror@VRF = Qcomperror · NTF︸ ︷︷ ︸
Qcomperror→dout

· 1
STF · GmTLO2 · π2︸ ︷︷ ︸

dout→VRF

(3.64)

When the above equation is evaluated across the bandwidth of interest, the following would

result:

Vcomperror@VRF =
CH2

GmTLO
2 · π2

· (1− α1)(1− α2)
β

· Vcomperror (3.65)

Based on equation 3.65, specifications on maximum tolerable levels on comparator noise

and offset can be derived.

3.5 Summary of Circuit Parameters

Based on the requirements analyzed on previous sections, we are now in a position to

determine important circuit parameters in order to meet the requirements set in chapter 2.

There are a few parameters that has been set previously in this chapter; these parameters

are listed below:
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Parameter Value

α1 0.99
α2 0.99
β 0.01

A high output resistance Rpar from the transconductance amplifier is desired. As a result

a cascode output stage might be necessary, in which case, the output voltage swing would be

limited. An output swing of approximately 300mV can be expected from a cascode output

stage. A margin of 50mV is allocated for the IR drop accross the LO switch. Therefore,

the parameter Vout(FS) can be set to be: The requirement on VRF (FS) is set by the system

Parameter Value

Vout(FS) 250mV
VRF (FS) 300mV

requirement set forth in chapter 2.

Sizing of the capacitor is a function of the noise requirement, which is described in

equation 3.48. When equation 3.48 is evaluated with the values above, it turns out that the

noise is dominated by the transconductance amplifier and not by the switched capacitor

filter. Based on the requirement on input-referred noise, the following circuit parameters

are found:

Table 3.4. Summary of circuit parameters.

Parameter Value

Gm 6mS
CR 50fF
CH1 5pF
CH2 5pF
RDAC 50kΩ

The output resistance of the feedback D/A converter is sized in order to obtain an

SFDR greater than +70dB. Note that there are other distortion mechanism that could be

more dominant than the one due to finite D/A converter output resistance.
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Chapter 4

Experimental Prototype

In this chapter, a prototype circuit of the Σ∆ receiver is presented. Parameter values

and effect of circuit non-idealities derived from chapter 3 is used as a starting point for the

circuit design.

A test chip demonstrating the important concepts for the Σ∆ receiver has been manu-

factured and tested. The measurement results is presented towards the end of this chapter.

4.1 Circuit Design

The test-chip prototype consists of both I and Q quadrature channels. A complete

circuit schematic of the I channel of the Σ∆ receiver is shown in figure 4.1. The schematic

for the Q channel is identical with the exception that all the clock signals are delayed by a

quarter of a period.

The circuit is implemented in a fully-differential configuration. Furthermore, for each of

the I and Q channels, the signal path is further divided into the top and bottom paths. These

two paths are time-interleaved, and the outputs are also evaluated in a time-interleaved

manner. When the signal LO I is high, the top path is tracking the input signal, while the

bottom path is in its hold phase, and the output of the sampling mixer circuit is evaluated
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Figure 4.1. Detailed system diagram of the Σ∆ receiver.
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as a discrete-time signal. When the LO I signal is low, then the opposite occurs. This

time-interleaving scheme effectively doubles the sampling rate of the receiver.

In the succeeding sections, each of the circuit blocks denoted in figure 4.1 will be indi-

vidually discussed. There are five important circuit blocks: the transconductance amplifier

(Gm), the first and second feedback D/A converter (FB1 and FB2), the comparator circuit

and the timing generation block.

4.1.1 Transconductance Amplifier

The ideal transconductance amplifier is a current-controlled current source. It should

have an infinite output impedance, and the transfer function between input voltage and

output current should be perfectly linear. The minimum allowable impedance is discussed

in section 3.2.4. The presence of finite output resistance Rpar and output capacitance Cpar

creates a path for charge loss in the integrating capacitor CH1. Charge loss due to this

mechanism should be much smaller than that due to capacitor CR. In this manner, the

corner frequency of the loop filter is still determined by the ratio of CR
CH1

, instead of the

values of Rpar and Cpar. In order for this to be accomplished, the following conditions have

to be met:

CR � Cpar

RparCH1 � TLO
2

(4.1)

Besides the output impedance requirement, the transconductance amplifier also needs

to have sufficient output-to-input isolation. In an RF mixer, output-to-input isolation is

important in order to minimize self-mixing and LO leakage to the RF port [55, 98]. This is

especially important in the Σ∆ receiver, because the output of the transconductance am-

plifier is also the summing node for the Σ∆ modulator. As a result, significant quantization

noise will be present in the output of the amplifier. This quantization noise should not leak

back to the RF port.

Based on the considerations set above, a two-stage amplifier is chosen (figure 4.2).

The first stage is a common-source amplifier that performs the voltage-to-current conver-
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Figure 4.2. Transconductance amplifier circuit.

sion. A second-stage folded-cascode amplifier is designed in order to provide a high output

impedance as well as a good isolation to the input port. The cascode transistor also helps

in keeping the drain voltages of the common-source transistors relatively constant by pro-

viding a low impedance node. A pseudo-differential configuration is chosen in order to

maximize the headroom. At radio-frequency, the common-mode rejection is determined

by the parasitic capacitance at the virtual-ground node, which negates the benefits of a

fully-differential structure [30].

The bias voltages of the NMOS and PMOS common-source transistors are provided inde-

pendently using diode-connected transistors and external bandgap references. A high-swing

cascode current-mirror bias circuit is used to generate the bias voltages of the common-gate

stage [99].

Distortion in the common-source stage comes from two possible sources; nonlinearity

from VGS to IDS and nonlinearity resulting from VDS modulation1. Each of these two

distortion mechanisms will be treated separately and in isolation of each other.

In short-channel devices, there are three regions of operation for the MOS transistor,

depending on the drain-to-source voltage [106]. The three regions from small to large VDS
1The subscript G, D, S and B, refer to the gate, drain, source and bulk of the MOS transistor respectively.
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Figure 4.3. Drain voltage modulation on a MOS transistor.

are: linear, saturation and velocity saturation (4.3). MOS transistors are typically biased

in the saturation region in order to achieve a large and linear output resistance ( δIDSδVDS
).

However, with the reduction in supply voltage and the reduction of the channel length, the

width of the saturation region is decreasing. As a result, the width of the region where the

transistor’s output resistance is linear is reduced.

The best way to combat nonlinearity due to drain modulation is to try to keep the

drain-node voltage constant. It is important to realize that, unlike gate modulation, drain

modulation is an undesired side-effect of the four-terminal MOS transistor. It is there-

fore possible to retain the voltage-to-current conversion characteristics while maintaining

a constant drain voltage. Keeping the drain-node voltage ’quiet’ can be accomplished by

providing a low-impedance path at the drain-node of the transistor.

Nonlinearity due to VGS to IDS transfer function is fundamental to the operation of MOS

transistor and is unavoidable. This effect was briefly discussed in section 2.5.1. There are,

however, a few techniques that can be utilized in order to minimize the resulting distortion.

We will generally categorized these techniques into two categories: feedback and distortion

cancellation.
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A Taylor series expansion can be used to describe the nonlinear behavior of the MOS

voltage-to-current conversion:

IDS = a0 + a1 · vGS + a2 · vGS2 + a3 · vGS3 + ...

IDS = IDS,Q + gm · vGS + gm2 · vGS2 + gm3 · vGS3 + ... (4.2)

The frequency-dependent distortion components are ignored in order to simplify the analy-

sis. The first-order term corresponds to the small-signal linear transconductance gm, around

the operating point of VGS,Q. The second-order term, which will be referred to gm2 is re-

sponsible for generating second-order distortion term at the current output of the transistor.

Similarly, the third-order term gm3 is responsible for generating the third-order distortion.

Feedback can be utilized in order to reduce distortion in a MOS transistor, simply by

reducing the voltage swing across the gate and source. The use of feedback can reduce the

second-, and third-order distortion by the following amount [73]:

g′m2 =
gm2

(1 + gmf)3
(4.3)

g′m3 =
gm3(1 + gmf)− 2g2

m2f

(1 + gmf)5
(4.4)

where f is the feedback factor.

The disadvantage of using feedback to linearize a transistor is that feedback also reduces

the gain of the amplifier. Specifically the resulting small-signal transconductance is reduced

by:

g′m1 =
gm

1 + gmf
(4.5)

It is clear that a larger loop gain gmf would result in a more linear amplification. However,

at the same time, a larger loop gain would further reduce the linear amplification gain g′m1. If

a certain transconductance is desired, the use of feedback would necessitate the use of larger

devices with larger bias current. Therefore there is a power penalty in using a feedback

linearization scheme. Furthermore, if the feedback network (henceforth represented by a

simple linear gain f) is noisy, feedback linearization would also degrade the noise figure of

the amplifier.
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The simplest feedback linearization scheme is perhaps the source degeneration technique

[30]. There are also a number of other feedback linearization techniques that have been

published [58, 107, 44]. All of them achieves better linearity at the expense of a higher

circuit noise and higher power consumption.

Distortion of a MOS transistor highly depends on the DC operating point of the tran-

sistor. This can be seen in figure 2.16, where the highest IIP3 is obtained at a DC bias

point of 350mV. The optimal bias point can be determined by plotting the gm, gm2 and

gm3 curve as a function of the DC operating point VGS,Q [69, 18, 43]. Through optimizing

the operating point of the transistor, a high linearity can be obtained. This technique is

also known as distortion cancellation.

The distortion cancellation technique is chosen for this Σ∆ receiver implementation

due to its minimum impact on power consumption and noise when compared to feedback

linearization schemes. A PMOS/NMOS pair is used as a complementary transconductor

in order to cancel their second-order distortion [18, 69]. Each of the PMOS and NMOS

transistors is biased in the region that would minimize its third-order distortion.

The desired overall transconductance from this amplifier has been derived in section 3.5.

The desired transconductance determines the sizing necessary for the NMOS and PMOS

transistors in the first stage amplifier. The folded-cascode second-stage is sized in order

to obtain an acceptable distortion level. Since the common-gate transistor operates in a
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class-A mode, the bias current in the cascode stage has to be larger than the largest current

swing from the first-stage, common-source amplifier, Ibias,cascode > GmVRF (FS).

Nonlinearity resulting from the common-gate stage primarily occurs due to the varying

transconductance of the transistor Mcgc (figure 4.4). The output current from the cascode

amplifier is:

iout =
gm,cgc

gm,cgc + 1
Rout,in

+ 1
Rout,cgp

+ 1
Rout,cgc

· gm,inVRF (4.6)

where the transistor subscripts refer to the assignment set in figure 4.4. In order to achieve

a linear transfer function, a large gm,cgc is desired, so that iout ≈ gm,inVRF . The large value

of gm,cgc has to be maintained in the presence of a full-scale input signal. Based on this

requirement, sizing of the second-stage cascode amplifier can be determined.

Distortion can also arise due to excessive voltage swing at the output. Large voltage

swing at the output of the transconductance amplifier can push some of the devices out of

saturation and therefore create distortion. As elaborated in section 3.3, the output voltage

of the amplifier comprises of the error signal of the Σ∆ modulation, which is much smaller

than the input signal. Furthermore, the load impedance at the output of the amplifier forms

a bandpass frequency response [20], which helps in attenuating large out-of-band blocker

signals. Because of these two reasons, excessive voltage swing at the output can be avoided.
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A common-mode feedback stabilization scheme is established by sensing the differential

output voltages on the gates of a differential amplifier (figure 4.5). The common-mode

feedback signal is applied at the gate of transistor Mcmfb.

4.1.2 First Feedback D/A Converter (FB1)

The first feedback D/A converter, which will be called FB1 circuit from here on, is

implemented using a continuous-time, current switching D/A converter. Excellent timing

reference is available in an RF transceiver in order to meet the transmit mask requirement

as well as to minimize the negative impact of reciprocal mixing. Thus, there is no added

cost for generating a clean reference clock in order to drive a continuous-time feedback D/A

converter. The necessary feedback current has been derived in section 3.4.1, and is repeated

here:

IFB1ref =
QFB1(FS)

Tref

=
π

4
· TLO
Tref

·Gm · VRF (FS) (4.7)

The necessary current reference for the FB1 circuit is of the same order with the bias

current necessary for the cascode amplifier stage of the transconductance amplifier. Recall

that the bias current of the cascode stage has to be sized such that it can accommodate

a maximum current swing of GmVRF (FS) without clipping or saturating. Assuming that

π
4 · TLOTref

is a small constant close to unity, there is an opportunity to share bias current

between the FB1 circuit and the transconductance amplifier. Sharing the bias current

would not only save power, but it would also minimize the circuit parasitics at the output

node (Rpar and Cpar).

Sharing of bias current can be accomplished by replacing the current-source load of

the transconductance amplifier with a current-switching D/A converter. The full circuit

diagram of the bias-current-sharing scheme is shown in figure 4.6. The FB1 circuit is imple-

mented as a return-to-zero (RTZ) D/A converter. The RTZ coding scheme is selected due

to its relaxed sensitivity to inter-symbol interference. In normal operation, equal amount

of current flows on each of the differential branches. Depending on the feedback signal, a
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Figure 4.6. A combined transconductance amplifier and first feedback D/A converter circuit.

switching quad would direct the bias current so that more current would flow to one of

the differential branches compared to the other. The reference current-source of the D/A

converter circuit is cascoded in order to achieve a sufficiently high output resistance so as

not to introduce distortion (section 3.4.1).

The FB1 circuit is actually divided into four equi-sized element. This is done in order to

accomplish gain control and to minimize the impact of timing jitter when the input signal

is known to be small. Recall that the full-scale range of the modulator is determined by the

reference level of the feedback D/A converter (section 3.3). When a full-scale input signal

is expected, all four D/A converter elements are switched together. If the input signal is

known to be small, then only a single D/A converter element is used. Since only one-fourth

of the maximum bias current is switched, the contribution of timing jitter would also be

smaller by a factor of four. Similar segmentation scheme is implemented in the FB2 circuit.

In this manner a gain-control function can also be embedded within the Σ∆ modulator.
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4.1.3 Second Feedback D/A Converter (FB2)

The design constraints of the second feedback D/A circuit (FB2) is much less stringent

than the FB1 circuit. The amount of charge that needs to be injected to the second

integrator is smaller by a factor of β, which is set to take a value of 0.01, compared to the

FB1 circuit. Furthermore, noise injected by the FB2 circuit experiences a first-order noise

shaping, since it is injected after the first integrator.

The second feedback D/A circuit is shown in figure 4.7. It consists of a pair of NMOS

and PMOS current sources along with a set of four switches. The FB2 circuit is also operated

as a return-to-zero D/A converter. The presence of a complementary pair of NMOS and

PMOS current sources, ensures that each current sources has a discharge path during the

return-to-zero period. This prevents the drain voltages of the current sources to collapse

during the return-to-zero period. The bias voltages for both the NMOS and PMOS current

sources are generated from a single external bandgap reference.
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4.1.4 Comparator

The design of the comparator is particularly challenging because of a small input signal

amplitude and a very high operating speed. The comparator is enclosed within the Σ∆

feedback loop. As such, it has to complete a cycle of comparison, application of the D/A

converter feedback signal and settling of the D/A converter signal within a single clock

period. With a target clock period of up to 2GHz (500ps clock period), the comparator has

to reach a valid logic level within a period of about 200ps2

Based on system simulation, a worst-case minimum input voltage of 10mV can be

expected at the input of the comparator. This small input voltage has several important

implications towards the design of the comparator. First, a larger gain is needed in order

for the comparator to reach full logic levels at the output of the comparator. Second, the

comparator is more susceptible to disturbances at the input, such as hysteresis, circuit noise

and offset.

A dynamic regenerative latch is chosen for this design. Due to the unstable nature of

the circuit, a regenerative latch can achieve a very fast latching speed [88, 42]. The impact

of kickback is minimized because the input of the latch is connected to a large integrating

capacitor CH2.

The chosen latch circuit, which is called a double-tail latch, is shown in figure 4.8 [94].

The circuit consists of a dynamic preamplifier followed by a clocked SR latch. A transient

simulation trace describing the operation of the circuit is shown in figure 4.9. When the

fire comp signal is low, the comparator is in the reset state. The preamplifier output

nodes vp and vn is pulled high, and as a result the output nodes vlp and vln is clamped

low. When the fire comp goes from low to high, the preamplifier circuit is activated. The

two nodes vp and vn will be slowly discharged to ground. If there is a differential voltage

at the input, the two nodes vp and vn will be discharged at a different rate. A differential

voltage will develop across the vp and vn nodes; this differential voltage can be calculated

to be gm,in
gds,in

· Vin. The voltage difference across vp and vn will become the starting point for

2A 90nm general-purpose CMOS transistor has an fT of 120GHz, or a transit time of 1.4ps. [6].
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Figure 4.8. A double-tail latch-type voltage sense-amplifier.

the regenerative amplification that occurs within the clocked SR latch. Depending on the

polarity of the input signal, a pulse would be generated at one of the differential output of

this latch circuit.

The pulse generated by the double-tail latch is buffered and is then used to drive a

second static SR latch (figure 4.10). The output of the SR latch is a static logic level, which

can only change once per conversion period. The first inverter in the buffer is skewed in

order to avoid metastability. When there is not sufficient time for the comparator to reach

a decision, a pulse would not be generated. As a result the static SR latch would not be

tripped, and it would retain the last comparison result.

Hysteresis occurs when the comparator’s current decision depends on the previous input

or output values. The output decision of an ideal comparator with no hysteresis should only

depend on its input signal at the current period. Typically hysteresis due to the persistence

of the output decision levels is more significant than that due to the input. This is because

the output decision levels take full logic values, whereas the input signal level is usually

much smaller than a full logic level.

A model of a comparator with hysteresis is shown in figure 4.11. Based on this model,
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Figure 4.9. Double-tail latch transient simulation.
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Figure 4.10. Buffer and second static latch following double-tail latch.
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Figure 4.11. Model of a comparator with hysteresis.
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acceptable levels of hysteresis, denoted by γ and κ, can be derived through system simula-

tion.

There are a few possible sources of hysteresis. First, if the comparator circuit is not

sufficiently reset, then the decision levels from the previous sample would persist. This can

be avoided by extending the reset period, or by up-sizing the reset devices. Second, an

undesired coupling might exist between the output and input. Undesired coupling can be

avoided, or at least minimized, through careful layout.

A best effort is made in order to make the double-tail latch circuit layout to be as

symmetric as possible (figure 4.12). This is done in order to minimize the offset of the

latch circuit. The signal flow is arranged so that the output signal never crosses the input

signal in order to minimize hysteresis. Transistors that are part of a differential pair are

interleaved, with dummy transistors placed on both ends.

The comparator is sized based on noise considerations, which will be discussed shortly.

A gated-diode preamplifier precedes the comparator circuit described here in order to relax

the noise and offset requirements.

Regenerative Latch Noise Analysis

Noise analysis in a regenerative latch is rather complicated due to the fact that the

circuit traverses multiple different operating regions. Because of this reason, linear analysis

no longer applies. Furthermore, one can argue that the circuit is not even time-invariant.

An impulse applied at the input during the reset phase and during the regeneration phase

would result in a completely different response at the output.

It is desirable to model the input-referred noise of the latch as a discrete-time noise

process. The output of a latch is a discrete-time signal, as it only changes once per conversion

period. Furthermore, the input to a latch is usually already sampled and held 3. The desired

model for the comparator is shown in figure 4.13. Now, a method has to be established in
3If the input signal is continuous-time, the latch aperture function can be used in order to translate the

continuous-time input signal into a discrete-time input signal [36].
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Figure 4.13. Comparator model with noise source.

order to derive the characteristic of this discrete-time noise process, denoted cn[k] in figure

4.13.

There are a number published approaches on the noise analysis of a regenerative latch

[79, 76, 50]. The earliest published approach took a rather simplistic view; the input referred

noise of a regenerative latch should be a function of the capacitance at the output node

( kT
Cout

) [79]. An approximate analysis is then performed in order to estimate the proper

scaling factor, based on the circuit topology. While this approach is intuitively satisfying, it

lacks the accuracy needed for proper design of the circuit. Furthermore it does not take into

account the effect of flicker noise, which would be dominant in modern CMOS transistors.

The second published approach breaks the circuit analysis into many parts, correspond-

ing to different operating regions of the circuit [76]. On each of these regions, a linear

analysis is performed. The final solution of the analysis on each region is used as a starting

point for the next region.

The best method to analyze analyze a regenerative latch circuit is to treat it as a

linear periodically time-varying (LPTV) circuit [50]. In this manner, noise analysis of a

regenerative latch can be performed using the tools of LPTV analysis [25]. It can be easily

established that given a constant DC input, the output of a regenerative latch is a periodic

signal. In fact, if the input to the comparator is a periodic signal, the output would still be

periodic, with a frequency being the greatest common divisor between the frequency of the

input signal and the clock period.

It is important to evaluate noise of the latch during the correct time period. Over
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one conversion period, there are three distinct operating regions: reset, regeneration and

saturation (4.1). During the reset phase, noise in the latch circuit should only matter to

the extent that it provides a starting point/initial condition for the regeneration phase.

Similarly, in the saturation phase, a valid decision has already been made. As a result some

of the devices within the latch circuit are already in cutoff region. At this point, it is not

possible for noise from the latch circuit to change the output decision.

It is only during the regeneration phase that random noise is likely to cause an erroneous

decision level. During this phase, the input signal along with the circuit noise is exponen-

tially amplified as time progresses. A valid decision level is reached when the result of this

exponential amplification reaches a saturation level (VDD). Because of the exponential be-

havior of the amplification, input signal and noise that are applied at the beginning of the

regeneration phase affects the output decision level significantly more than input signal and

noise that are applied later on in the regeneration phase. Because of this reason, noise con-

tribution during the later parts of the regeneration period is actually of little importance.

It is only noise at the beginning of the regeneration phase that can significantly impact the

latch’s output decision.

The LPTV analysis is most easily performed using PSS/PNOISE tool as part of Spec-

treRF simulation suite [101]. The simulation can be setup as follows. A small DC input

signal is applied at the input in order to avoid the latch getting into a metastable state.

Following the argument in the previous paragraph, circuit noise should be evaluated as a

sampled/discrete-time noise process. To accomplish this, the PNOISE analysis can be set

to sample the output of the latch circuit at a particular time instant using the timedomain

options. The output should be sampled in the middle or towards the end of the regenera-

tion phase. Since the dominant noise component is noise arising from the beginning of the

regeneration phase, the selection of the exact sampling instant is not very sensitive, as long

as it is sampled somewhere between the middle and the end of the regeneration phase [50].

The result of the PNOISE analysis is shown in figure 4.14. The dominant noise source

is the input transistor pair,Min , of the dynamic preamplifier. When reflected to the input,
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Figure 4.14. Input-referred noise of the double-tail latch (PNOISE simulation).

the noise contributions of the other transistors are attenuated by the gain resulting from

the transistor Min.

4.1.5 Gated-Diode Preamplifier

A charge-domain amplifier based on the nonlinear capacitance of the MOS capacitor

has been previously proposed. It has been proposed as a sense-amplifier in a memory

array under the name of gated-diode [54]. In the analog-circuit design community, such an

amplifier is referred to as parametric MOS amplifier [87, 115]. In this dissertation, the term

gated-diode will be used.

Capacitor-based parametric amplification, such as a gated-diode amplifier, achieves sig-

nal amplification by virtue of a change in a capacitance. Suppose, a charge Qi corresponding

to an input signal is stored in an isolated capacitor. This stored charge would result in a

potential difference of Vout = Qi
C , where C is the capacitance of the structure. If the pa-

rameter C is changed, then the potential difference across the structure would also change.

An amplification is accomplished by sampling the input in a high-capacitance state, and
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Figure 4.15. MOS transistor gate capacitance as a function of applied gate-source bias.

sampling the output in the low-capacitance state. Therefore a voltage expansion occurs due

to a reduction in capacitance.

A MOS transistor, or perhaps more appropriately a MOS capacitor, can achieve para-

metric amplification due to the dependence of the gate capacitance, Cgate, to the applied

gate-source voltage. If the input signal is assumed to be a small-signal perturbation around

an operating point, VGS,Q, then a change of capacitance in the MOS capacitor can be ac-

complished through changing the gate-source bias voltage. There are three distinct regions

in a MOS capacitor: accumulation, depletion and inversion [106], all of which is shown

in figure 4.15. In a gated-diode, the input signal is sampled in the inversion region (high

capacitance), while the output is sampled in the depletion region (low capacitance).

A gated-diode amplifier is shown in figure 4.16. An amplification of an input voltage

occurs in the following manner. First, an input voltage is sampled across the gated-diode

and the load capacitance CL. In this sampling phase, the Boost signal is held low, and the

Sample signal is held high. The DC level of the input voltage is set somewhere mid-scale

between 0 and VDD, so that the small-signal operating point occurs in the inversion region.

Then the sampling switch is opened, and the Boost signal is set to high. At this point
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the input charge is trapped at the top plate of the gated-diode and the load capacitance

CL. The change of the Boost signal to a high state would also result in a DC bias change

accross the gated-diode. As a result the bias point of the gated-diode would be moved to

the depletion region.

The gate capacitance can be modeled using a piecewise linear model shown in figure

4.17. The mid-point of the transition between depletion and inversion region is marked by

the threshold voltage (Vt) of the MOS transistor.

During the sample phase, the input voltage is sampled, and a charge of Qi is stored in

the gated-diode and the load capacitance:

Qi = CLVin + Cg,offVt + Cg,on(Vin − Vt) (4.8)
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During the boost phase, the charge stored in the system is:

Qf = CLVout + Cg,off (Vout − VDD) (4.9)

However, since the Vout node is isolated during the boost phase, charge-conservation applies:

Qi = Qf (4.10)

and therefore, the following equation would result:

Vout =
Cg,on + CL
Cg,off + CL

· Vin − Cg,on − Cg,off
Cg,off + CL

· Vt +
Cg,off

Cg,off + CL
· VDD (4.11)

Note that all the voltages above are large-signal quantity, and not a small-signal, linearized

value.

The capacitance in the depletion region Cg,off comprises of the overlap capacitance as

well as the gate-to-bulk capacitance:

Cg,off = W · Cov +WL · Cgb (4.12)

where Cov and Cgb is the overlap capacitance per unit length and the gate-to-bulk capaci-

tance per unit area respectively. On the other hand, the capacitance in the inversion region

Cg,on corresponds to the inversion layer capacitance plus the overlap capacitance:

Cg,on = W · Cov +WL · Cox (4.13)

where Cox is the oxide capacitance per unit area. Note that Cox � Cgb.

The small-signal gain of the gated-diode amplifier is:

Av =
vout
vin

=
Cg,on + CL
Cg,off + CL

(4.14)

In order to obtain a large voltage gain, a large ratio of Cg,on
Cg,off

is desired;

Cg,on
Cg,off

=
Cov
L + Cox
Cov
L + Cgb

<
Cox
Cgb

(4.15)

A maximum gain of Cox
Cgb

is achieved in the limit that Cov
L → 0. In other word, for a given

input capacitance (similarly for a given area, W · L), a long and narrow MOS capacitor
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structure is desired. The limit of this analysis occurs when the fringing capacitance between

gate and the substrate, which is not included in this simplified analysis, becomes dominant.

Threshold voltage (Vt) mismatch is usually the dominant mechanism for offset in a

differential amplifier. In a differential amplifier, mismatches in Vt is simply reflected to the

input as an input-referred offset. From equation 4.11, the sensitivity of the output voltage

to Vt variation is
δVout
δVt

=
Cg,on − Cg,off
Cg,off + CL

(4.16)

Thus, the input-referred offset due to a Vt mismatch of this gated diode amplifier is:

Voffset =
δVout
δVt

Av
·∆Vt

=
Cg,on − Cg,off
Cg,on + CL

∆Vt (4.17)

Since both Cg,off and CL are positive quantities, then Voffset
∆Vt

< 1. In other words, the input-

referred offset is smaller than the variance in Vt. Thus, for a same gate area, a gated-diode

amplifier has a smaller input-referred offset compared to a differential-pair amplifier.

There is a movement of charge during the application of the Boost signal from ground

to VDD. The charge removed, Qremoved is equivalent to the shaded area in figure 4.18:

Qremoved = Cg,off · (Vt − Vout,Q) + Cg,on · (Vin,Q − Vt)

=
CL · (Cg,on + Cg,off )

CL + Cg,off
· (Vt − Vin,Q)− C2

g,off

Cg,off + CL
· VDD (4.18)

The operating speed of the gated-diode amplifier depends on how fast the charge Qremoved
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can be discharged from the gated-diode structure. Furthermore, the amount of charge

removed also determines the power consumption of the gated-diode amplifier.

4.1.6 Clock Generation

Two sets of timing signals are needed for the proper operation of the Σ∆ Receiver (figure

4.1). The first set consists of the I and Q LO signals to drive the sampling mixer switches.

There are four of such signals, LO I, LO Q and their complements. The second set of

signals consist of four non-overlapping clock signals ϕ1 to ϕ4. There is only one alignment

conditions; ϕ1 can only go high after LO I signal goes low (figure 4.19). As long as this

condition is met, all other clock signals will be properly aligned. This occurs because each

of the two sets of clocking signals, the LO and ϕ, consists of four identical and delayed

signal waveform.

The general clock generation strategy is shown in figure 4.20. An external clock reference

at twice the LO frequency is brought in to the chip to drive the clock generation circuits.

The input clock arrives as a sine-wave at about 0dBm power level. This external clock

reference is buffered and regenerated to a full CMOS level. The buffered clock signal is

then split into two parts. The first part generates the four LO clock phases using a divide-
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by-two circuit. The second part is used to generate the four non-overlapping clock phases

ϕ1 to ϕ4.

As elaborated in chapter 3, the Σ∆ receiver is quite sensitive to timing jitter. Particular

care has to be exercised such that the input clock buffer does not add a significant amount

of jitter. Furthermore, the duty-cycle of the input clock reference is also of importance. If

the duty-cycle of the input clock is not balanced, then there would exist a gain mismatch

between the I and Q channels as well as within the top and bottom paths within each of

the I and Q channels. This imbalance would result in a DC offset as well as a reduction in

the image rejection ratio.

The input clock buffer circuit is shown in figure 4.21. A 50-ohm termination resistor is

present in order to eliminate signal reflection. The test board on top of which the chip is

mounted would have a 50-ohm impedance-controlled transmission line for the clock signals.

The clock signals then undergoes linear amplification through two differential amplifiers.

The goal is to sharpen the edge-transitions before the clock signal is fed into a CMOS

inverter/buffer [33]. This scheme is done in order to minimize jitter as well as in order to

reduce the duty-cycle mismatch resulting from threshold voltage variation from the CMOS

inverters.

The outputs of the first inverters are tapped to drive a pair of dummy inverters. The

outputs of these dummy inverters are low-pass filtered and is fed out to a pad. By noting
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Figure 4.22. DCVSL D-latch.

the average DC voltage of the output of these two inverters, the duty-cycle error of the

clock signal can be inferred. If a perfect 50-percent duty-cycle is achieved, then the output

of both pads should be exactly at VDD
2

4. The layout of the matched CMOS inverters is

interleaved in order to minimize device-to-device mismatch.

The divide-by-two circuit is composed of two back-to-back D-latches. The D-latch is

implemented in a differential cascode voltage switch logic (DCVSL) logic style [86]. The

circuit schematic of the D-latch is shown in figure 4.22. A time delay is introduced by

inserting a buffer after the divider circuit. The time delay is necessary in order to ensure

proper alignment between the LO and ϕ signals as illustrated in figure 4.19. Parasitic

extraction was performed on the circuit layout, and simulations were performed across

process corners in order to verify that the no-overlap condition is always met.

The ϕ signals are generated using a non-overlapping clock generator shown at the bot-

tom of figure 4.20. The delay along the AND gate and the inverter ensures that there is

a non-overlap period between the two output of this circuit. The ϕ signal is distributed

across the chip as ϕ13 and ϕ24 in order to minimize the number of clock drivers. At the
4Duty-cycle correction is not done automatically on-chip. Duty-cycle error is corrected on the test-board

by changing the DC bias of the positive and negative inputs of the differential CLK signal.
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destination, the ϕ1 to ϕ4 signal is generated by putting the ϕ13 or ϕ24 through an AND

gate with one of the appropriate LO signal. For example, the ϕ3 signal is generated by

putting ϕ13 and LO I signal through an AND gate (refer to figure 4.19).

4.2 Test-Chip Prototype

The Σ∆ receiver circuit is fabricated in ST Microelectronics, seven-metal layers, triple-

well 90nm CMOS technology. The technology features a multiple Vt option. Low Vt devices

are used extensively in order to get the maximum transistor fT . No other special process

options were used in this test chip.

A floorplan of the test-chip is shown in figure 4.23. As mentioned earlier, both I and

Q channels are implemented in the chip. The two channels are identical, except that the

timing signals for the Q channels are delayed by a quarter of a period. The input reference

clock is fed to the chip from the left side, while the input signal is fed from the right side.

All the analog block is placed in a compact area between the large loop-filter capacitors. In

this manner, all signals are routed across a compact area.

The clock generation circuits are located in between the two I and Q channels. This

arrangement is chosen to minimize the clock skew between different parts of the chip. The

output of the clock generation block is buffered before being distributed across the I and Q

channels. Standard-cell library CMOS inverters are used as clock buffers in the distribution

network.

The total output data rate of the chip is 4·fLO. There are four paths in the receiver, two

on each I and Q channels, each of which is run at fLO. With a maximum fLO of 1.7GHz,

an output data-rate of 5.6Gbps can be expected. Sixteen LVDS driver pairs are used in

order to drive the data off-chip. A four-to-one serial-to-parallel conversion is done in order

to bring the data rate down to 425Mbps per LVDS pin pair.

A custom FPGA-based data-acquisition system, called the interconnect Breakout Board

(iBOB), is used to interface with the chip [3]. A master clock is generated inside the test-
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chip by dividing the LO signal by a factor of four. This master clock is then used by the

data-acquisition system to synchronize the data transfer. A divide-by-eight option is also

implemented in the chip in order to accommodate a double-data-rate (DDR) mode. In the

DDR mode the FPGA within the acquisition system can be run at a rate of fLO
8 instead of

fLO
4 , while maintaining the same input throughput.

There are three ground references and three supply voltages in the test chip: analog

ground (AVSS), digital ground (DVSS), pad ground (VSS 2V5), analog supply (AVDD),

digital supply (DVDD) and pad supply (VDD 2V5). Both AVDD and DVDD is designed

to take 1.2V supply. On the other hand, the pad driver requires a supply voltage of 2.5V.

The substrate is connected to DVSS.

All analog circuits are enclosed in n-well tubs to minimize undesired coupling, especially

from the clock buffers and the LVDS drivers. The presence of the n-well tub also enables the

analog ground to be separated from the digital and pad ground. The library pad drivers are

also enclosed in dedicated n-well tubs, which provides further isolation from the sensitive

analog circuits.

Except for the last-stage clock buffer, which is tied to analog supply and ground, all

clock buffers are connected to the digital supply and ground.

The three supply voltages are generated on the test board; each with a dedicated voltage

regulator. The AVSS and DVSS ground references are tied together at the test board at

a single point. An RF choke is used to short together these two references at DC, while

providing isolation at high frequency. The pad ground is referenced to the ground signal of

the acquisition board.

A microphotograph of the test-chip is shown in figure 4.24. The test-chip measures

2.4mm by 1.6mm. The core area is 1mm by 0.8mm.
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Figure 4.24. Microphotograph of test-chip.

Figure 4.25. Test Setup.
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Figure 4.26. Power-spectral density of output data at fLO = 1.5GHz.

4.3 Measurement Results

An Agilent 4438C signal generator with low-jitter option is used to provide a clean

timing reference [1]. The phase-noise profile of this synthesizer has been previously shown

in figure 2.17. A custom FPGA-based data-acquisition system is used to download the data

to a PC, where further analysis is performed.

A perfect brick-wall filter is assumed in all measurements. DC offset at the output is

nulled out in all spectrum plots. Losses in baluns and bias-T as part of the measurement

setup have been taken into account in the presentation of the measurement results.

Figure 4.26 shows the output spectrum of the Σ∆ receiver, taken with an fLO of 1.5GHz.

The input signal is located at 1GHz + 312kHz. A 40-dB noise shaping profile can be

observed; which confirms the second-order noise-shaping properties of the modulator. A

dominant third-order distortion is observed. The third-order distortion term is a result of

the nonlinear voltage-to-current conversion in the transconductance amplifier.

A sweep of SNR and SNDR as a function of input power is shown in figure 4.27. A
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Figure 4.27. SNR and SNDR as a function of input power at fLO = 1.5GHz.
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[1, 2].

115



200k 1M 10M
45

50

55

60

65

70

75

Bandwidth (Hz)

P
ea

k 
S

N
R

 (
dB

)

 

 

f
LO

 = 400MHz

f
LO

 = 800MHz

f
LO

 = 1.6GHz

Figure 4.29. SNR as a function of signal bandwidth at different fLO frequencies.

peak SNR of +60dB is achieved at fLO = 1.5GHz. A peak SNDR of +55dB is achieved at

the same frequency. The dominant distortion term is the third-order distortion term, which

is also present in figure 4.26. Noise is dominated by timing uncertainty or timing noise

arising from the input clock reference. Timing uncertainty from the reference, degrades the

SNR of this receiver through two mechanisms: reciprocal mixing and jitter at the feedback

D/A converter. This test was also performed using another signal generator, which yields

a similar result (figure 4.28).

A characterization of the noise profile across different signal bandwidths is presented in

figure 4.29. Peak SNR is recorded for different signal bandwidth, assuming a perfect brick-

wall filter. The overall noise profile is white up to a signal bandwidth of 8MHz. A 3-dB

SNR penalty occurs per doubling of the signal bandwidth. For a low fLO rate of 400MHz,

quantization noise dominates the SNR at high bandwidth, due to the low oversampling

ratio.

The center frequency of the down-converting Σ∆ modulator is set by the LO frequency.

A characterization of the performance of the circuit as a function of LO frequency is dis-
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Figure 4.30. SNR, SNDR and power consumption at different fLO frequencies for a 4-MHz
bandwidth.

played in figure 4.30. SNR is greater than +59dB at LO frequencies ranging from 400MHz

to 1.7GHz. At low LO frequencies, quantization noise starts to dominate due to the low

oversampling-ratio at that conversion rate. Above 1.7GHz, the modulator starts to break

down due to insufficient time to complete a cycle of comparison and application of feedback

signal within a single conversion period. Power consumption of the circuit as a function of

the conversion rate is also displayed, where the supply voltage is 1.2V. Because of the use

of a switched-capacitor loop filters, there is a linear increase in power consumption as the

conversion rate is increased (CV 2f).

A breakdown of the chip’s power consumption is illustrated in figure 4.31. A large

portion of the power is consumed in the clock buffers, needed to distribute a high-speed

clock across the chip.

The receiver linearity can be measured by means of its 3-dB desensitization level. A

3-dB desensitization level is a level at which the SNR (or SNDR) of the receiver degrades

by 3-dB. The measurement is setup as follows; first, a small in-band tone is inserted, and

the resulting SNR is measured. Then, two tones at 100kHz apart is injected with a total

power of Pin, at some offset frequency from the carrier. For each offset frequency, the input
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power of the two tones, Pin, is increased to the point where its SNR (or SNDR) degrades

by 3dB. That input power level is called the 3-dB desensitization level.

The 3-dB desensitization level for this downconverting Σ∆ modulator is set by the

modulator overload level. The SNDR 3-dB desensitization level is set by the second-order

intermodulation product.

The Σ∆ receiver has a built-in gain control, by virtue of changing the reference current

of the feedback D/A converter. This feature is characterized in figure 4.33. Since jitter is

Table 4.1. Performance summary of the Σ∆ receiver.

Parameter Value

Bandwidth up to 8MHz
Center Frequency 400MHz-1.7GHz

IIP3 +19dBm
IIP2 +70dBm*

SFDR 57dB
Min. input-ref. noise 45nV/

√
Hz

Power Consumption 50mW (@fLO = 1GHz)

* Limited sample of two dies
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Figure 4.34. SNR improvement due to gated-diode amplifier, taken at the minimum gain
setting.

the dominant noise source, reducing the feedback D/A converter reference current improves

the SNR at lower input power, at the expense of a lowered full-scale range. However, as

the D/A converter reference current is further reduced, other noise source, such as thermal

noise and flicker noise, becomes dominant. The minimum achievable input noise floor is

45nV/
√
Hz.

The application of the gated-diode amplifier improves the SNR by less than 0.5 dB at

the gain setting corresponding to the highest sensitivity level (figure 4.34). Even at this

gain setting, noise from the comparator circuit is not a dominant noise source. Therefore,

the application of the gated-diode amplifier only present a marginal improvement in the

overall noise of the system.

4.3.1 Comparative Analysis

The Σ∆ receiver is designed to take a signal at the output of an LNA and converts it

to a digital representation. It is assumed that an LNA with a 20-30dB power gain precedes

the Σ∆ receiver circuit. When the gain of the LNA is taken into account, table 4.1 needs to
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Table 4.2. Performance summary of the Σ∆ receiver evaluated at the antenna with a
20dB-gain LNA.

Parameter Value

IIP3 -1dBm
IIP2 +50dBm*

SFDR 57dB
Min. input-ref. noise 4.5nV/

√
Hz

* Limited sample of two dies

be re-derived to reflect the receiver’s performance evaluated at the antenna. The result of

the aforementioned conversion is presented in table 4.2. The result of this analysis is highly

dependent on the assumed gain of the LNA. A higher LNA gain would make the noise of

the Σ∆ receiver circuit less significant, however it would also reduce the full-scale of the

overall receiver.

Comparing table 4.2 with the performance requirement set in table 2.2, it is clear that

the Σ∆ receiver in its present version comes short in a few key specification in order to

support some of today’s most challenging wireless standards. The Σ∆ receiver does not

have a sufficient dynamic-range in order to support these standards.

The Σ∆ receiver achieves an IIP3 of +19dBm, which is competitive when compared to

published circuits. Since the proposed circuit operates at the output of an LNA, it is fair

to compare it with published example of mixer circuits. A comparison of IIP3 of published

mixer circuits is shown in table 4.3.

The high in-band IIP3 of this receiver is accomplished due to the presence of the Σ∆

modulator feedback. Typically, linearity of a mixer is limited by output compression. How-

ever, as discussed earlier in this chapter, the passive mixer circuit actually only processes

the error-signal of the Σ∆ modulation, which is much smaller than the input signal. As a

result the voltage swing at the output of the transconductance amplifier is much reduced

when compared to a typical mixer configuration.

Using IIP3 as proxy for measuring linearity, one can argue that the dynamic-range lim-

itation of the Σ∆ receiver is not due to the full-scale range, but more from an insufficiently
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Table 4.3. IIP3 comparison of published down-conversion mixer.

Author IIP3 Supply Voltage

[91] Sacchi -1dBm 1.8V
[117] Zhou +5dBm 1.8V
[55] Brandolini +14dBm 1.8V
[89] Razavi +3dBm 1.5V
[97] Shahani +10dBm 1.5V
[85] Poobuapheun +11dBm 1.5V
This Work +19dBm 1.2V

low noise-floor. This can also be observed from the minimum input-referred noise magni-

tude of 45nV/
√
Hz. As a reference, 50-ohm noise of the antenna corresponds to a spot

noise of 0.9nV/
√
Hz. Thus in order to achieve a sub 3-dB noise figure, a large LNA gain

of more than 30dB is necessary.

The dominant source of noise in the receiver comes from timing jitter. The chosen

topology is particularly sensitive to jitter due the use of a single-bit D/A converter with a

return-to-zero coding. A choice of a non-return-to-zero coding combined with a multi-level

D/A converter would significantly reduce the jitter sensitivity of the receiver architecture.

It should also be noted that the maximum in-band SNR is ultimately limited by re-

ciprocal mixing. As discussed in section 2.5.2, the maximum achievable SNR at a 4-MHz

bandwidth is 67dB. It is important to realize that the noise arising from reciprocal mixing

is dominated by the close-in phase noise of the frequency synthesizer. Whereas jitter would

present a noise floor regardless of the input signal; SNR limitation due to reciprocal mixing

only applies to cases where there is a large in-band signal.

4.3.2 Possible Improvements

The first problem to be addressed of the current circuit implementation is to lower

its sensitivity to timing jitter. Random timing variation modulates the location of the

edges of the output waveform of the feedback D/A converter. As a result the amount of

feedback charge injected into the system is modulated by this random noise process (section

3.4.1). In order to mitigate the effect of timing jitter, one can either reduce the number of
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Table 4.4. Potential improvement in SNR due to a multi-bit Σ∆ architecture with an NRZ
coding.

Number of D/A converter steps Improvement from a 2-step D/A converter

2 0dB
3 2.3dB
4 4dB
8 10.6dB

transitions or reduce the step size of each transition. This can be accomplished by using a

non-return-to-zero coding scheme and by using a multi-bit Σ∆ modulator topology [81].

In an NRZ-coded waveform, there can only be at most one transition per clock period,

compared to exactly two transitions per clock period for RTZ-coded waveform. An NRZ

coding scheme would lower the resulting noise arising from timing jitter by 3dB (assuming

jitter is a white noise process). Furthermore, if the output data does not change from the

previous period, then no transition would occur. This would again reduce the resulting

noise from timing jitter.

A multi-bit Σ∆ modulator design would further reduce the sensitivity to clock jitter

by reducing the step-size per transition. Because of oversampling, it is very unlikely for a

transition to span more than one LSB. Using system simulation, a potential improvement

due to a multi-bit architecture is summarized in table 4.4 5. When a 3-bit or 8-step feedback

D/A converter is used, an improvement of more than 10dB can be expected.

The power consumption of the current implementation of the Σ∆ receiver is dominated

by the power consumed by the clock buffers. A continuous-time implementation of the loop

filter can be explored to lower the power consumption of the receiver. However, care must

be taken in the implementation of a continuous-time loop filter, such that signal aliases are

sufficiently attenuated prior to sampling. Recall that in this discrete-time implementation,

the problem of aliasing is completely avoided by keeping the sampling rate of the Σ∆

modulator to be exactly the same as that of the LO frequency.

Last, a higher-order loop filter can be implemented in order to achieve a higher signal
5This simulation result is only approximate, since the result is dependent upon the characteristics of the

input signal

123



bandwidth. The second-order loop filter used in this design is capable of reaching an SNR

of 60 dB across a 20MHz bandwidth (table 3.2). A higher-order loop filter would enable a

higher dynamic-range across the same bandwidth.
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Chapter 5

Conclusion

5.1 Summary

In this work, we present a downconverting Σ∆ A/D converter as a highly reconfigurable

RF receiver. An oversampled, noise-shaping Σ∆ A/D converter is the ideal choice for A/D

conversion of a radio-frequency signal. Oversampling is necessary in order to avoid signal

and noise folding. Quantization-noise shaping provides a high-resolution conversion only in

the frequency-range of interest and it avoids the need for a high-speed and high-resolution

quantizer.

We recognized that the output of a mixer driven by a square-wave local-oscillator (LO)

signal is already a discrete-time signal. This mixing process already results in undesired

signal folding. As a corollary to this assertion, the output of a mixer is already a band-

limited signal, with a bandwidth spanning from DC to fLO. Thus, in this respect, sampling

in an RF receiver occurs much earlier than where it is traditionally recognized, which is

within the A/D converter.

A receiver architecture is developed where a sampling-rate of fLO is maintained within

the receiver. Since there is no additional frequency down-conversion, no additional aliasing

or folding occurs. Furthermore, the high sampling rate allows the use of a very simple,

passive switched-capacitor filter as a loop filter for the Σ∆ modulator.
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Figure 5.1. Comparison of three RF receiver architectures
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The use of an oversampled Σ∆ converter has resulted in modifications of RF receiver

architectures. Whereas in the past a Nyquist-rate converter follows a high-order low-pass

filter (figure 5.1(a)), the relaxed anti-aliasing requirement of a Σ∆ A/D converter allows for

a simpler/lower-order baseband filter design (figure 5.1(b)). The work of this dissertation

takes the evolution of RF receiver architectures one step further by completely eliminating

all baseband filters. The RF signal is directly converted to digital at the output of the

down-conversion mixer (figure 5.1(c)).

There has been a long discussion as to the effort of moving A/D conversion in an RF

receiver closer to the antenna [95]. Given the prevalence of Σ∆ A/D converter in today’s

receiver design [63, 11, 48, 65, 56, 35], this work demonstrates that perhaps what is needed

is to move the feedback D/A converter of a Σ∆ modulator closer to the antenna. In this

manner, a high-speed but low-resolution A/D converter is needed. This type of converter

is compatible with the advancements of CMOS technology, where fast, low-gain amplifiers

are easy to design.

Closing the Σ∆ feedback loop closer to the antenna allows for a more aggressive stage-

scaling in the forward path. The forward path in a Σ∆ modulator only processes the error

signal, which is much smaller than the full-scale input signal. Thus, for a given output

swing limitation, a larger gain can be applied in the foremost amplifier. As a result the

noise contribution of the succeeding stages becomes less significant. Therefore the power

consumption of the overall circuit can be reduced. Alternatively, with the same gain, the

output swing will be much reduced, resulting in a higher linearity.

The expense of such an approach is that more burden is placed in the design of the

feedback D/A converter design. As the feedback D/A converter of the Σ∆ modulator is

moved closer to the antenna, the dynamic-range requirement of the feedback D/A converter

becomes more stringent. Noise and distortion generated by the feedback D/A converter is

directly applied to the input of the modulator.

At this high sampling-rate, a continuous-time feedback D/A converter has to be used.

The noise arising from such a scheme arise from random variations in the timing and current
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reference. In some ways, a good timing reference is already needed in an RF receiver for

the purpose of meeting the transmit spectral mask as well as to minimize the impact of

reciprocal mixing. Furthermore, we have demonstrated a bias current sharing technique

between an amplifier and the feedback D/A converter of a Σ∆ modulator. Using these two

techniques, we argue that the associated cost, in power and silicon-area, of implementing a

high dynamic-range D/A converter in an RF receiver can be amortized across other elements

that are already present in an RF receiver.

We have shown in this work that a single-bit feedback D/A converter driven by an

instrument-grade frequency-synthesizer [1] is not sufficiently low noise. It should be stated

that this is not a fundamental limitation of this architecture, and it can be solved using

different circuit techniques. For example, a multi-bit feedback D/A converter can be used

to reduce the sensitivity of the architecture to timing jitter.

5.2 Specific Contributions

• Design of a multi-gigahertz down-converting Σ∆ A/D converter with up to 8MHz

bandwidth.

• Design of a passive switched-capacitor filter operated at a gigahertz rate.

• A bias current sharing technique between an amplifier and a feedback D/A converter

in implementing a Σ∆ summing node.

• Increased linearity of a down-conversion mixer aided by a Σ∆ feedback loop.

• Use of a gated-diode amplifier as a preamplifier for a comparator.

• An input-referred offset analysis of a gated-diode preamplifer due to Vt mismatch.

5.3 Future Work

• Increasing the operating frequency of the Σ∆ receiver in the current form by replacing

the static SR latch in the receiver with a latch taken from a sense-amplifier-based flip-
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flop [74]. The maximum operating frequency of the receiver is currently limited by

the delay needed to complete a cycle of comparison and application of feedback D/A

converter signal.

• A multi-bit implementation of the Σ∆ receiver. A multi-bit feedback D/A converter

would lower the system’s sensitivity to clock jitter. It has been shown that a Σ∆ A/D

converter with a 4-bit continuous-time feedback D/A converter can achieve an 80-dB

SNR across a 20MHz signal bandwidth with a competitive power consumption [61].

• Linearity of a receiver is ultimately limited by the voltage-to-current conversion op-

eration within the mixer circuit. We have demonstrated a technique that relaxes the

linearity limitation due to output compression. Some form of feedback linearization

can be used in order to achieve a more linear voltage-to-current conversion. Or, if

the mixer can be made sufficiently low noise, the LNA can be completely eliminated.

This would reduce the maximum input signal power, therefore improving linearity.
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