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Abstract 

The technology scaling of feature sizes and supply voltages in earlier CMOS designs 

enabled significant improvements in terms of density, performance, and energy 

efficiency. With the overall power consumption being largely dominated by the 

dynamic component, supply scaling drastically reduced the total power albeit 

exponentially increasing the leakage component. However, today’s integrated circuit 

designs are equally limited by the dynamic and leakage power components halting 

the trend of further supply scaling and causing designers to examine the use of 

parallel architectures (e.g. multi-core processors). Although parallelism can 

continue to improve the energy efficiency achievable by CMOS devices, the finite 

sub-threshold slope of CMOS transistors will eventually limit any further 

improvements. Thus, a device with a steeper sub-threshold slope is needed in order 

to continue the scaling trends beyond those of CMOS technology. 

 One such device is a nano-electromechanical (NEM) relay consisting of an 

electrostatically actuated beam that can be positioned to either allow conduction 

between the source and drain or leave them open-circuited. Because a physical 

connection determines conduction, relay devices can achieve zero off current and 
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effectively an infinite sub-threshold slope. However, unlike CMOS technology where 

delay is largely set by the charging and discharging of capacitances, the mechanical 

motion of the actuated beam largely dominates the delay of relay-based circuits.  

Thus, as opposed to traditional CMOS designs where gates are cascaded to construct 

more complex functions, optimized relay circuit designs arrange for all mechanical 

motion to occur simultaneously by using large, complex gates. 

 Considering that a complete system requires both computational blocks and 

memory structures, this work, in addition to examining logic design, also explores 

memory designs using relay devices. These designs are then benchmarked to their 

equivalent CMOS implementations in terms of performance, density, and energy-

efficiency. The relay-based logic circuits will be shown to achieve ~10x 

improvement in energy-efficiency while the memory designs achieve nearly a 3x 

improvement as compared to CMOS designs for throughputs in the 100 MOPS range 

with only 20% area overhead.  
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1.1  Motivation 

During the last 50 years, CMOS technology scaling has provided substantial 

improvements in terms of density, performance, and energy efficiency. Scaling the 

minimum feature size of a design by a factor of 1/√2 has improved the overall 

density by a factor of 2 (1/√2 in the x-dimension and 1/√2 in the y-dimension). 

Since the total energy consumption in early designs was largely dominated by the 

dynamic power dissipation and not by leakage, scaling the supply voltage (VDD) 

drastically improved energy efficiency. In order to maintain or improve 

performance at these lower supply voltages, the threshold voltage (Vth) was also 

1 
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scaled, allowing for an increase in on-state current (Ion) and reducing the delay. 

However, this scaling has now reached a point at which an integrated circuit design 

is limited by its total power consumption—i.e., any further scaling comes at the 

expense of increased total power.  

This has occurred as VDD scaling, although reducing dynamic power 

consumption, comes at the expense of Vth scaling (to maintain performance) that 

increases the leakage power consumption. The Vth of today’s transistors is already 

set to optimally balance a design’s dynamic and leakage power consumption, 

thereby imposing a limit on further supply scaling through conventional means. For 

further energy efficiency improvements, designers have shifted towards the use of 

multi-core processors. Each core operates at a lower supply voltage with lower 

power and at a lower throughput, but as long as parallelism is available, the overall 

performance is unchanged. However, even at arbitrarily low per-core performance, 

the energy efficiency achievable by CMOS devices is ultimately limited by their off-

state leakage (Ioff) which will cause even this technique to eventually become 

ineffective. If a device with a steeper sub-threshold slope (one that achieves a more 

ideal switching behavior—i.e., lower Ioff for the same Ion) can be identified, this 

challenge can potentially be overcome, allowing for further scaling improvements in 

energy efficiency beyond the limits of CMOS technology. 
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1.2  Thesis Overview 

The thesis concentrates on integrated circuit design using nano-electromechanical 

(NEM) relays, a device that offers zero off-state leakage. More specifically, since a 

complete digital system requires computational blocks and memory structures, the 

primary focus of this work is to use these devices in designing such structures and 

analyzing them in terms of density, performance, and energy per operation.1 Before 

describing this device and the respective structures, chapter 2 will provide 

background information needed to understand the limitations imposed by CMOS 

scaling, and will further build upon the concepts discussed in the previous section. 

With the detailed understanding of these limitations, chapter 3 will delve into the 

design and operation of the NEM relay device. Furthermore, this chapter will explain 

their electrical and mechanical characteristics, which will then be used to detail 

digital logic circuit design strategies tailored for these relays. The chapter will 

conclude by probing further into designing digital logic using these devices by 

reviewing a NEM relay-based full-adder. Although the relay-based adders have been 

shown to have a 10x energy efficiency improvement over those of CMOS, such an 

improvement will pose a challenge for memory structures. This is because logic 

                                                             
1 The work done in [3] has extensively examined the use of NEM relays in designing computational 
blocks. Thus, this thesis will briefly review those blocks while the main focus of the work will be to 
examine the device for the design of memory structures.  
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optimization techniques can be used in designing relay-based computational blocks 

that aim to reduce the total number of devices thus mitigating a single relay device’s 

area-overhead. However, the area-overhead encountered in designing relay-based 

memories is much more pronounced due to CMOS memories already being highly-

dense that limit optimization techniques. Thus, chapter 4 will delve further into 

these challenges as well as discuss two different relay memory designs, their read 

and write operations, and analyses of their area, throughput, and energy/operation. 

The chapter will conclude by examining a relay-based sense-amplifier design while 

investigating the trade-off that it presents between reduced read energy and 

reduced throughput. Once the models for these metrics have been established, 

chapter 5 will take these two memory structures and benchmark them against a 

CMOS SRAM design in terms of throughput, energy (read and write), and area. 

Chapter 6 will conclude the thesis by providing a summary of the current work as 

well as discussing future research directions in integrated circuit design with relays.  
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This chapter serves to provide a detailed analysis on the limitations of CMOS scaling 

by discussing the components of energy dissipation as a function of supply voltage. 

 

 

2.1  Scaling & Dynamic Energy 

As mentioned in Chapter 1, Vth scaling improves the on-state current, thus 

improving performance. For a short-channel device and using the velocity saturated 

model [1], equation 2.1 below shows the relationship between on-current (IDSat) and 

Vth assuming that VGS=VDD: 

2 

Limitations of CMOS Scaling 



6 Limitations of CMOS Scaling 
 

 

 
𝐼𝐼𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 = 𝑣𝑣𝑠𝑠𝑠𝑠𝑠𝑠𝑊𝑊𝐶𝐶𝑜𝑜𝑜𝑜  

(𝑉𝑉𝐷𝐷𝐷𝐷 − 𝑉𝑉𝑡𝑡ℎ)2

(𝑉𝑉𝐷𝐷𝐷𝐷 − 𝑉𝑉𝑡𝑡ℎ) + 𝐸𝐸𝑐𝑐𝐿𝐿
 (2.1) 

Here, vsat represents the saturated velocity (due to carrier scattering), Ec is the 

critical value of the electric field at which velocity saturation occurs, W is the width 

of the transistor, and Cox is the oxide capacitance. As can be seen, a decrease in Vth 

increases IDSat.  

The overall performance of a system can be analyzed by examining its delay 

with equation 2.2 below showing the relationship between delay and on-current [1]: 

 𝑡𝑡𝑝𝑝 =
𝐾𝐾𝐶𝐶𝐿𝐿𝑉𝑉𝐷𝐷𝐷𝐷
𝐼𝐼𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷

 (2.2) 

Here, K is a scaling factor2 and CL is the load capacitance being driven. By combining 

equations 2.1 and 2.2, a decrease in Vth increases IDSat and decreases tp. Furthermore, 

as long as VDD and Vth scale by the same factor, VDD can also scale without hindering 

performance, while drastically reducing the dynamic energy of a design. This occurs 

because dynamic energy is quadratically related to VDD [1]: 

 𝐸𝐸𝑑𝑑𝑑𝑑𝑑𝑑 =  𝛼𝛼𝐶𝐶𝐿𝐿𝑉𝑉𝐷𝐷𝐷𝐷2  (2.3) 

Here, α refers to the activity or switching factor (the probability that CL will be 

charged or discharged in a given cycle). 

                                                             
2 The scaling factor, K, depends on the output value at which tp is evaluated, e.g. if tp is defined to be 
when the output voltage crosses VDD/2, then K would equal ½. 
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2.2  Scaling & Leakage Energy 

For energy-constrained applications with less stringent performance requirements, 

the sub-threshold regime of operation (VDD<Vth) offers a technique to further reduce 

energy consumption. However, in this regime, VDD and Vth must be carefully set as 

Vth scaling, despite its performance and dynamic energy benefits, comes at the 

expense of exponentially increased leakage current (the source to drain carrier 

transport that occurs even for VGS<Vth). Figure 2.1 displays the effects of Vth scaling: 

 
Figure 2.1: ID vs. VGS for varying Vth (VDS=50mV), comparing on and off currents 
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The plot illustrates that the device with the lower Vth experiences a higher on-

current, but also a much higher off-current (leakage current, ID for VGS=0). The 

opposite is true for the device with the higher Vth. The large increase in off-current 

occurs because in the sub-threshold regime, the drain current (ID,Sub) is 

exponentially related to Vth [2]: 

 
𝐼𝐼𝐷𝐷,𝑆𝑆𝑆𝑆𝑆𝑆 = 𝐼𝐼𝑜𝑜𝑒𝑒

(𝑉𝑉𝐺𝐺𝐺𝐺 −𝑉𝑉𝑡𝑡ℎ )
𝑛𝑛𝑉𝑉𝑇𝑇  

𝑤𝑤ℎ𝑒𝑒𝑒𝑒𝑒𝑒 𝐼𝐼0 = 𝜇𝜇0𝐶𝐶𝑜𝑜𝑜𝑜 �
𝑊𝑊
𝐿𝐿
� (𝑛𝑛 − 1)𝑉𝑉𝑇𝑇2 

(2.4) 

Here, VT is the thermal voltage equal to (kT/q), n is the sub-threshold slope factor 

equal to (1+Cdep/Cox), Cdep is the depletion capacitance, and µ0 is the mobility. As can 

be seen, reducing Vth has an exponentially increasing effect on ID,Sub. Furthermore, 

since delay is inversely proportional to the drain current, tp in the sub-threshold 

regime is now also exponentially dependent on Vth [2] and is given by: 

 𝑡𝑡𝑝𝑝 =
𝐾𝐾𝐶𝐶𝐿𝐿𝑉𝑉𝐷𝐷𝐷𝐷

𝐼𝐼𝑜𝑜𝑒𝑒
(𝑉𝑉𝐺𝐺𝐺𝐺 −𝑉𝑉𝑡𝑡ℎ )

𝑛𝑛𝑉𝑉𝑇𝑇

 (2.5) 

 By examining equations 2.4 and 2.5 above, in the sub-threshold regime, a 

decrease in Vth increases the leakage current by exactly the same amount as it 

decreases the delay (and vice versa for an increase in Vth). So, Vth is set by the 

desired performance and the total leakage energy can be derived from the product 

of the leakage power (𝑉𝑉𝐷𝐷𝐷𝐷 × 𝐼𝐼𝐷𝐷,𝑆𝑆𝑆𝑆𝑆𝑆 ) and delay, yielding equation 2.6 below. 



2.3  Scaling & Total Energy 9 
 
 

 

 
𝐸𝐸𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿  𝛼𝛼 𝐾𝐾𝐶𝐶𝐿𝐿𝑉𝑉𝐷𝐷𝐷𝐷2 𝑒𝑒− 𝑉𝑉𝐷𝐷𝐷𝐷𝑛𝑛𝑉𝑉𝑇𝑇  (2.6) 

Equation 2.6 shows that ELeak is a function of VDD through a quadratic term and an 

exponential term. For large VDD, the exponential term approaches 0 and is much 

smaller than the increase in the quadratic term keeping ELeak at a minimum. 

However, as VDD decreases further into the sub-threshold regime, the exponential 

term increases more rapidly than the decrease in the quadratic term, causing ELeak 

to increase significantly. 

 

 

2.3  Scaling & Total Energy 

From the discussions in the previous two sections and from equations 2.3 and 2.6, 

supply scaling yields a tradeoff between dynamic and leakage energies—i.e., 

reducing VDD decreases Edyn at the expense of increasing ELeak. Because of this 

tradeoff, a particular node and design has a certain VDD that minimizes its 

energy/operation for any delay [2]. The total energy is given by the summation of 

Edyn and ELeak: 

 
𝐸𝐸𝑇𝑇𝑇𝑇𝑇𝑇  𝛼𝛼 𝑉𝑉𝐷𝐷𝐷𝐷2 �𝐶𝐶𝐿𝐿 + 𝐾𝐾𝐶𝐶𝐿𝐿𝑒𝑒

− 𝑉𝑉𝐷𝐷𝐷𝐷𝑛𝑛𝑉𝑉𝑇𝑇 � (2.7) 

Figure 2.2 below plots the expressions for Edyn, ELeak, and ETot as a function of VDD.  
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Figure 2.2: Energy vs. VDD, comparing dynamic and leakage energies 

 

The plot shows the dynamic energy decreasing with VDD while leakage energy 

exponentially increases with VDD, thus yielding a well-defined minimum total energy 

(the subplot of Figure 2.2 displays how the delay and leakage current change with 

VDD). Since the minimum total energy point is independent of delay for a design 

operating in the sub-threshold regime, the energy per operation will eventually 

level off regardless of how slowly a CMOS design is allowed to run—i.e., the energy 
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will no longer decrease for any increase in delay. Furthermore, since the total 

energy is independent of Vth, the energy efficiency achievable by CMOS circuits 

eventually becomes limited. 

A conceptual solution to overcome this limitation can be found by re-examining 

Figure 2.1: if the sub-threshold slope can be made steeper—i.e. the ratio of on-

current to off-current can be improved—the same circuit design would experience a 

lower leakage current at the same supply voltage, making further energy efficiency 

improvements possible. The following chapter analyzes one such device and 

examines its structure and operation. 
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As described in the previous section, if a device with a steeper sub-threshold slope 

can be identified, the point at which the total energy levels off will occur at higher 

delays, overcoming the challenge of the limitation on energy efficiency imposed by 

CMOS technology. This chapter begins by examining the structure and the operation 

of a nano-electromechanical (NEM) relay as a candidate device for potentially an 

improved energy-efficiency. The turn-on and turn-off characteristics of the device 

are then explained as well as a delay model to be later used for determining the 

device’s performance in circuit blocks. As mentioned earlier, since computational 

blocks are a requirement for any digital system, this chapter concludes by reviewing 

3 

Structure and Operation of 
NEM Relay Devices 
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the design of relay logic circuits. More specifically, a 32-bit relay-based adder is 

explained, and benchmarked against a 32-bit CMOS adder. 

 

 

3.1  Structure of NEM Relay 

A NEM relay is an electrostatically actuated mechanical switch whose state of 

operation is set by the voltage difference between a movable gate terminal and a 

fixed body terminal [3]. Figure 3.1 shows the top and cross-sectional views of this 

device as well as its circuit symbol. The cantilever gate electrode attaches to the 

metallic channel via an insulating gate dielectric (cross-sectional view). In the off 

state, where the gate to body voltage (|Vgb|) is less than a characteristic “threshold” 

voltage (Vth), an air gap separates the channel from the metallic source and drain. 

Since there is no path for current to flow, ID=0. In the on state, where |Vgb|>Vth, the 

electrostatic force is sufficient to bend the cantilever gate enough that the metallic 

channel comes into contact with the source and drain, allowing for current to flow. 

Since the device exhibits no leakage current and experiences an abrupt turn-on, it 

has an extremely steep effective sub-threshold slope. In order to benchmark the 

performance of relay-based circuits, the complete behavior of the turn-on and turn-

off operation must be examined. 
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Figure 3.1: Top & cross-sectional view of the NEM relay, including its circuit symbol 
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3.2  Operation of NEM Relay 

3.2.1 Pull-In Behavior and Vpi 

The mechanically actuated cantilever beam can be modeled as a linear spring-mass 

system [3]. To aid in understanding the dynamics of this beam during the turn-on 

operation, Figure 3.2 below illustrates the forces acting on the system. 

 

Figure 3.2: Beam dynamics for pull-in operation (Note the direction of +x). 

 

When a gate-to-body voltage (Vgb) is applied between the cantilever gate and body 

electrodes, it results in an increasing electrostatic force (Felec), attracting the 

cantilever beam towards the body node. This force is given by: 

 
𝐹𝐹𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 =

𝜀𝜀0(𝑊𝑊𝑊𝑊)𝑉𝑉𝑔𝑔𝑔𝑔2

2�𝑑𝑑𝑒𝑒𝑒𝑒𝑒𝑒 − 𝑥𝑥�
2  (3.1) 

+x (↑ beam
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Here, 𝑑𝑑𝑒𝑒𝑒𝑒𝑒𝑒 = 𝑡𝑡𝑔𝑔𝑔𝑔𝑔𝑔 + (𝑡𝑡𝑏𝑏𝑏𝑏𝑏𝑏 /𝜖𝜖𝑏𝑏𝑏𝑏𝑏𝑏 ) where tgap and tbox refer to the physical thickness of 

the air gap and the body dielectric thickness, respectively (as illustrated in Figure 

3.1), and 𝜖𝜖box is the relative permittivity of the body dielectric. W and L are defined 

as illustrated in Figure 3.1 and refer to the width and length of the cantilever beam, 

respectively. Note that in equation 3.1, x refers to beam displacement and is defined 

as positive (i.e. increasing) when the beam moves towards the body electrode as 

illustrated in Figure 3.2. 

 With the beam displacement increasing, the spring restoring force (Fspring), 

which counteracts Felec, also increases. This spring force is given by: 

 𝐹𝐹𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 = 𝑘𝑘𝑘𝑘 (3.2) 

Here, 𝑘𝑘 = 𝛾𝛾𝛾𝛾𝛾𝛾(𝐻𝐻 𝐿𝐿⁄ )3 where 𝛾𝛾 is a proportionality constant depending on the beam 

structure and equals ~0.25 for a cantilever, E is the Young’s modulus of the 

cantilever beam material, and H is the thickness of the beam (as illustrated in Figure 

3.1) [3]. Since Felec increases quadratically with increasing x while Fspring only 

increases linearly, there exists a critical beam displacement (xcrit) for which Felec is 

always larger than Fspring [4], causing the beam to “pull-in” and close the air gap. 

Thus, the turn-on operation is also referred to as the pull-in operation. 



18 Structure and Operation of NEM Relay Devices 
 

 

Finding xcrit can be done by examining the stability of the system—i.e. by 

analyzing the beam’s response to a small perturbation from its resting position.3 The 

first step in examining the stability is to express the net force (Fnet) acting on the 

system. Letting 𝑑𝑑 = �𝑑𝑑𝑒𝑒𝑒𝑒𝑒𝑒 − 𝑥𝑥� represent the residual thickness of the gap once the 

beam has displaced by an amount x, and by defining Fnet to be positive in the upward 

direction (same as Fspring), Fnet can be expressed as: 

 
𝐹𝐹𝑛𝑛𝑛𝑛𝑛𝑛 =

−𝜀𝜀0(𝑊𝑊𝑊𝑊)𝑉𝑉𝑔𝑔𝑔𝑔2

2𝑑𝑑2 + 𝑘𝑘�𝑑𝑑𝑒𝑒𝑒𝑒𝑒𝑒 − 𝑑𝑑� (3.3) 

The system is said to be in equilibrium condition when Fnet=0 (i.e. for a given Vgb, 

Fspring is equal but opposite to Felec, making the beam stationary). Stability analysis 

on the system can now be done by perturbing the beam by 𝛿𝛿𝛿𝛿 from its equilibrium 

position and examining 𝛿𝛿𝐹𝐹𝑛𝑛𝑛𝑛𝑛𝑛 . The relationship between the two is given by: 

 𝛿𝛿𝐹𝐹𝑛𝑛𝑛𝑛𝑛𝑛 =
𝜕𝜕𝐹𝐹𝑛𝑛𝑛𝑛𝑛𝑛
𝜕𝜕𝜕𝜕

𝛿𝛿𝛿𝛿 

𝑤𝑤ℎ𝑒𝑒𝑒𝑒𝑒𝑒 
𝜕𝜕𝐹𝐹𝑛𝑛𝑛𝑛𝑛𝑛
𝜕𝜕𝜕𝜕

=
𝜀𝜀0(𝑊𝑊𝑊𝑊)𝑉𝑉𝑔𝑔𝑔𝑔2

𝑑𝑑3 − 𝑘𝑘 

(3.4) 

If 𝛿𝛿𝛿𝛿 is negative (𝑑𝑑𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 < 𝑑𝑑𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 , implying the gap closes slightly) and results in 

𝛿𝛿𝐹𝐹𝑛𝑛𝑛𝑛𝑛𝑛 being positive (𝐹𝐹𝑛𝑛𝑛𝑛𝑛𝑛 ,𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 > 𝐹𝐹𝑛𝑛𝑛𝑛𝑛𝑛 ,𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 , implying the force pushes the beam back 

up), the system is stable. This means that, if perturbed, the negative relationship 

between 𝛿𝛿𝛿𝛿 and 𝛿𝛿𝐹𝐹𝑛𝑛𝑛𝑛𝑛𝑛 makes the beam return to its equilibrium position. If however, 

                                                             
3 The detailed analysis for xcrit has been done in [5] and many other works, and only the key 
components of the analysis have been repeated here in order to build intuition. 
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𝛿𝛿𝛿𝛿 is negative and results in 𝛿𝛿𝐹𝐹𝑛𝑛𝑒𝑒𝑒𝑒  also being negative (𝐹𝐹𝑛𝑛𝑛𝑛𝑛𝑛 ,𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 < 𝐹𝐹𝑛𝑛𝑛𝑛𝑛𝑛 ,𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖  

implying the force pushes the beam further down), the system is unstable as slightly 

closing the gap makes the net force push the beam down even further. In other 

words, if perturbed, the positive relationship between 𝛿𝛿𝛿𝛿 and 𝛿𝛿𝐹𝐹𝑛𝑛𝑛𝑛𝑛𝑛 makes the gap 

close abruptly. 

 Since the relationship between 𝛿𝛿𝛿𝛿 and 𝛿𝛿𝐹𝐹𝑛𝑛𝑛𝑛𝑛𝑛 is defined by equation 3.4, the 

system is stable for  𝜕𝜕𝐹𝐹𝑛𝑛𝑛𝑛𝑛𝑛 𝜕𝜕𝜕𝜕⁄ < 0 and is unstable for 𝜕𝜕𝐹𝐹𝑛𝑛𝑛𝑛𝑡𝑡 𝜕𝜕𝜕𝜕⁄ > 0. The condition 

of interest is the boundary condition—the point at which the system goes from 

being stable to being unstable. This occurs when 𝜕𝜕𝐹𝐹𝑛𝑛𝑛𝑛𝑛𝑛 𝜕𝜕𝜕𝜕⁄ = 0; the gap thickness 

and Vgb associated with this point are referred to as the pull-in gap (dpi) and the 

pull-in voltage (Vpi), respectively. Setting 𝜕𝜕𝐹𝐹𝑛𝑛𝑛𝑛𝑛𝑛 𝜕𝜕𝜕𝜕⁄  in equation 3.4 to 0 yields: 

 
𝑘𝑘 =

𝜀𝜀0(𝑊𝑊𝑊𝑊)𝑉𝑉𝑝𝑝𝑝𝑝2

𝑑𝑑𝑝𝑝𝑝𝑝3  (3.5) 

Remembering that in equilibrium, Fnet equals 0, and by using equations 3.3 and 3.5, 

the expressions for dpi (including xcrit) and Vpi can be evaluated. 

 
𝑑𝑑𝑝𝑝𝑝𝑝 =

2
3
𝑑𝑑𝑒𝑒𝑒𝑒𝑒𝑒 ⟹ 𝑥𝑥𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 =

𝑑𝑑𝑒𝑒𝑒𝑒𝑒𝑒
3

 (3.6) 

 
𝑉𝑉𝑝𝑝𝑝𝑝 = � 8

27
𝛾𝛾𝛾𝛾𝐻𝐻3𝑑𝑑𝑒𝑒𝑒𝑒𝑒𝑒3

𝜀𝜀0𝐿𝐿4  (3.7) 
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To understand the same concept graphically, Figure 3.3 below plots 

normalized displacement �𝜁𝜁 = 𝑥𝑥/𝑑𝑑𝑒𝑒𝑒𝑒𝑒𝑒 � vs. normalized Fspring and Felec: 

 
Figure 3.3: Stability analysis—displacement vs. force 

 

The stable equilibrium point for a given Vgb occurs when Fnet=0 and any 

perturbations of the beam cause it to return back to its original position. The 

unstable equilibrium point also occurs when Fnet=0 but any perturbations of the 

beam cause it to close the gap. Here, the condition of interest is when the stable 



3.2  Operation of NEM Relay 21 
 
 

 

equilibrium point meets the unstable equilibrium point, which occurs when Vgb 

increases, shifting the Felec curve towards the Felec (Increased V) curve. The voltage 

at which the two points meet is Vpi, and by extrapolating from Figure 3.3, this occurs 

at 𝜁𝜁~1/3 ⟹ 𝑥𝑥𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = 𝑑𝑑𝑒𝑒𝑒𝑒𝑒𝑒 /3. 

 

 

3.2.2 Pull-Out Behavior and Vpo 

To aid in understanding the dynamics of the NEM relay during the turn-off 

operation, Figure 3.4 below illustrates the forces affecting the system. 

 

Figure 3.4: Beam dynamics for pull-out operation 

 

The condition for the turn-off case may at first seem similar to the turn-on 

condition, since reducing Vgb beyond a certain point would make Fspring always 

larger than Felec and cause the beam to “pull-out.” However, there are two 
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modifications: (1) the beam needs to displace back up just enough to stop tunneling 

current between the channel and the source-drain terminals, thus not needing to go 

all the way back to its initial starting point as in Figure 3.2 and (2) the added surface 

force (Fsurf) due to van der Waals attraction between interacting surfaces [5] sets a 

lower limit on the spring restoring force. The former can be taken into account by 

using a value for x=xcrit,po that ensures very small tunneling current, and the latter 

can be incorporated by finding an expression for Fsurf and adding it to the net force 

equation. The condition for the turn-off or pull-out case then becomes the gate-to-

body voltage that makes Fnet=0. The value of this Vgb is referred to as the pull-out 

voltage (Vpo). The expression for Fsurf appears in equation 3.8 below followed by the 

modified Fnet=0 equation used to find Vpo: 

 
𝐹𝐹𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 =

𝐸𝐸𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 �12𝜋𝜋𝑑𝑑0,𝑣𝑣𝑣𝑣𝑣𝑣
2 �

6𝜋𝜋�𝑑𝑑𝑒𝑒𝑒𝑒𝑒𝑒 − 𝑥𝑥𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ,𝑝𝑝𝑝𝑝 �
3 (3.8) 

 𝜀𝜀0(𝑊𝑊𝑊𝑊)𝑉𝑉𝑝𝑝𝑝𝑝2

2�𝑑𝑑𝑒𝑒𝑒𝑒𝑒𝑒 − 𝑥𝑥𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ,𝑝𝑝𝑝𝑝 �
2 + �𝐹𝐹𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 × (𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴)� = 𝑘𝑘𝑥𝑥𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ,𝑝𝑝𝑝𝑝  (3.9) 

Here, Esurf is the adhesion surface energy estimated to be ~150𝜇𝜇J/m2 [3] and d0,vdW 

is the contact distance between atoms estimated to be ~5Å [5]. By examining 

equations 3.9 and 3.3 (for Fnet=0), it should be noted that Vpi is always greater than 

Vpo generating a hysteretic effect between the turn-on and turn-off voltages. This is 

illustrated in Figure 3.5 below that plots the relay beam length (L) vs. Vpi and Vpo for 
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beam parameters in [3] and also depicts this hysteric effect by plotting the beam 

displacement (x) vs. Vgb. 

 

 
 

Figure 3.5: L vs. Vpi and Vpo and displacement vs. Vgb illustrating hysteretic effect 

1
3
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3.2.3 Delay Model: tp,on and tp,off 

For numerically benchmarking the performance of relay-based circuits, the exact 

turn-on and turn-off delays of the device must be examined. The turn-on delay, tp,on 

is the time the beam takes to move from the off-state to the on-state, and the turn-

off delay, tp,off, is the opposite. To determine expressions for these, the relay’s circuit 

model capturing its electro-mechanical behavior and its parasitics [3] is used: 

 

Figure 3.6: Spring-damper-mass system representation of NEM relay 

 

To find tp,off, the spring-damper-mass system can be modeled as a 2nd order linear 

differential equation [6]. Evaluating the time it takes to move xcrit,po yields tp,off.4  

                                                             
4 The analysis assumes that the surface force disappears once the channel and the source/drain 
electrodes are no longer in contact. This keeps the dynamics of the beam linear [6]. 
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𝑡𝑡𝑝𝑝 ,𝑜𝑜𝑜𝑜𝑜𝑜 =

1
𝜔𝜔0𝑄𝑄

𝑙𝑙𝑙𝑙�
1

1 −
𝑥𝑥𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ,𝑝𝑝𝑜𝑜
𝑡𝑡𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

� (3.10) 

Here, 𝜔𝜔0 = �𝑘𝑘/𝑚𝑚 and 𝑄𝑄 = √𝑘𝑘𝑘𝑘/𝑏𝑏 are the resonant frequency and the quality factor 

of the cantilever beam, respectively with equation 3.10 being valid for 𝑄𝑄 ≈ 0.5. m is 

the mass of the beam and equals 𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌 with 𝜌𝜌 being the density of the beam 

material, b is the linear damping factor, and tdimple is defined as in Figure 3.1. 

 Expressing tp,on is a bit more challenging as the model for the spring-damper-

mass system becomes a highly non-linear 2nd order differential equation. This is 

because the beam is accelerated in the turn-on case with Felec being a non-linear 

function of x. Although this becomes a challenge, several curve fitting models [5,7] 

approximate the solution very accurately. Using one such model yields tp,on. 

 
𝑡𝑡𝑝𝑝 ,𝑜𝑜𝑜𝑜 = 𝛼𝛼�

𝑚𝑚
𝑘𝑘
𝑡𝑡𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
𝑡𝑡𝑔𝑔𝑔𝑔𝑔𝑔

�
𝑉𝑉𝑝𝑝𝑝𝑝
𝑉𝑉𝐷𝐷𝐷𝐷

�
𝛽𝛽

 (3.11) 

Here, 𝛼𝛼 is a proportionality constant and 𝛽𝛽 a power constant. For 𝑉𝑉𝐷𝐷𝐷𝐷 ≥ 1.5𝑉𝑉𝑝𝑝𝑝𝑝 5: 

 𝑙𝑙𝑙𝑙(𝛼𝛼) = 0.179�𝑙𝑙𝑙𝑙(𝑄𝑄)�
2
− 0.455𝑙𝑙𝑙𝑙(𝑄𝑄) + 1.651 

𝛽𝛽 = 0.128�𝑙𝑙𝑙𝑙(𝑄𝑄)�
2
− 0.333𝑙𝑙𝑙𝑙(𝑄𝑄) + 1.465 

(3.12) 

Note that tp,on is a function of the ratio between Vpi and VDD and can be changed via 

VDD (with energy tradeoffs), while tp,off is solely determined by the beam’s geometry 
                                                             
5 For a detailed explanation of why VDD is chosen to be larger than 1.5Vpi, refer to Appendix A: Noise 
Margins for Relay Circuits. 
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and properties of the beam material. Figure 3.7 below plots tp,on and tp,off vs. L for 

VDD=1.5Vpi. As can be seen from the plot, tp,off is approximately 4x smaller than tp,on: 

 
Figure 3.7: L vs. tp,on and tp,off for VDD=1.5Vpi 

 

The delay expressions above have accounted for just the mechanical delay of 

the relay while ignoring the electrical delay associated with the relay resistance and 

any load capacitance. This is generally a fair assumption because the electrical time 

constant is in the ps range while the mechanical delay is in the ns range [3]. 
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3.3  Digital CMOS vs. Relay Logic 

With the understanding of the NEM relay device, the rest of this chapter reviews 

using these devices in order to design logic circuits [3]. In particular, a brief 

overview of the techniques required to construct optimized relay-based logic 

circuits will first be provided. Then, as mentioned at the beginning of this chapter, a 

32-bit relay-based adder will be described as a critical building block. 

Before moving on, it is important to note that a relay can be turned on by 

applying a positive or negative Vgb beyond Vpi, i.e. the relay turns on for |Vgb| ≥ Vpi. 

Thus, the same relay can be operated as an “NMOS” or a “PMOS” transistor by 

biasing the body node at 0 or VDD, respectively. This is depicted in Figure 3.8. 

VDD

G
S D

G

S D

“NMOS” “PMOS”  

Figure 3.8: Relay switch as an NMOS and PMOS 

 

Optimized relay logic can be now designed by understanding that the relay’s 

mechanical motion dominates its delay. Due to this dominance, unlike traditional 
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CMOS logic design in which gates are cascaded to construct more complex functions, 

an optimized relay design arranges for all mechanical motion to occur 

simultaneously. In other words, each cascaded relay gate on a given path would 

incur an additional mechanical delay6 and thus, relay-based designs should instead 

use a single, large complex gate to implement logic. Figure 3.9 shows an example: 

a
b

c Out

mid

VDD

VDD

a

b

VDD

b

c

VDD

c

mid
Out

 
Figure 3.9: Logic gate implementation using relays 

 

Although this design style ensures minimal mechanical delay, each extra series relay 

increases the electrical delay quadratically because both the path resistance and the 

                                                             
6 A relay gate is the same as a CMOS gate—i.e., cascaded relay gates refers to a connection between 
the drain/source of one relay to the gate of a second relay. 
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capacitance increase. Although many series relays are required for the electrical 

delay to approach the mechanical delay, it needs to be taken into consideration 

should the design become very complex.  

 

 

3.4  Relay Adder 

3.4.1 Design and Operation 

With knowledge of the issues involved in designing relay-based logic, the design of a 

relay-based full adder is now analyzed and will then be benchmarked relative to a 

CMOS adder. Table 3.1 below briefly reviews the truth table of the 1-bit full-adder. 

     

Table 3.1: 1-bit full-adder truth table 
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With the kill (K), propagate (P), and generate (G) signals defined as highlighted in 

the table, the carry-out signal, Cout can be expressed as: 

 𝐶𝐶𝑜𝑜𝑜𝑜𝑜𝑜 = 𝐺𝐺 + 𝑃𝑃𝐶𝐶𝑖𝑖𝑖𝑖  (3.13) 

Here 𝐺𝐺 = 𝐴𝐴𝐴𝐴𝐴𝐴(𝐴𝐴,𝐵𝐵) and 𝑃𝑃 = 𝑋𝑋𝑋𝑋𝑋𝑋(𝐴𝐴,𝐵𝐵). Since the XOR function is true when A≠B, 

the propagate signal can be implemented using a single relay, e.g. by placing A on 

the gate terminal and B on the body terminal or vice versa. This ensures that the 

relay will turn on only when the polarity of A is opposite to that of B. Similarly, the 

sum signal, S can be expressed as: 

 
𝑆𝑆 = �

𝐶𝐶𝑖𝑖𝑖𝑖     𝑖𝑖𝑖𝑖 𝐴𝐴 = 𝐵𝐵
𝐶𝐶𝑖𝑖𝑖𝑖     𝑖𝑖𝑖𝑖 𝐴𝐴 ≠ 𝐵𝐵

� (3.14) 

Both of these cases can be implemented as XOR functions: 𝑋𝑋𝑋𝑋𝑋𝑋(𝐴𝐴,𝐵𝐵) for the former, 

and 𝑋𝑋𝑋𝑋𝑋𝑋(𝐴𝐴,𝐵𝐵) for the latter. Figure 3.10 below shows the complete full-adder 

design. 
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Figure 3.10: 1-bit full-adder cell using relays 

 

This full-adder cell can be used in a ripple-carry configuration to implement a 32-bit 

adder as a single compound gate with a total delay of ~1tp,on [3].7 

                                                             
7 Assuming that all inputs (ai and bi) arrive together, all mechanical motion occurs simultaneously, 
which makes the overall delay 1tp,on. 
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3.4.2 Comparison with CMOS Adder 

To benchmark the relay adder, a 32-bit CMOS Sklansky adder will be used [7]. As 

shown in [7], the Sklansky adder is the most energy efficient across a broad range of 

performance due to its small number of wires and minimum logic depth. Figure 3.11 

plots the energy-throughput tradeoffs for the CMOS and relay adders; the results for 

the relay adder are from [3] and the results for the CMOS adder are from [7]. 

 
Figure 3.11: Energy-throughput tradeoffs between CMOS and relay adders 
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 The adders have been designed to drive a load capacitance (CL) of 25fF or 

100fF. Two types of relays have been used to implement the relay adders: gold (Au)-

based and tungsten (W)-based relays. Due to the low contact resistance of Au 

(Rcs=1Ω), there is hardly any effect on delay due to CL for the Au-based relays while 

W-based relays (Rcs=1kΩ) do encounter added delay. Thus, when driving a large CL, 

adding a buffer stage to the W-based adder improves the energy efficiency. The 

CMOS adder reaches its minimum energy at ~1ns while the relay-based adder, even 

at 20ns, is able to achieve ~10x energy efficiency improvements within the same 

area as the CMOS adder [3]. Furthermore, by using parallelism and increasing the 

area of the relay adder, this improvement can be extended to higher throughputs. 

 This area-throughput tradeoff appears in Figure 3.12, which plots the area 

overhead of relay-based adders over the CMOS adder as a function of throughput. 

All the curves for this plot are from the results in [3] and maintain a constant 

energy-efficiency improvement of ~10x as the relay-based adders are targeted for 

an Eop of 20fJ. Comparing the Au relay adder to the 100fF CMOS adder, an area 

overhead of 5x results in relay adders operating up to throughputs of ~770MOPS. 

The throughput decreases for the same area overhead in the case of W relay adder 

due to its higher contact resistance thus increasing the delay. Lastly, beyond 1GOPS, 

the CMOS adder also needs parallelization causing the area overhead to become 

constant (i.e. now both CMOS and relay adders are parallelized). 
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Figure 3.12: Throughput vs. area overhead at a constant energy-efficiency (~10x) 

  

With such energy-efficiency improvements at low throughputs and without a 

large area overhead at high throughputs, relay-based logic circuits appear capable of 

significant potential benefits over CMOS.  

 However, unlike a 1-bit CMOS full-adder that uses 24 transistors in its design 

allowing for logic optimization and implementing the same functionality through 

only 12 relays, CMOS memories are already highly dense with very few transistors. 
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Therefore, the increased area of a single device is significantly mitigated in the 

overall design of logic blocks, but becomes a larger concern in the design of memory 

structures. This is because the few number of transistors in a CMOS memory cell 

limits optimization techniques that aim to reduce the number of relay devices while 

maintaining the cell’s functionality. Thus, to ensure that the advantages of relay-

based logic blocks remain for another key component of a system, memory, the next 

chapter examines relay-based memory structures.  
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4.1  Motivation for Memories 

A complete digital system requires logic building blocks for computation, dense 

memories to store the results, and I/O for communication. The last chapter analyzed 

the tradeoffs for relay-based logic blocks; the discussion in [3] analyzes the 

tradeoffs for I/O by implementing mixed-signal building blocks. As mentioned in the 

previous section and in addition to being a key component, memory structures are 

also of a significant interest due to the area-overhead challenges encountered while 

designing them using relay technology. This is because the increased area of a single 

relay device was offset by a reduced total number of devices within a logic block, but 

4 

Relay Memories 
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the already few number of transistors within a CMOS memory cell make it harder to 

balance this area overhead. This issue is exacerbated as density is a much more vital 

metric for memory structures than it is for logic blocks. Therefore, the remainder of 

this thesis examines techniques to implement relay-based memories and their area-

energy-throughput tradeoffs while benchmarking them to 6T CMOS SRAMs.  

Before proceeding to relay memory design, the next section briefly reviews 

the 6T CMOS SRAM structure and presents the delay, energy, and area models to be 

used later for comparisons with the relay-based structures. 

 

 

4.2  6T CMOS SRAM 

4.2.1 SRAM Cell Delay and Energy Model 

Figure 4.1 below displays the standard 6T CMOS SRAM cell and its Elmore delay 

model [1]. The widths of the transistors (access, pull-up, and pull-down) are based 

on 90nm technology with cell area being 1.80𝜇𝜇𝑚𝑚 × 0.69𝜇𝜇𝑚𝑚 as in [8]. 
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Figure 4.1: 6T CMOS SRAM cell (above) and its Elmore delay model (below) 

 

In the Elmore model, 𝑅𝑅𝐴𝐴𝐴𝐴 = 𝑅𝑅𝑠𝑠𝑠𝑠𝑠𝑠 (𝐿𝐿 𝑊𝑊𝐴𝐴𝐴𝐴⁄ ) and 𝑅𝑅𝑃𝑃𝑃𝑃 = 𝑅𝑅𝑠𝑠𝑠𝑠𝑠𝑠 (𝐿𝐿 𝑊𝑊𝑃𝑃𝑃𝑃⁄ ) are the 

equivalent “on” resistances of the access and pull-down transistors, respectively 

(Rsqn is the normalized “on” resistance of an NMOS, i.e. an NMOS with W/L=1).  

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = 𝐶𝐶𝐷𝐷(𝑊𝑊𝐴𝐴𝐴𝐴) + 𝐶𝐶𝐺𝐺(𝑊𝑊𝑃𝑃𝑃𝑃 + 𝑊𝑊𝑃𝑃𝑃𝑃) + 𝐶𝐶𝐷𝐷(𝑊𝑊𝑃𝑃𝑃𝑃 + 𝑊𝑊𝑃𝑃𝑃𝑃) is the capacitance of a single 

cell where CD is the diffusion capacitance per unit width and CG is the gate 

capacitance per unit width. Assuming an NxN SRAM array, 𝐶𝐶𝐵𝐵𝐵𝐵 = 𝑁𝑁𝐶𝐶𝐷𝐷𝑊𝑊𝐴𝐴𝐴𝐴 + 𝐶𝐶𝐵𝐵𝐵𝐵 ,𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤  

where 𝐶𝐶𝐵𝐵𝐵𝐵,𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 = 𝐶𝐶𝑝𝑝𝑝𝑝𝑊𝑊𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 𝑁𝑁𝐿𝐿𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 + 2𝐶𝐶𝑓𝑓𝑓𝑓𝑁𝑁𝐿𝐿𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐  is the wire capacitance on the bitline 

(BL) and Cpp is the parallel plate capacitance per unit area, Cfr the fringe capacitance 

per unit length, Wwire the wire width, and Lcell the “y-dimension” of a single SRAM 

cell. With the Elmore model, the delay can be expressed as in equation 4.1 below: 
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 𝜏𝜏 = (𝑅𝑅𝐴𝐴𝐴𝐴 + 𝑅𝑅𝑃𝑃𝑃𝑃)𝐶𝐶𝐵𝐵𝐵𝐵 + 𝑅𝑅𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶  (4.1) 

Assuming that the SRAM array employs sense-amplifiers to reduce the swing on the 

BLs to Vswing, the SRAM cell delay becomes: 

 𝑡𝑡𝑝𝑝 ,𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = 𝑙𝑙𝑙𝑙(2) �
𝑉𝑉𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
𝑉𝑉𝐷𝐷𝐷𝐷/2

� 𝜏𝜏 (4.2) 

The dynamic read energy of the SRAM array includes a component from the 

low swinging BLs and from the full-swinging wordlines (WL): 

 𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 ,𝑑𝑑𝑑𝑑𝑑𝑑 = 𝑁𝑁�(𝐶𝐶𝐵𝐵𝐵𝐵 + 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 )𝑉𝑉𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑉𝑉𝐷𝐷𝐷𝐷 + 𝐶𝐶𝑊𝑊𝑊𝑊𝑉𝑉𝐷𝐷𝐷𝐷2 � (4.3) 

Here, 𝐶𝐶𝑊𝑊𝑊𝑊 = 2𝐶𝐶𝐺𝐺𝑊𝑊𝐴𝐴𝐴𝐴 + �𝐶𝐶𝑝𝑝𝑝𝑝𝑊𝑊𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 𝑊𝑊𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 + 2𝐶𝐶𝑓𝑓𝑓𝑓𝑊𝑊𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 � is the wordline capacitance of a 

single cell where Wcell is its “x-dimension”. The dynamic write energy of the SRAM 

array is similar to the read case except that the BLs also swing full rail: 

 𝐸𝐸𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 ,𝑑𝑑𝑑𝑑𝑑𝑑 = 𝑁𝑁 ��𝐶𝐶𝐵𝐵𝐵𝐵 +
𝐶𝐶𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

2
�𝑉𝑉𝐷𝐷𝐷𝐷2 + 𝐶𝐶𝑊𝑊𝑊𝑊𝑉𝑉𝐷𝐷𝐷𝐷2 � (4.4) 

The total read and write energies of an SRAM array can often be dominated by the 

leakage energy, so it must be taken into account and added to equations 4.3 and 4.4: 

 𝐸𝐸𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 = 𝑁𝑁2�𝑉𝑉𝐷𝐷𝐷𝐷𝐼𝐼𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 ,𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 � ∙ 𝑡𝑡𝑜𝑜𝑜𝑜  (4.5) 

Here, Ileak,cell is the leakage current of a single SRAM cell and top is the operation 

frequency of the overall SRAM structure determined by its total delay8. 

 

                                                             
8 The total delay is composed of the SRAM cell delay, the decoder delay, and the delays of any 
peripheral circuitry (e.g. sense-amplifiers). 
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4.2.2 Decoder  and Sense-Amp Delays 

Figure 4.2 shows the basic SRAM decoder structure for N=128. The initial stage pre-

decodes 3 or 4 inputs and their results are sent to the final decoding stage. For pre-

decoding done near the bottom of the SRAM array and final decoding done in front 

of the appropriate WLs, Cpar in the figure is the capacitance on the wire connecting 

the two stages. CL in the figure equals CWL as mentioned in the previous section: 

Pre-decode 3 inputs

Pre-decode 4 inputs

EN
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Final-decode 2 inputs
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Figure 4.2: The decoder structure for N=128 

 

Assuming that inputs A0-A6 can each drive Cin up to 5fF and by using the logical 

effort method to size each gate [1], the delay across the decoder equals: 

 𝑡𝑡𝑝𝑝 ,𝑑𝑑𝑑𝑑𝑑𝑑 = 33.789𝑡𝑡𝑖𝑖𝑖𝑖𝑖𝑖  (4.6) 

Here 𝑡𝑡𝑖𝑖𝑖𝑖𝑖𝑖 = 3𝑙𝑙𝑙𝑙(2)𝐿𝐿𝑅𝑅𝑠𝑠𝑠𝑠𝑠𝑠 𝐶𝐶𝐺𝐺  is the intrinsic delay of an unloaded inverter for  𝑊𝑊𝑝𝑝

𝑊𝑊𝑛𝑛
= 2. 

 The sense-amp delay is the time required to take the low swinging BLs and 

resolving it to full-rail making it a function of Vswing. It has been approximated to be: 
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 𝑡𝑡𝑝𝑝 ,𝑆𝑆𝑆𝑆 = 3𝑡𝑡𝑝𝑝 ,𝐹𝐹𝐹𝐹4 (4.7) 

Here 𝑡𝑡𝑝𝑝 ,𝐹𝐹𝐹𝐹4 = 𝑡𝑡𝑖𝑖𝑖𝑖𝑖𝑖 (𝛾𝛾 + 4) is the delay across an inverter driving four copies of itself 

(i.e. the fanout of 4 delay) where 𝛾𝛾 = 𝐶𝐶𝐷𝐷/𝐶𝐶𝐺𝐺 . 

  The delay for the complete SRAM structure is the summation of equations 

4.2, 4.6, and 4.7. For simplicity, the read and write energies and the area of the 

decoder and sense-amp will not be taken into account and only equations 4.3 and 

4.4 (in summation with equation 4.5) will be used for comparisons with the relay-

based memories. The next section will now introduce a three-relay memory cell (3R 

MC) design followed by a two-relay memory cell (2R MC) design. It should also be 

noted from Figure 3.7 that tp,off was ~4x smaller than tp,on, so relay-based memories 

should attempt to incorporate tp,off in place of tp,on in order to increase throughput. 

 

 

4.3  3R DRAM Design & Operation 

4.3.1 Overall Structure 

With density being a critical metric for memory cells, the number of relay devices 

within a cell must be minimized. Since the write operation requires the charging or 

discharging of a cell’s internal node, a “pass-gate relay” can be used. As mentioned 

earlier, in order to increase throughput, the read operation can be implemented 
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using a NAND flash topology—i.e., by “stacking” the memory cells and making sure 

that transistors switch off when accessed [1]. Figure 4.3 displays a 3R MC design: 
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wwl wbl
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C

 

rwl[0]

wbl
VDD

MC

re

rwl[1]

rwl[N]

pre_dis
rbl_out

MC
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Figure 4.3: 3R memory cell (left) and column configuration (right) 

 

Note that the memory cell has a DRAM-like functionality as opposed to an SRAM 

one, which is acceptable due to the zero leakage current of relay devices9.  The 

sections that follow examine the 3R MC’s read and write operations followed by its 

area, throughput, and read and write energy calculations. 

                                                             
9 CMOS-based DRAMs need periodic refreshing even if the cells are not accessed due to the higher 
leakage currents of CMOS transistors that discharge a cell’s internal node. Since relay devices exhibit 
zero leakage, once a cell has been written, it seems as if it is “statically” storing its value. 



44 Relay Memories 
 

 

4.3.2 Write Operation 

To understand the write operation of the 3R MC, only the right half of the cell, as 

highlighted in Figure 4.4 below, needs to be examined. 

rwl

rbl_top
wwl wbl

rbl_bot

C

wwl
wbl = 0 or VDD

C R1R2

 
Figure 4.4: Write operation with a 3R MC 

 

The write operation is similar to writing a conventional CMOS DRAM cell, and the 

following steps are taken: 

1. Write bitline (wbl) is driven to 0V (writing a “0”) or to VDD (writing a “1”). 

2. Write wordline (wwl) is pulsed high (i.e. from 0V → VDD). 

When wwl is pulsed, the “write” relay (R1) turns on and the capacitor, 𝐶𝐶 = 𝐶𝐶𝑔𝑔𝑔𝑔 ,𝑅𝑅2 +

𝐶𝐶𝑑𝑑𝑑𝑑 ,𝑅𝑅1 ≈ 𝐶𝐶𝑔𝑔𝑔𝑔 ,𝑅𝑅2, either charges, discharges, or remains unchanged depending on the 

previous value on C.  Depending on if C charges, discharges, or remains unchanged, 

R2 will then turn on, off, or maintain its previous state, respectively.  
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4.3.3 Read Operation 

To understand the read operation, only the left half of the cell and a single column, 

as highlighted in Figure 4.5, need analysis (for simplicity, only two cells are shown). 
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Figure 4.5: Read operation with a 3R MC 
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Note that for all cells storing a 0, their “internal” relays will be off (Rint,0) while all 

cells storing a 1 will have their “internal” relays on (Rint,1). Remembering that every 

attempt should be made to incorporate tp,off in place of tp,on, the steps that appear 

below outline the read operation and can be followed using Figure 4.6.10 

1. All read wordlines (rwl) are set high (i.e. at VDD). 

2. The pre-discharge signal (pre_dis) is pulsed high turning on Rdischarge and 

discharging rbl_out to 0V.11 

3. Once discharged, pre_dis is driven back to 0V turning off Rdischarge making 

rbl_out float. 

4. The selected rwl goes low (from VDD → 0V) turning off the appropriate “read” 

relay (R0 or R1 in this case). 

5. The read signal (re) is pulsed high turning on Rread. 

In reading from a cell storing a 0, when rwl goes low turning off the appropriate 

“read” relay (rwl[0] and relay R0 in this case), there is no path from VDD to rbl_out 

once Rread turns on. As can be seen from the left half of Figure 4.6, this makes rbl_out 

stay at its discharged value of 0V. However, in reading from a cell storing a 1, when 

rwl goes low turning off the appropriate “read” relay (rwl[1] and relay R1 in this 

case), there is a path from VDD to rbl_out once Rread turns on. This makes rbl_out 
                                                             
10 To conduct the simulation of Figure 4.6, the verilogA model as developed in [3] was used. 
 
11 During the simulation of figure 4.6, rbl_out was initially made to float at 0.5V, so the discharging 
effect could be seen.  
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charge up to VDD, which can be seen in the right half of Figure 4.6. Note that the 

turning off of the appropriate read relays (as opposed to turning them on during 

access) enables for increases in throughputs due to tp,off being ~4x smaller than tp,on. 

 
Figure 4.6: 3R MC read simulation for reading a 0 (left) and reading a 1 (right) 

 

 By understanding the read and write operations of the 3R MC, the next 

section moves on to analyze the cell’s area, throughput, and read and write energies. 
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4.3.4 Area, Throughput, and Read & Write Energies 

To find the dimensions for estimating area, the stick diagram of Figure 4.7 is used 

that accounts for appropriate spacing between traces and vias12. 

wbl[0]rbl[0]

wwl[0]

rwl[0]

rwl[1]

wwl[1]

1.5λ + 10λ + 3λ + 4λ + 4λ + 3λ + 12λ + 1.5λ 
=> 39λ

1.5λ + (4λ +L + 2λ)+ 1.5λ 
=> 9λ + L

wbl[1]rbl[1]

Legend
Gate layer     M2 layer
Channel layer     Body layer
S/D, M1 layer     Via  

Figure 4.7: Stick diagram for estimating area 
 

The area of a cell depends on the relay’s length (L) and width (W). For 𝜆𝜆 = 𝑊𝑊/2, 

 𝐴𝐴𝐴𝐴𝐴𝐴𝑎𝑎3𝑅𝑅 = 39𝜆𝜆 × (9𝜆𝜆 + 𝐿𝐿) (4.8) 

Like the CMOS SRAM, the read energy includes a WL and a BL component. 

For an NxN array and assuming that the BL swings full rail13, it can be expressed as: 

                                                             
12 For an explanation on how the spacing was evaluated, refer to Appendix B: Relay Dimensions. 
 
13 Although a sense-amp (SA) can lower read energy, it would also lower throughput by introducing 
an extra delay component. Thus, for simplicity, the discussion of an SA is held off until section 4.6.  
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 𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 ,3𝑅𝑅 = 𝑁𝑁[(𝐶𝐶𝑊𝑊𝑊𝑊 + 𝐶𝐶𝐵𝐵𝐵𝐵)𝑉𝑉𝐷𝐷𝐷𝐷2 ] (4.9) 

The wordline capacitance per cell, CWL, is made up of a “read” relay and wire 

capacitance and equals: 𝐶𝐶𝑊𝑊𝑊𝑊 = 𝐶𝐶𝑔𝑔𝑔𝑔 + �𝐶𝐶𝑝𝑝𝑝𝑝𝑊𝑊𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 𝑊𝑊𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 + 2𝐶𝐶𝑓𝑓𝑓𝑓𝑊𝑊𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 � with 𝑊𝑊𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = 39𝜆𝜆. 

Finding an expression for the bitline capacitance is a bit more challenging as the 

total switched capacitance depends on the value of the cell being accessed as well as 

the exact wordline that it resides in. In other words, if the accessed cell stores a 1, 

the entire bitline capacitance switches, but if storing a 0 and with the cell being at 

the top of the array, a lot less capacitance switches as opposed to switching a cell at 

the bottom. With this “fragmented” capacitance and assuming that a cell stores a 0 

or 1 with a probability of 1/2, the average switched capacitance on the BL becomes: 

 
𝐶𝐶𝐵𝐵𝐵𝐵 =

1
2𝑁𝑁

�𝑁𝑁𝑁𝑁𝐵𝐵𝐵𝐵 ,𝑡𝑡𝑡𝑡𝑡𝑡 + ��3𝐶𝐶𝑑𝑑𝑑𝑑 + 𝑖𝑖�4𝐶𝐶𝑑𝑑𝑑𝑑 + 𝐶𝐶𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 −𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ,𝐵𝐵𝐵𝐵��
𝑁𝑁−1

𝑖𝑖=0

� (4.10) 

𝐶𝐶𝐵𝐵𝐵𝐵,𝑡𝑡𝑡𝑡𝑡𝑡 = 3𝐶𝐶𝑑𝑑𝑑𝑑 + (𝑁𝑁 − 1)4𝐶𝐶𝑑𝑑𝑑𝑑 + 𝑁𝑁𝐶𝐶𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 −𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ,𝐵𝐵𝐵𝐵 + 3𝐶𝐶𝑑𝑑𝑑𝑑  is the total BL capacitance that 

switches when the accessed cell stores a 1. The second term is the “fragmented” 

capacitance that switches when the accessed cell stores a 0. Here 𝐶𝐶𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 −𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ,𝐵𝐵𝐵𝐵 =

𝐶𝐶𝑝𝑝𝑝𝑝𝑊𝑊𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 𝐿𝐿𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 + 2𝐶𝐶𝑓𝑓𝑓𝑓𝐿𝐿𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐  with 𝐿𝐿𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = 9𝜆𝜆 + 𝐿𝐿 and is the BL wire capacitance per cell.  

 Similarly, the write energy also has a wordline and a write bitline component 

as well as a component originating from the “internal” relay that sometimes 

switches (relay R2 in Figure 4.4). The wordline component is the same as in the read 

case. To help reduce the write energy, the write bitlines can be held to their 
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previous values; by assuming that half of the cells retain their previous values and of 

the other half that do change, half will be written to 0 and the other half to 1, the 

write energy can be expressed as: 

 𝐸𝐸𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 ,3𝑅𝑅 = 𝑁𝑁 ��𝐶𝐶𝑊𝑊𝑊𝑊 +
1
4
𝐶𝐶𝐵𝐵𝐵𝐵,𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 +

1
4
𝐶𝐶𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 � 𝑉𝑉𝐷𝐷𝐷𝐷2 � (4.11) 

Here 𝐶𝐶𝐵𝐵𝐵𝐵,𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 = 𝑁𝑁𝐶𝐶𝑑𝑑𝑑𝑑 + 𝐶𝐶𝑝𝑝𝑝𝑝𝑊𝑊𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 𝑁𝑁𝑁𝑁𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 + 2𝐶𝐶𝑓𝑓𝑓𝑓𝑁𝑁𝑁𝑁𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐  and 𝐶𝐶𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑎𝑎𝑎𝑎 = 𝐶𝐶𝑔𝑔𝑔𝑔 . 

 In a back-to-back read operation, the throughput is set by one tp,on and one 

tp,off; tp,on arises from the decoder needing to access the appropriate read wordline 

and tp,off arises from the “read” relay (R0 and R1 in Figure 4.5). In a back-to-back 

write operation, the throughput is set by two tp,on’s: the first is due to the decoder 

and the second due to the “write” relay (R1 in Figure 4.4)14. However, due to the 

large CBL, the electrical delay of the read and write bitlines (tp,RBL-3R and tp,WBL-3R) 

must also be taken into account. Using the Elmore delay model, this is the product of 

the bitline resistance15 and capacitance. Thus, the throughput equals: 

 𝐹𝐹𝐹𝐹𝐹𝐹𝑞𝑞3𝑅𝑅,𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 =
1

�𝑡𝑡𝑝𝑝 ,𝑜𝑜𝑜𝑜 + 𝑡𝑡𝑝𝑝 ,𝑜𝑜𝑜𝑜𝑜𝑜 + 𝑡𝑡𝑝𝑝 ,𝑅𝑅𝑅𝑅𝑅𝑅−3𝑅𝑅�
 

𝐹𝐹𝐹𝐹𝐹𝐹𝑞𝑞3𝑅𝑅,𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 =
1

�2𝑡𝑡𝑝𝑝 ,𝑜𝑜𝑜𝑜 + 𝑡𝑡𝑝𝑝 ,𝑊𝑊𝑊𝑊𝑊𝑊−3𝑅𝑅�
 

(4.12) 

 

                                                             
14 Note that the pre_dis signal can be overlapped with the decoder evaluation—i.e., pre_dis can go 
high while the decoder is evaluating the WL that needs to be accessed. 
 
15 The bitline resistance is composed of the relay “on” resistance [3] and the wire resistance. 
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Although the 3R MC achieves memory functionality, its density is based upon 

the use of three relays. More specifically, the use of two relays to implement the 

NAND-like read operation causes an increased area overhead, which can be 

mitigated through the reduction of one relay. Since the write operation requires a 

pass-gate relay and the NAND topology at least one more relay16, the crucial factor 

of density in memory design sets the motivation to design a 2R memory cell. 

 

 

 

 

 

 

 

 

 

 

 

 

 
                                                             
16 As mentioned earlier, the NAND flash topology is desirable as it allows for the read access delay to 
be set by tp,off as opposed to tp,on. 
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4.4  2R DRAM Design & Operation 

4.4.1 Overall Structure 

The column configuration for the 2R MC design remains the same as in Figure 4.3 

and its cell structure appears in Figure 4.8 below. 

rwl

rbl_top
wwl wbl

rbl_bot

C

Cint

  

Figure 4.8: 2R memory cell design 

 

Other than using one less relay, the main change in this structure is the use of an 

extrinsic capacitor, C, which unlike the 3R version was only composed of the 

intrinsic Cgb and Cdb of the relays (Cint in Figure 4.8 refers to Cgb of the relay on the 

left). An extrinsic C is needed because unlike in the 3R design, the read relay and the 

cell’s internal storage relay (relays R0 and Rint,0 in Figure 4.5) are the same. This 

means that when the read relay is accessed, the “coupling” capacitor Cint will create a 

glitch on the cell’s internal node. The complete details of this are presented in the 

next few sections that describe the write operation followed by the read operation. 
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4.4.2 Write Operation 

Figure 4.9 can be used to examine the write operation of the 2R MC. Note that 

during the write operation, the read wordline of a cell (rwl) is set to 0V, and thus C 

and Cint appear in parallel. 

R1R2

wwl

C+Cint
rwl

rbl_top wwl wbl

rbl_bot
C

Cint

wbl = VDD or 2VDD

R2 Note: R2 always pulled in (during write) 
as Vgb,R2 = VDD or 2VDD

 
Figure 4.9: Write operation with the 2R MC 

 

The steps involved in writing are similar to the 3R MC, but with two key differences: 

1. wbl is set to VDD in order to write a “0” (as opposed to 0V in the 3R version) 

or to 2VDD in order to write a “1 (as opposed to VDD in the 3R version). 

2. Unlike in the 3R structure in which R2 is turned on, off, or stays in the same 

state depending on the behavior of C, R2 here always remains on. This is 

because its Vgb is always larger than Vpi (VDD or 2VDD).  
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4.4.3 Read Operation 

As before, to understand the read operation of the 2R MC, only the left half of the cell 

and a single column, as highlighted in Figure 4.10, need examination. 

rwl[0]

wbl

VDD

MC

re

rwl[1] MC

rwl[N] MC

pre_dis
rbl_out

rwl[0]
C0

rwl[1]
C1

Cint,1

VDD

re

pre_dis

rbl_out

VDD (“0”)

2VDD (“1”)

Rdischarge

Rread

R0

R1

rwl

rbl_top wwl wbl

rbl_bot
C

Cint

Cint,0

 
Figure 4.10: Read operation with the 2R MC 
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The read operation is very similar to the 3R case except for two key differences: 

1. All read wordlines are initially low unlike step 1 of the 3R case in which they 

were all high. This keeps all the “read” relays on (R0 and R1 in this case).  

2. The selected rwl is driven to VDD (step 4 of the 3R case drove it to 0V). 

The steps involved in reading from the 2R MC can be followed using Figure 4.11 

below.17 In the case of reading from a cell storing a 0 and assuming that the extrinsic 

capacitance is much larger than the intrinsic one (C0>>Cint,0 in this case), when the 

selected rwl is driven to VDD, the “read” relay turns off (rwl[0] and R0). There is no 

path from VDD to rbl_out keeping it discharged when the Rread relay turns on as can 

be seen from the left half of Figure 4.11. When reading from a cell storing a 1 and 

regardless of the ratio between the extrinsic and intrinsic capacitors, when the 

selected rwl is driven to VDD, the “read” relay remains on (rwl[1] and R1). There is a 

path from VDD to rbl_out and it is charged to VDD once Rread relay turns on as shown 

in the right half of Figure 4.11.  

                                                             
17 As done for Figure 4.6, the simulation of Figure 4.11 was done using the verilogA model developed 
in [3]. 



56 Relay Memories 
 

 

 
Figure 4.11: 2R MC read simulation for reading a 0 (left) and reading a 1 (right) 

 

As mentioned at the beginning of this section, during the read operation of 

the 2R MC, the cell’s internal node will experience a glitch due to the coupling 

between the read wordline and the internal node via Cint. Figure 4.12 shows this 

glitch for some extrinsic capacitor value, displaying that the internal node rises by ∆ 

from its initial voltage Vinit, when a rising step is placed on rwl. Without the extrinsic 

capacitor C—i.e., for a completely floating internal node—a rising step on rwl will 
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completely propagate to the cell’s internal node causing Vgb across the read relay to 

remain unchanged. Since the read relay is initially on, reading a 1 is successful even 

without an extrinsic C because the read relay will remain on due to this unchanged 

Vgb. However, in reading a 0, the lack of an extrinsic C keeps the read relay on 

instead of turning it off, causing an improper operation. Thus, the ability to read a 0 

successfully, sets a lower bound on the value of C—i.e., when reading from a cell 

storing a 0 and to be able to turn the “read” relay off, its body node, in the worst 

case, can only swing by Vpo.18 Utilizing the capacitive divider function at the body 

node, the value for the extrinsic capacitor evaluates to: 

 
𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚 = 𝐶𝐶𝑔𝑔𝑔𝑔 �

𝑉𝑉𝐷𝐷𝐷𝐷
𝑉𝑉𝑝𝑝𝑝𝑝

− 1� (4.13) 

 

rwl

rbl_top

rbl_bot

C

Cint

Vinit
Vinit+Δ0

VDD

 
Figure 4.12: 2R MC internal node glitch 

                                                             
18 Since 𝑉𝑉𝑔𝑔𝑔𝑔 ,𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 ≤ 𝑉𝑉𝑝𝑝𝑝𝑝when reading from a cell storing a 0 and due to 𝑉𝑉𝑔𝑔𝑔𝑔 ,𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝑉𝑉𝐷𝐷𝐷𝐷 , the maximum 
swing allowed on the body node is ∆𝑉𝑉𝐵𝐵,𝑚𝑚𝑚𝑚𝑚𝑚 = 𝑉𝑉𝑝𝑝𝑝𝑝 .  
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4.4.4 Area, Throughput, and Read & Write Energies 

As done for the 3R case, the stick diagram of Figure 4.13 for the 2R design provides 

the dimensions and allows estimating its area. 

wbl[0]rbl[0] wbl[1]rbl[1]

wwl[0]

rwl[0]

rwl[1]

wwl[1]

1.5λ + 12λ + 3λ + Wcap + 3λ + 8λ + 1.5λ 
=> 29λ + Wcap

1.5λ + (4λ +L + 2λ)+ 1.5λ 
=> 9λ + L

Legend
Gate layer     M2 layer
Channel layer     Body layer
S/D, M1 layer     Via

 
Figure 4.13: Stick diagram for estimating area 

 

The area of the cell can be expressed as: 

 𝐴𝐴𝐴𝐴𝐴𝐴𝑎𝑎2𝑅𝑅 = �29𝜆𝜆 + 𝑊𝑊𝑐𝑐𝑐𝑐𝑐𝑐 � × (9𝜆𝜆 + 𝐿𝐿) (4.14) 

Here 𝑊𝑊𝑐𝑐𝑐𝑐𝑐𝑐 = 𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚 /�𝐶𝐶𝑝𝑝−𝑝𝑝 ,𝑐𝑐𝑐𝑐𝑐𝑐 ∙ 𝐿𝐿� refers to the width of the extrinsic capacitor, Cmin, 

with the material used to build it having a capacitance per unit area of Cp-p,cap. 
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 The read and write throughputs are similar to the 3R design except that one 

less relay reduces the read BL electrical delay (tp,RBL) and the parallel combination of 

Cmin and Cint (Figure 4.9) slightly increases the write BL electrical delay (tp,WBL). 

 𝐹𝐹𝐹𝐹𝐹𝐹𝑞𝑞2𝑅𝑅,𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 =
1

�𝑡𝑡𝑝𝑝 ,𝑜𝑜𝑜𝑜 + 𝑡𝑡𝑝𝑝 ,𝑜𝑜𝑜𝑜𝑜𝑜 + 𝑡𝑡𝑝𝑝 ,𝑅𝑅𝑅𝑅𝑅𝑅−2𝑅𝑅�
 

𝐹𝐹𝐹𝐹𝐹𝐹𝑞𝑞2𝑅𝑅,𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 =
1

�2𝑡𝑡𝑝𝑝 ,𝑜𝑜𝑜𝑜 + 𝑡𝑡𝑝𝑝 ,𝑊𝑊𝑊𝑊𝑊𝑊−2𝑅𝑅�
 

(4.15) 

The read energy can be expressed as in equation 4.9 (repeated below), but 

has different WL and BL components (due to Cmin on rwl and one less relay on rbl). 

 𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 ,2𝑅𝑅 = 𝑁𝑁��𝐶𝐶𝑊𝑊𝑊𝑊 ,𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 + 𝐶𝐶𝐵𝐵𝐵𝐵�𝑉𝑉𝐷𝐷𝐷𝐷2 � (4.16) 

Since rwl sees the series combination of Cint and Cmin, CWL,read can be modified to 

𝐶𝐶𝑊𝑊𝑊𝑊 ,𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 = �𝐶𝐶𝑔𝑔𝑔𝑔𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚 /�𝐶𝐶𝑔𝑔𝑔𝑔+𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚 �� + �𝐶𝐶𝑝𝑝𝑝𝑝𝑊𝑊𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 𝑊𝑊𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 + 2𝐶𝐶𝑓𝑓𝑓𝑓𝑊𝑊𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 � with Wcell being 

expressed as in Figure 4.13. Much like the 3R cell, CBL can be expressed as: 

 
𝐶𝐶𝐵𝐵𝐵𝐵 =

1
2𝑁𝑁

�𝑁𝑁𝑁𝑁𝐵𝐵𝐵𝐵 ,𝑡𝑡𝑡𝑡𝑡𝑡 + ��2𝐶𝐶𝑑𝑑𝑑𝑑 + 𝑖𝑖�2𝐶𝐶𝑑𝑑𝑑𝑑 + 𝐶𝐶𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 −𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ,𝐵𝐵𝐵𝐵��
𝑁𝑁−1

𝑖𝑖=0

� (4.17) 

Here, 𝐶𝐶𝐵𝐵𝐵𝐵 ,𝑡𝑡𝑡𝑡𝑡𝑡 = 2𝐶𝐶𝑑𝑑𝑑𝑑 + 𝑁𝑁𝐶𝐶𝑑𝑑𝑑𝑑 + 𝑁𝑁𝐶𝐶𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 −𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ,𝐵𝐵𝐵𝐵  is the modified total capacitance on the 

bitline that switches when the accessed cell stores a 1. Since the length of the cell 

remains unchanged from the 3R MC, Cwire-cell,BL also remains unchanged. 

 The write energy for the 2R MC has the same expression as equation 4.11. 

However, expressions for CWL and the “internal” capacitance need modifications due 
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to a different Wcell and added Cmin, respectively. Since the cell’s length has not 

changed, CBL,write remains unchanged. Assuming that a 2VDD supply is available: 

 𝐸𝐸𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 ,2𝑅𝑅 = 𝑁𝑁 ��𝐶𝐶𝑊𝑊𝑊𝑊 +
1
4
𝐶𝐶𝐵𝐵𝐵𝐵,𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 +

1
4
𝐶𝐶𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 � 𝑉𝑉𝐷𝐷𝐷𝐷2 � (4.18) 

Since only Wcell has changed, CWL maintains the same expression as for the 3R case, 

but with 𝑊𝑊𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = 29𝜆𝜆 + 𝑊𝑊𝑐𝑐𝑐𝑐𝑐𝑐 . Remembering that during the write operation, Cmin 

and Cint appear in parallel (Figure 4.9), 𝐶𝐶𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝐶𝐶𝑔𝑔𝑔𝑔 + 𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚 . Note that CWL in the 

read and write energy expressions for the 3R case is the same, but this is not the 

case in the read and write energy expressions for the 2R case. This is again due to 

the capacitive divider from Cint and Cmin that originates during a read in the 2R MC. 

 By examining the energies of the 3R and 2R memory cells (read or write), 

and the expressions for CWL and CBL, it can be seen that the energy component due to 

the WL capacitance is proportional to N while that due to the BL capacitance is 

proportional to N2. This causes the BL component to dominate both the overall read 

and write energies. Since minimized energy is another key goal of memory design, 

techniques that reduce this dominating BL component should also be examined.  

Since devices with longer beam lengths have a lower Vpi and thus require a 

lower VDD for proper operation, the use of such devices can significantly lower the 

total energy. However, longer devices imply a highly increased area and a large 

penalty in terms of density. Thus, another technique that aims to increase the area 
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overhead just slightly yet provides for a drastic decrease in energy needs to be 

realized. Understanding that the bitlines need to swing full-rail during the write 

operation (in order to have a successful write), and do not need to do so during the 

read operation (in order to have a successful read) sets the motivation for 

examining a relay-based sense-amplifier. The next section discusses such a design. 
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4.5  Relay Sense-Amplifier  

As mentioned earlier, a sense-amplifier (SA) can lower the read energy by allowing 

a lower swing on the read BLs and without a significant increase in the overall area 

of the memory array. However, due to the added delay in resolving the final output 

voltage, it also lowers the overall throughput. This section analyzes the structure of 

a relay-based SA and the energy-throughput tradeoffs that it presents. 

 

 

4.5.1 Overall Structure 

Figure 4.14 below displays the relay-based SA design based on the work in [3].  

pre_dis

rbl_out Vswing

pre_dis

VDD

OUT

re_del

re

Vswing

Rpc

Rpd

Reval

 

Figure 4.14: Relay-based sense-amplifier design 
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The left half of Figure 4.14 has the same column configuration as Figure 4.3 except it 

uses Vswing instead of VDD. The three relays in the right half implement the SA. 

 

 
4.5.2 Read Operation 

During the read operation, the left half of Figure 4.14 keeps the same functionality 

as before, except that rbl_out is driven to a lower voltage, Vswing19 (instead of VDD) 

when the accessed cell stores a 1. Thus, only the right half of Figure 4.14 needs 

analysis. The steps below outline the process and are illustrated in Figure 4.15.20 

1. The pre_dis signal is pulsed high, turning on the “pre-charge” relay Rpc in 

order to charge the out node to VDD. Note that when pre_dis goes high, rbl_out 

gets discharged to 0V and turns on the “evaluation” relay, Reval21. 

2. The pre_dis signal falls, turning off Rpc making out and rbl_out nodes float. 

3. The accessed cell is allowed to evaluate, causing rbl_out to either stay at 0V 

or charge up to Vswing once the re signal goes high. 

4. The re_del signal, which is a delayed version of the re signal, goes high 

turning on the “pull-down” relay, Rpd. 

                                                             
19 The Reval relay can operate at this lower Vswing by making its length longer, thus keeping its Vpi low. 
 
20 As mentioned earlier, the simulation of Figure 4.15 was done using the verilogA model in [3]. 
 
21 In the simulation of figure 4.15, out and rbl_out were initially made to float so the charging and 
discharging effects could be seen. Also, Vswing was chosen to be 200mV for the simulation. 
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If the accessed cell stored a 0, rbl_out would remain at 0V keeping Reval turned on. 

This would cause the out node to fall to 0V since both Reval and Rpd would be on as 

can be seen in the left half of Figure 4.15. But, if the accessed cell stored a 1, rbl_out 

would charge up to Vswing, causing Reval to turn off. This would keep the out node at 

its pre-charged value of VDD since no path would exist from out to ground as shown 

in the right half of Figure 4.15. The added delay from this sense-amp structure is 

thus one extra turn-off delay (originating from Reval having to turn-off). 

 
Figure 4.15: SA read simulation for reading a 0 (left) and reading a 1 (right) 
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4.5.3 Energy-Throughput Tradeoffs 

Since only one extra turn-off delay is added to the read throughput, it becomes: 

 𝐹𝐹𝐹𝐹𝐹𝐹𝑞𝑞3𝑅𝑅(2𝑅𝑅),𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 =
1

�𝑡𝑡𝑝𝑝 ,𝑜𝑜𝑜𝑜 + 2𝑡𝑡𝑝𝑝 ,𝑜𝑜𝑜𝑜𝑜𝑜 + 𝑡𝑡𝑝𝑝 ,𝑅𝑅𝑅𝑅𝑅𝑅−3𝑅𝑅(2𝑅𝑅)�
 (4.19) 

As can be seen, the throughput degrades by tp,off. Similarly, the only modification to 

the read energy comes from the bitlines swinging by the reduced Vswing (ignoring the 

input capacitance of SA). Thus, equations 4.9 and 4.16 can be expressed as: 

 𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 = 𝑁𝑁�𝐶𝐶𝑊𝑊𝑊𝑊𝑉𝑉𝐷𝐷𝐷𝐷2 + 𝐶𝐶𝐵𝐵𝐵𝐵𝑉𝑉𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠2 � (4.20) 

Since there haven’t been any design changes within the memory structure 

itself, the expressions for CWL and CBL also remain unchanged from their 3R and 2R 

discussions from sections 4.3.4 and 4.4.4, respectively.22 As was the case with the 6T 

CMOS SRAM, for simplicity, the energy of the relay-based SA will not be taken into 

account and only the energy from the memory arrays will be compared. 

With this, the analysis of all of the key components within a memory 

architecture has been completed. Therefore, the next section compares the 6T CMOS 

SRAM and the 2R and 3R relay DRAMs with and without the sense-amp in terms of 

the read and write energies (from just the memory array), the area (of just a single 

cell), and the throughput (taking into account the decoder, array, and SA). 

  

                                                             
22 For the 2R design, 𝐶𝐶𝑊𝑊𝑊𝑊 = 𝐶𝐶𝑊𝑊𝑊𝑊 ,𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 . 
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5.1  Relay Memories: Sense-Amp Tradeoff  

Section 4.5 mentioned that the use of an SA can lower the read energy (Eread) 

without much of an increase in the overall area but at the expense of decreasing the 

read throughout (fread). Thus, before comparing the relay memories to the CMOS 

SRAM, this tradeoff must be examined. Figure 5.1 displays fread vs. Eread for the 3R 

and 2R MC designs with and without the SA. The 2R design has a lower Eread than the 

3R design for the same fread due to its lower WL and BL capacitance23 and as fread 

decreases, the difference in Eread between the SA and non-SA cases also decreases. 

                                                             
23 CWL is lower due to the capacitive divider between Cgb and Cmin as well as due to the decreased Wcell 
resulting in a lowered WL wire capacitance. CBL is lower due to the one less relay. 

5 

Results 
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Figure 5.1: Read Throughput vs. Read Energy for SA and non-SA 3R & 2R MCs 

 

To understand the trends of Figure 5.1, Eread must be decomposed into its WL and 

BL components for the SA and non-SA cases. Since the 3R and 2R designs experience 

the same trends, Figure 5.2 shows this decomposition for the 3R design only.  

Since fread and VDD=1.5Vpi are both proportional to 1/L2 (equations 3.10, 3.11, 

and 3.7), it means that at low read throughputs, VDD is also low and approaches 

Vswing=200mV. Due to the decreased difference in VDD and Vswing, the difference in EBL 
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for the SA and non-SA cases is also reduced. Although at higher read throughputs, a 

lower L decreases CBL, the drastic increase in VDD increases EBL for the non-SA case. 

Since Vswing remains constant24, a reduced CBL lowers EBL for the SA case. Lastly, 

increasing VDD increases EWL as WLs swing full rail for both cases. This means that 

the non-SA design is always BL dominated while the SA case is BL dominated for 

low read throughputs and becomes WL dominated at higher read throughputs. 

 
Figure 5.2: Read Throughput vs. BL & WL Read Energy (3R design only) 

                                                             
24 As mentioned earlier, Vswing can remain the same even at higher throughputs by making L of relay 
Reval in Figure 4.14 longer thus keeping its Vpi low. 
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5.2  CMOS and Relay Memories  

Since the read energy is always lower for the same throughput in the SA-based 

designs, relay memories incorporating the sense amplifier will be the ones used for 

comparison with the CMOS SRAM. 

 

 

5.2.1 Area, Read Energy, Read Throughput Tradeoffs 

The left half of Figure 5.3 shows the read energy (Eread) as a function of area 

overhead (ARelay/ACMOS) while the right half shows it as a function of fread for the 

different relay memories and the CMOS SRAM. The read energy of the CMOS SRAM 

(Eread,CMOS) reaches its minimum point at throughputs below ~200MHz, while at this 

same throughput, the 3R design takes ~2/3 of Eread,CMOS with an area overhead of 

~1.6x and the 2R design takes ~1/3 of Eread,CMOS with an area overhead of ~1.3x. For 

applications with less stringent throughput and density requirements (~100-

150MHz), the improvement in energy efficiency offered by relay-based memories 

can be extended by increasing the area overhead to ~2x. 
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Figure 5.3: Area overhead vs. Eread (left) and read throughput vs. Eread (right) 

 

 To support the throughput analysis of section 4.5.3, Figures 5.4 and 5.5 

below both need to be used to demonstrate that the relay memory’s maximum 

frequency of operation as given in equation 4.19 is achievable. Figure 5.4 plots the 

area overhead as a function of the beam length (left) as well as the read throughput 

for that length (right). Relay devices with a beam length of 0.5𝜇𝜇m yield no area 

overhead for the 2R MC and an area overhead of 1.25 for the 3R MC.  Furthermore, 
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this length requires VDD=1.5Vpi of 6V (according to Figure 3.5) and yields a 

maximum frequency of operation (read throughput) of 500MHz for both arrays. 

 
Figure 5.4: L vs. area overhead (left) and L vs. read throughput (right) 

 

Figure 5.5 is a reproduction of Figure 4.15 and uses the verilogA model developed in 

[3] for its simulation; relay devices with a beam length of 0.5𝜇𝜇m are used. First, the 

pre_dis signal pulses, charging the OUT node to 6V, and discharging the rbl_out node 

to 0V. This turns the SA’s Reval relay on. Next, the appropriate read relay is accessed 
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after which the re signal pulses. In reading a 0 (left half of Figure 5.5), since there is 

no path from Vswing to rbl_out, rbl_out stays at 0V keeping Reval on; when the re_del 

signal pulses, OUT discharges to 0V. In reading a 1 (right half of Figure 5.5), there is 

a path from Vswing to rbl_out, causing rbl_out to charge to Vswing. This turns off Reval 

causing OUT to no longer have a path to ground. Thus, it remains at its pre-charged 

value of 6V when re_del pulses. Since the two read operations occur successfully 

with a 2ns period, the memory can operate at its maximum frequency of 500MHz. 

 
Figure 5.5: Consecutive reads occurring at the maximum theoretical throughput 
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5.2.2 Area, Write Energy, Throughput Tradeoffs 

As done for the read energy, Figure 5.6 shows the write energy (Ewrite) as a function 

of area overhead and write throughput (fwrite) for the relay and CMOS memories. 

Note that for a given fwrite, 𝐸𝐸𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 ,3𝑅𝑅 ≈ 𝐸𝐸𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 ,2𝑅𝑅 . This is because the full swinging 

write bitline capacitance (CBL,write) dominates Ewrite with CBL,write,3R=CBL,write,2R.25 As 

with Eread,CMOS, Ewrite,CMOS begins leveling off at ~200MHz, but unlike in the read case, 

the relay designs, at this same throughput, exhibit ~6x larger Ewrite with an area 

overhead of ~1.5x (3R) and ~1.2x (2R). However, as with read energy, designs with 

less stringent throughput requirements can obtain lower Ewrite using relay-based 

memories by increasing their area overhead to ~2x or even ~3x. 

                                                             
25 This is unlike Eread in which the read bitline capacitance was different due to the one less relay. 
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Figure 5.6: Area overhead vs. Ewrite (left) and write throughput vs. Ewrite (right) 
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6.1  Summary of Results  

In this work, IC design using NEM relays was evaluated through the analysis of 

energy efficiency improvements beyond the limitations of CMOS technology. Thus, 

the sub-threshold regime of operation in CMOS circuits was examined while 

introducing its dynamic and leakage energy models. The tradeoff in these energies 

was analyzed through VDD and Vth scaling. However, the sub-threshold leakage 

limited further Vth scaling, causing current CMOS designs to be limited by their total 

power consumption. With the NEM relay’s zero off-state leakage, it provided for a 

potential solution to overcome this limitation. Therefore, its structure as well as its 

6 

Conclusion 
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pull-in and pull-out operations were examined to allow for the design of relay-based 

circuits. 

 Since a complete system requires computational, memory, and I/O blocks, a 

relay-based full-adder was initially reviewed from the work in [3] and benchmarked 

to a CMOS Sklansky adder in terms of area, throughput, and energy. The relay-based 

design had an order of magnitude improvement in energy over the CMOS design 

without any area overhead. This was because the increased area of a single relay 

device was offset through logic optimization that reduced the overall number of 

relay devices within the adder. Furthermore, the upscaling of CMOS transistors 

dependent on the load capacitance being driven also reduced the area overhead 

when designing relay-based computational blocks. This is because as the load 

capacitance increases, CMOS gates also need to be sized up in order to keep delay at 

its minimum; however, relay devices are dominated by their mechanical delay, and 

increasing the load capacitance without any upscaling has little effect on the overall 

delay. Thus, when driving large loads, the area overhead is even less pronounced 

due to the larger CMOS gates and the relatively unchanged size of the relay gates.  

CMOS memories however, are already highly dense with very few 

transistors, limiting logic optimization. The issue is further exacerbated because 

unlike computational blocks whose delay was largely set by the load capacitance, 

CMOS memories are parasitic-delay dominated and do not yield the same 
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improvements in the overall delay when upscaling the transistors. As a result, the 

transistors in CMOS memories are usually sized to be as small as possible. 

Understanding these challenges and with density being a critical issue in memory 

structures, the main goal of this research involved designing relay-based memories 

while ensuring little or no area penalty.  

Two relay-based memory designs were presented (3R and 2R) with an 

analysis of their read and write operations. This was followed by assessing their 

area overhead, achievable throughput, and their read and write energy 

consumption. By slightly reducing the throughput and slightly increasing the overall 

area, the read energy of these structures can be significantly reduced, thus 

motivating the implementation of a relay-based sense amplifier. The complete 

memory architecture was then benchmarked to a standard 6T CMOS SRAM also in 

terms of area, throughput, and energy. The read energy of the relay-based designs 

was nearly 3x lower than CMOS with only a 20% area overhead while the write 

energy remained the same with an area overhead of 2x. Despite the increased area 

overhead, applications restricted by their total power consumption but with less 

stringent throughput and density requirements can significantly benefit from the 

use of relay-based architectures. Furthermore, with the energy efficiency benefits 

achievable for digital computation and memory structures, NEM relay devices can 

provide a means to overcome the limitations imposed by CMOS technology. 
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6.2  Future Work  

The relay-adder and the 3R MC were used to tape-out a chip to test the functionality 

and performance of these structures. The full-adder was used for 1-bit, 2-bit, 4-bit, 

and 8-bit adders in a ripple-carry configuration while the 3R MC was used to 

construct a 16-bit array. With fabrication and reliability issues being resolved, the 

energy-throughput measurements taken from the chip will more accurately predict 

the tradeoffs between relay-based and CMOS designs. The 2R MC benefits over the 

3R MC will also need to be realistically examined, requiring another test chip.  

These test chips are only an initial step in determining the benefits of these 

relay devices with the eventual objective of this research being the design of a 

complete relay-based microcontroller. Thus, the design techniques of logic 

optimization for computational blocks (enabling a 10x improvement in energy) and 

concepts of NEM relay operation for memory structures (enabling a 3x 

improvement in energy) will need to be extended to other building blocks. These 

include arithmetic logic units (also incorporating multipliers), other types of 

memories (combination of DRAMs and SRAMs), interface modules between these 

structures (serial and parallel buses), as well as various I/O structures. By achieving 

similar energy efficiency improvements in the design of all these structures, NEM 

relay technology may become a viable alternative to CMOS technology. 
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This section serves to provide an understanding of the noise margins (NM) of digital 

relay circuits. More specifically, it first establishes how noise margins for a relay 

circuit are defined and then explains the constraints on the supply voltage (VDD) that 

must be met for proper circuit functionality. 

 The low and high noise margins (NML and NMH, respectively) for a relay 

circuit can be defined by examining the DC transfer characteristic of a relay-based 

“buffer.” Figure A.1 shows the circuit schematic of the relay buffer (left) and its 

properly functioning DC transfer curve (right). The buffer uses a “PMOS” relay to 
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pull the output node down to 0V and an “NMOS” relay to pull the output node up to 

VDD.26  

VDD

VDD

IN OUT

 

 
Figure A.1: The relay buffer (left) and its DC transfer characteristic (right) 

 

When ramping the input node (Vin) from 0V to VDD, the transfer characteristic can be 

understood by examining the mode of operation of each device: 

 

𝑉𝑉𝑜𝑜𝑜𝑜𝑜𝑜 =

⎩
⎨

⎧
    0   𝑓𝑓𝑓𝑓𝑓𝑓   0 ≤ 𝑉𝑉𝑖𝑖𝑖𝑖 ≤ 𝑉𝑉𝑝𝑝𝑝𝑝                       (𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜𝑜𝑜,𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑜𝑜𝑜𝑜)
𝑉𝑉𝐷𝐷𝐷𝐷

2
  𝑓𝑓𝑓𝑓𝑓𝑓   𝑉𝑉𝑝𝑝𝑝𝑝 ≤ 𝑉𝑉𝑖𝑖𝑖𝑖 ≤ 𝑉𝑉𝐷𝐷𝐷𝐷 − 𝑉𝑉𝑝𝑝𝑝𝑝     (𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜,𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑜𝑜𝑜𝑜)

𝑉𝑉𝐷𝐷𝐷𝐷   𝑓𝑓𝑓𝑓𝑓𝑓    𝑉𝑉𝐷𝐷𝐷𝐷 − 𝑉𝑉𝑝𝑝𝑝𝑝 ≤ 𝑉𝑉𝑖𝑖𝑖𝑖 ≤ 𝑉𝑉𝐷𝐷𝐷𝐷     (𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜,𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑜𝑜𝑜𝑜𝑜𝑜)

� (A.1) 

Similarly, ramping Vin from VDD down to 0V yields: 
                                                             
26 Note that in traditional CMOS gates, a PMOS transistor is usually not used as a “pull-down” device 
due to its inability to pull the output node all the way down to 0V. However, a “PMOS” relay, when 
used as a pull-down device, can pull the output node all the way down to 0V. This is because the 
CMOS-based PMOS transistor’s turn-on and turn-off characteristics are set by VGS as opposed to VGB 
for a relay-based PMOS transistor. For the same reason, an “NMOS” relay can be used as a “pull-up” 
device and is able to fully pull the output node up to VDD, unlike the CMOS-based NMOS transistor. 

Vout 

VPI VPO VDD-VPI VDD-VPO VDD 
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𝑉𝑉𝑜𝑜𝑜𝑜𝑜𝑜 =

⎩
⎨

⎧
    𝑉𝑉𝐷𝐷𝐷𝐷    𝑓𝑓𝑓𝑓𝑓𝑓   𝑉𝑉𝐷𝐷𝐷𝐷 − 𝑉𝑉𝑝𝑝𝑝𝑝 ≤ 𝑉𝑉𝑖𝑖𝑖𝑖 ≤ 𝑉𝑉𝐷𝐷𝐷𝐷  (𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜,𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑜𝑜𝑜𝑜𝑜𝑜)
𝑉𝑉𝐷𝐷𝐷𝐷

2
  𝑓𝑓𝑓𝑓𝑓𝑓   𝑉𝑉𝑝𝑝𝑝𝑝 ≤ 𝑉𝑉𝑖𝑖𝑖𝑖 ≤ 𝑉𝑉𝐷𝐷𝐷𝐷 − 𝑉𝑉𝑝𝑝𝑝𝑝     (𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜,𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑜𝑜𝑜𝑜)

0  𝑓𝑓𝑓𝑓𝑓𝑓  0 ≤ 𝑉𝑉𝑖𝑖𝑖𝑖 ≤ 𝑉𝑉𝑝𝑝𝑝𝑝                             (𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜𝑜𝑜,𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑜𝑜𝑜𝑜)

� (A.2) 

The “staircase” shape of the transfer curve exists only for VDD>Vpi+Vpo, causing NML 

and NMH to equal Vpo as illustrated in Figure A.1. For values of VDD<Vpi+Vpo, the NM 

begins to decrease to values below Vpo. This is because at VDD=Vpi+Vpo, the Vpi point 

in Figure A.1 becomes the VDD-Vpo (=Vpi+Vpo-Vpo) point and the Vpo point becomes 

the VDD-Vpi (=Vpi+Vpo-Vpi) point. For further reductions in VDD, the VDD-Vpo and VDD-

Vpi points “fold over” the Vpi and Vpo points, respectively, reducing the NM to below 

Vpo. In the extreme case, for VDD=Vpi, Figure A.2 shows that the Vpi point becomes the 

VDD point and the VDD-Vpi point becomes 0, completely eliminating NML and NMH: 

 

Figure A.2: Relay buffer’s DC transfer characteristic for VDD=Vpi (NML=NMH=0) 

Vout 

VDD-VPI=0 VDD=VPI 

VDD 

NML=0 NMH=0 

Vin 
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As done earlier, the transfer characteristic of Figure A.2 can also be understood by 

examining the mode of operation of each device in the relay buffer. The “VDD/2” 

portion of Figure A.1 no longer exists in Figure A.2 because there is no voltage at 

which both the NMOS and PMOS relays are on. More specifically, when ramping Vin 

from 0V to VDD (=Vpi), like Figure A.1, the PMOS relay is initially on and the NMOS 

relay is initially off. The NMOS relay only turns on for 𝑉𝑉𝑖𝑖𝑖𝑖 ≥ 𝑉𝑉𝑝𝑝𝑝𝑝 , but the PMOS relay 

is no longer on for this voltage range.27 Similarly, when ramping Vin down from VDD 

(=Vpi) to 0V, the NMOS relay is initially on and the PMOS relay is initially off (like 

Figure A.1). The PMOS relay only turns on for 𝑉𝑉𝑖𝑖𝑖𝑖 ≤ 𝑉𝑉𝐷𝐷𝐷𝐷 − 𝑉𝑉𝑝𝑝𝑝𝑝 , but the NMOS relay is 

no longer on for this voltage range.28 Therefore, to maintain proper circuit 

functionality and have any NM, VDD should be chosen to be greater than Vpi.  

Using the concepts illustrated in Figures A.1 and A.2 and from the discussion 

above, an expression for NM as a function of VDD for the relay buffer results in: 

 
𝑁𝑁𝑁𝑁 = �

  𝑉𝑉𝐷𝐷𝐷𝐷 − 𝑉𝑉𝑝𝑝𝑝𝑝   𝑓𝑓𝑓𝑓𝑓𝑓   𝑉𝑉𝑝𝑝𝑝𝑝 ≤ 𝑉𝑉𝐷𝐷𝐷𝐷 ≤ 𝑉𝑉𝑝𝑝𝑝𝑝 + 𝑉𝑉𝑝𝑝𝑝𝑝
𝑉𝑉𝑝𝑝𝑝𝑝         𝑓𝑓𝑓𝑓𝑓𝑓       𝑉𝑉𝐷𝐷𝐷𝐷 ≥ 𝑉𝑉𝑝𝑝𝑝𝑝 + 𝑉𝑉𝑝𝑝𝑝𝑝

� (A.3) 

Figure A.3 below plots the above expression and can be used to find the minimum 

VDD that ensures a sufficient noise margin. For VDD=Vpi, the noise margin is 0 while 
                                                             
27 If VDD=Vpi, when ramping Vin up, Vin reaches the VDD-Vpo point in Figure A.1 before the Vpi point. The 
PMOS relay turns off for 𝑉𝑉𝑖𝑖𝑖𝑖 ≥ 𝑉𝑉𝐷𝐷𝐷𝐷 − 𝑉𝑉𝑝𝑝𝑝𝑝 . Thus, when Vin reaches Vpi, the NMOS relay turns on while 
the PMOS relay remains off. 
 
28 If VDD=Vpi, when ramping Vin down, Vin reaches the Vpo point in Figure A.1 before the VDD-Vpi point. 
The NMOS relay turns off for 𝑉𝑉𝑖𝑖𝑖𝑖 ≤ 𝑉𝑉𝑝𝑝𝑝𝑝 . Thus, when Vin reaches VDD-Vpi, the PMOS relay turns on while 
the NMOS relay remains off. 
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for VDD>Vpi+Vpo, the noise margin is Vpo. For the beam lengths of interest in this 

work, Vpi+Vpo can be approximated to be 1.5Vpi. Thus, in this work VDD has been set 

to 1.5Vpi. 

 
Figure A.3: Noise margin as a function of supply voltage 
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This section serves to detail how the dimensions for the area of the relay memories 

were calculated. More specifically, it will illustrate the assumptions used for the 

spacing between the relay device’s contacts. 

 For 𝜆𝜆 = 𝑊𝑊/2 with W being the width of the relay’s channel (as illustrated in 

Figure 3.1), Figure B.1 below shows the complete dimensions of the relay assumed 

in this thesis. The channel width is 2𝜆𝜆 by definition and the S/D contacts and the 

anchor are each 4𝜆𝜆 × 4𝜆𝜆. The spacing on either side of the channel is 1𝜆𝜆 with respect 

to the edges of the S/D regions. Although not shown in Figure B.1, the minimum 

spacing between any two adjacent paths or tracks on the same layer has been 

assumed to be 3𝜆𝜆 (e.g. M1-M1 minimum spacing = M2-M2 minimum spacing = 3𝜆𝜆). 

 

Appendix B: Relay 
Dimensions 
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With these assumptions, the dimensions for the area calculations in Figures 4.7 and 

4.13 can be evaluated. 

 

Figure B.1: Relay dimensions and contact spacing 
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