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Dedication
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amount he knows about computers never ceases to surprise me. Perhaps one day he will decide to
use a computer, at which point I would be thrilled to recommend him a few recommender systems!
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Abstract

We present algorithms, models and systems based on Eigentaste 2.0, a patented constant-time
collaborative filtering algorithm developed by Goldberg et. al. [16]. Jester 4.0 is an online joke
recommender system that uses Eigentaste to recommend jokes to users: we describe the design
and implementation of the system and analyze the data collected. Donation Dashboard 1.0 is a
new system that recommends non-profit organizations to users in the form of portfolios of
donation amounts: we describe this new system and again analyze the data collected. We also
present an extension to Eigentaste 2.0 called Eigentaste 5.0, which uses item clustering to increase
the adaptability of Eigentaste while maintaing its constant-time nature. We introduce a new
framework for recommending weighted portfolios of items using relative ratings as opposed to
absolute ratings. Our Eigentaste Security Framework adapts a formal security framework for
collaborative filtering, developed by Mobasher et. al. [33], to Eigentaste. Finally, we present
Opinion Space 1.0, an experimental new system for visualizing opinions and exchanging ideas.
Using key elements of Eigentaste, Opinion Space allows users to express their opinions and
visualize where they stand relative to a diversity of other viewpoints. We describe the design and
implementation of Opinion Space 1.0 and analyze the data collected. Our experience using
mathematical tools to utilize and support the wisdom of crowds has highlighted the importance of
incorporating these tools into fun and engaging systems. This allows for the collection of a great
deal of data that can then be used to improve or enhance the systems and tools. The systems
described are all online and have been widely publicized; as of May 2009 we have collected data
from over 70,000 users. This master’s report concludes with a summary of future work for the
algorithms, models and systems presented.
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1 Introduction

In this age of the Internet, information is abundant. In fact, it is so abundant that “information
overload” is increasingly common. Recommender systems aim to reduce this problem by
predicting the information that is likely to be of interest to a particular user and recommending
that information. A collaborative filtering system is a recommender system that uses the likes
and dislikes of other users in order to make its predictions and recommendations, as opposed to
content-based filtering that relies on the content of the items.

Eigentaste 2.0 is a patented constant-time collaborative filtering algorithm developed by Goldberg
et. al. [16]. In this report we present a number of algorithms, models and systems based on
Eigentaste: Jester 4.0, Donation Dashboard 1.0, Eigentaste 5.0, a framework for recommending
weighted portfolios of items using relative ratings, the Eigentaste Security Framework and
Opinion Space 1.0. We will describe each algorithm, model and system, as well as describe our
analysis of data collected from our systems.

Jester is an online joke recommender system that uses Eigentaste to recommend jokes to users,
developed alongside Eigentaste by Goldberg et. al. Jester 4.0 is our new version of Jester that we
architected from the ground up and released in November 2006; as of May 2009 it has collected
over 1.7 million ratings from over 63,000 users. Jester 4.0 has been featured on Slashdot, the
Chronicle of Higher Education, the Berkeleyan and other publications (see Appendix F for the
articles).

Donation Dashboard is a second application of Eigentaste to the recommendation of non-profit
organizations, where recommendations are in the form of portfolios of donation amounts. We
released Donation Dashboard 1.0 in April 2008, and it has since collected over 59,000 ratings from
over 3,800 users. It has been featured on ABC News, MarketWatch, Boing Boing and notable
philanthropy news sources such as the Chronicle of Philanthropy and Philanthropy News Digest
(see Appendix F).

Eigentaste 5.0 is an an extension to the Eigentaste 2.0 algorithm that uses item clustering to
increase its adaptability while maintaining its constant-time nature. Our new framework for
recommending weighed portfolios of items using relative ratings avoids the biases inherent in
absolute rating systems. The Eigentaste Security Framework is an adaptation to Eigentaste of a
formal framework for modeling attacks on collaborative filtering systems developed by Mobasher
et. al. [33].

Finally, Opinion Space is a new system that builds upon our work with collaborative filtering
systems by using key elements of the Eigentaste algorithm for the visualization of opinions and
exchange of ideas. It allows users to express their opinions and visualize where they stand relative
to a diversity of other viewpoints. Opinion Space 1.0 was released on April 22, 2009 and has
collected over 18,000 opinions from over 3,700 users. It has been featured by publications
including Wired and the San Francisco Chronicle (see Appendix F).
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2 Background

As described in Section 1, recommender systems predict information that is likely to be of interest
to a particular user and recommend that information. A collaborative filtering system is a kind of
recommender system that makes its predictions and recommendations using the preferences of
other users.

Eigentaste 2.0, also referred to simply as Eigentaste, is a constant-time collaborative filtering
algorithm that collects real-valued ratings of a “gauge set” of items that is rated by all users [16].
This gauge set consists of the highest variance items in the system, as this allows for the quick
identification of other users with similar preferences.

By requiring all users to rate the gauge set of items, Eigentaste 2.0 handles the cold start problem
for new users. It is a common problem in collaborative filtering systems where a lack of
information about new users results in an inability to make good recommendations, but the gauge
set ratings provide that information. This requirement that all users rate the gauge set also
ensures that the gauge set ratings matrix is dense, which allows for a straightforward application
of principal component analysis (described below).

Collecting real-valued, continuous ratings is advantageous for the following reasons: discretization
effects in matrix computations are avoided, taste is captured more precisely, and users find it
easier to provide continuous ratings [16].

Figure 1: Illustration of principal component analysis.

Principal component analysis (PCA) is a mathematical procedure introduced in 1901 by Pearson
[39] and generalized to random variables by Hotelling [23], and it is a key component of the
Eigentaste algorithm. It works by transforming data to a new coordinate system of orthogonal
“principal components,” where the first principal component represents the direction of highest
variance in the data, the second principal component represents the direction of second highest
variance in the data, and so on [24]. It can be used for dimensionality reduction by projection
high-dimensional data points onto a space comprised of only the most primary principal
components, such as the plane consisting of the first and second principal components. One
method of performing PCA involves finding the eigenvectors of the the covariance matrix of the
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data.

Figure 2: Recursive rectangular clustering resulting in 8 clusters.

Eigentaste 2.0 is divided into an offline phase and an online phase. Offline, it first applies PCA to
the ratings matrix of the gauge set, and each user is projected onto the resultant eigenplane
comprised of the first and second principal components. Due to a high concentration of users
around the origin, a median-based algorithm referred to as recursive rectangular clustering is used
on the lower-dimensional space to divide users into clusters (see Figure 2 for an illustration). This
method ensures that cluster cell size decreases near the origin, resulting in evenly populated
clusters.

Online, a new user’s position on the eigenplane is determined in constant time via a dot product
with the principal components that were generated in the offline phase. The user falls into one of
the clusters defined offline, and the predicted rating for user u of item i is the average rating of
item i by user u’s cluster.
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3 Related Work

Collaborative Filtering D. Goldberg et. al. [15] coined the term “collaborative filtering” in
the context of filtering documents by their collective “annotations.” Resnick et. al. [46] describe
GroupLens, a news recommender and one of the earliest collaborative filtering systems developed.
Sarwar et. al. [48] analyze different item-based collaborative filtering algorithms and argue that
they provide better quality and performance than user-based algorithms. Item-based algorithms
generate predictions by measuring similarity between items while user-based algorithms use
similarity between users. Herlocker et al. [21] give an extensive analysis of methods for evaluating
collaborative filtering systems, and Thornton maintains an excellent online survey of the
literature on collaborative filtering: [51]. A few companies that employ collaborative filtering
commercially are Netflix, Amazon, and TiVo. Many new algorithms have been developed as a
result of the Netflix Prize, an ongoing competition for the best collaborative filtering algorithm
using the Netflix dataset.

Eigentaste 2.0 Eigentaste 2.0 specifically scales well because in constant online time, it
matches new users with user clusters that are generated offline. Linden et al. [29] at Amazon use
an item-based collaborative filtering algorithm that scales independent of the number of users and
the number of items. Rashid et al. [45] propose an algorithm, ClustKnn, that combines
clustering (model-based) with a nearest neighbor approach (memory-based) to provide scalability
as well as accuracy. Earlier, Pennock et al. [41] evaluated the method of personality diagnosis,
another technique that combines model-based and memory-based approaches by aiming to
determine a user’s personality type. Deshpande and Karypis [11] evaluate item-based
collaborative filtering algorithms and show that they are up to two orders of magnitude faster
than user-based algorithms.

We deal with rating sparseness in Eigentaste 2.0 by ensuring that all users rate the common set of
items, but there are many alternative solutions to this problem. Wilson et al. [58] approach
sparseness by using data mining techniques to reveal implicit knowledge about item similarities.
Xue et al. [60], on the other hand, fill in missing values by using user clusters as smoothing
mechanisms. Wang et al. [56] fuse the ratings of a specific item by many users, the ratings of
many items by a certain user, and data from similar users (to that user) rating similar items (to
that item) in order to predict the rating of that item by the given user. This approach both deals
with sparsity and combines user-based and item-based collaborative filtering. Herlocker et al. [21]
evaluate several different approaches to dealing with sparseness.

As described in Section 2, Eigentaste 2.0 is well-suited to handle the cold-start problem for new
users. Park et al. [38] use filterbots, bots that algorithmically rate items based on item or user
attributes, to handle cold-start situations. Schein et al. [50] discuss methods for dealing with the
cold-start problem for new items by using existing item attributes, which is symmetric to the
cold-start problem for new users when user attributes are available. Rashid et al. [44] survey six
techniques for dealing with this situation. Cosley et al. [10] investigate the rating scales used with
recommender interfaces.

Other improvements to Eigentaste 2.0 include Kim and Yum’s [25] iterative PCA approach that
eliminates the need for a common set of items. Lemire’s [28] scale and translation invariant
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version of the Eigentaste 2.0 algorithm improves NMAE performance by 17%.

Jester Many websites provide large databases of jokes, such as as Comedy Central’s Jokes.com
and JibJab’s JokeBox; however, none of them provide user-specific recommendations. Ziv [63]
categorize taste in humor using predefined categories, while we avoid such categories with
Eigentaste and rely solely on user ratings. The International Journal of Humor Research [36]
investigates the understanding of humor.

We use item similarity metrics in order to analyze data collected from Jester. Vozalis and
Margaritis [54], as well as Ding et al. [12], compare the prediction errors resulting from using
adjusted cosine similarity and Pearson correlation as item similarity metrics. Sarwar et al. [48],
referenced earlier, also compare the cosine similarity in addition to the first two. Herlocker et al.
[20] compare prediction errors resulting from using mean squared difference, Spearman rank
correlation, and Pearson correlation as user similarity metrics.

Donation Dashboard There are also many websites and organizations that provide
information about non-profit organizations, such as GuideStar, Charity Navigator, the BBB Wise
Giving Alliance and the American Institute of Philanthropy. These websites provide a wealth of
information about any specific non-profit organization and also provide rankings to make it easier
for people to find the best non-profit organizations to donate to. Charity Navigator, for example,
features top ten lists of non-profit organizations; however, user-specific recommendations are not
available.

There are several existing examples of recommender systems that form an implicit portfolio of
recommendations that may include items already rated by the user. In music recommenders, for
example, the collection of songs can be implicitly viewed as a portfolio of recommendations,
weighted by the frequency at which each song will be played. Anglade et. al. present a
graph-based approach to create personalized music channels that broadcast the music shared by
community members in a peer-to-peer fashion [2].

Ali and van Stam describe the TiVo recommender system in [1] and propose the idea of
portfolio-based recommendations, arguing that the system should strive to recommend the best
set of items as opposed to maximizing the probability that individual items will each be rated
highly. Recommendation lists generated by the latter strategy tend to exhibit low levels of
diversification; that is, items of the user’s favorite and/or most frequently rated genre are
recommended more frequently, commonly referred to as the portfolio effect. Ziegler et al. study
ways of mitigating the portfolio effect by improving topic diversification in recommendation lists
[62]. They model and analyze properties of recommendation lists, including a metric for intra-list
similarity that quantifies the list’s diversity of topics. Zhang and Hurley [61] model the goals of
maximizing diversity while maintaing similarity as a binary optimization problem and seek to find
the best subset of items over all possible subsets.

While most recommender systems are “single-shot,” conversational recommender systems utilize
dialog between the system and the user, allowing users to continually refine their queries. Like
Donation Dashboard, conversational recommenders will often present items that have been
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previously recommended. Recent papers on conversational recommender systems include:
[18, 59, 6, 52]. McGinty and Smyth consider various forms of user feedback in [31].

We also label the rating scale of Donation Dashboard in a specific way so as to encourage higher
variance in ratings. More generally, Cosley et al. [10] investigate the rating scales used with
recommender interfaces and the effects of their designs on user actions.

Eigentaste 5.0 Related to our usage of item clustering in Eigentaste 5.0, Quan et al. [43]
propose a collaborative filtering algorithm that adds item clusters to a user-based approach: when
predicting an item’s rating for a user, it looks at similar users with respect to ratings within that
item’s cluster. George and Merugu [14] use Bregman co-clustering of users and items in order to
produce a scalable algorithm. Vozalis and Margaritis [55] compare other algorithms that combine
user-based and item-based collaborative filtering.

Ziegler et al. [62], as cited above, propose a new metric for quantifying the diversity of items in a
recommendation list that is used to address the portfolio effect. Konstan et al. [26] extend this
work to apply recommender systems to information-seeking tasks. While these works improve
user satisfaction by increasing topic diversity in recommendation lists, we do with Eigentaste 5.0
by dynamically reordering recommendations in response to new ratings.

Recommending Weighted Item Portfolios Using Relative Ratings In Section 7 we
introduce a new graphical model for collaborative filtering motivated by social choice theory or
group decision theory. Hochbaum and Levin derive an axiomatic and algorithmic approach to
optimally combine a set of user preferences [22]. This is also known as group ranking, and is a key
problem within group decision theory. The first connection between collaborative filtering and
group decision theory was made by Pennock et. al. [40]. Satzger, B. et. al. present user similarity
metrics that compare various forms of item preference lists [49].

We use relative ratings in our model because rating individual items on an absolute scale has
significant dependencies on the order in which the items are presented; as mentioned earlier,
Herlocker et al. analyze methods for evaluating collaborative filtering systems [21], and one
specific issue discussed is the bias resulting from the order in which items are presented.

Eigentaste Security Framework Lam and Riedl [27] wrote one of the earlier works
describing attacks on collaborative filtering and their effects. More recently, Bryan et. al. [7]
introduced metrics originating in bioinformatics for the unsupervised detection of anomalous user
profiles in collaborative filtering systems. Resnick and Sami [47] analyzed the amount of
(potentially useful) information that must be discarded in order to create a
manipulation-resistant collaborative filtering system. Massa and Avesani [30] described how they
use explicit trust information to affect recommendations, which results in a good defense against
ad hoc user profiles generated by attackers.

Mobasher et. al. present an in-depth analysis of security in recommender systems in [35]. They
have contributed greatly to the area of security in collaborative filtering with the following
papers, as well: [3, 34, 8, 9, 32].
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Opinion Space Freeman’s article [13] provides background on visualization in social network
analysis, from hand-drawn to computer-generated. Viégas and Donath [53] explore two
visualizations based on email patterns, a standard graph-based visualization and a visualization
that depicts temporal rhythms, and find that the latter is much more intuitive. Pang and Lee [37]
review several techniques for gathering and understanding political and consumer opinions. At
Berkeley, Heer and boyd [19] developed the interactive “Vizster” visualization system. Vizster
displays social network users as nodes in a graph; it is based on binary connectivity models and
does not represent gradations of opinion.

The Exploratorium’s “my evidence” project attempts to create collaborative belief maps based on
the various types of evidence that might lead to any belief. “Poligraph” by the Washington Post
maps users onto a two-dimensional plane based on their answers to two political questions, and
allows them to compare their positions with public figures. The Citizen Participation Map by
Studio Mind represents individuals, their opinions and other characteristics. Opposing Views is a
system that lists various issues and arguments both for and again them in an easy to digest
format. KQED’s “You Decide” project is an online “devil’s advocate” that responds to a user’s
beliefs by presenting facts that might sway him or her in the other direction; upon changing
beliefs, facts are presented that might cause the user to change back, and so on.

12



4 Jester (System)

Jester is a online joke recommender: it uses Eigentaste to recommend jokes to users based on
their ratings of the initial gauge set. Goldberg et. al. used jokes as an item class to explore
whether humor could be successfully broken up into different clusters of taste, and whether an
automated system could successfully recommend a funny joke [16]. Further, jokes are particularly
suitable for Eigentaste because all users, without any prior knowledge, are able to evaluate a joke
after reading the text of the joke. Thus, all users are able to rate the “gauge set.”

Figure 3: Screenshot of Jester 4.0, accessible at http://eigentaste.berkeley.edu.

Jester works as follows: users are presented with a set of initial jokes. This set is the “gauge set”
of items in the Eigentaste algorithm 2, where items are now jokes. After they rate this initial set,
Eigentaste uses those ratings to match them with a cluster of other users who have similar
ratings, and recommends the highest rated jokes from that cluster.

4.1 Jester 1.0 through 3.0 Descriptions

Jester 1.0 [17] went online in October 1998, using a nearest neighbor algorithm. It was mentioned
in Wired News on December 2, 1998, and was then picked up by various online news sites. This
resulted in 7,000 registered users by December 25, 1998, and 41,350 page requests, overwhelming
it with traffic.

13
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Goldberg and his students developed Eigentaste in response. Eigentaste is a constant-time
collaborative filtering algorithm as described in Section 2 and therefore highly scalable. Jester 2.0
went online on March 1, 1999, using Eigentaste to handle scalability. Jester 3.0 was the next
version that added various improvements to the user interface and architecture. Between 1999
and 2003, Jester 3.0 was mentioned in publications such as USA Today, and collected 4.1 million
ratings from over 73,000 users; the first dataset is available at:

http://eigentaste.berkeley.edu/dataset

Figure 4: Screenshot of Jester 3.0.

A screenshot of Jester 3.0 is shown in Figure 4.

4.2 Jester 4.0 Description

We developed Jester 4.0 in the Summer of 2006, architected from the ground up based on the
functionality of Jester 3.0. As was mentioned in Section 1, Jester 4.0 was released in November
2006, and as of May 2009 it has collected over 1.7 million ratings from over 63,000 users. The new
version has been featured in various publications, such as Slashdot, the Chronicle of Higher
Education and the Berkeleyan. Appendix A shows selected jokes from the system.

Jester 4.0 was architected using PHP and a MySQL database, along with JavaScript, HTML and
CSS. In addition to the user-facing application, data processing scripts were also written using
PHP. Jester 3.0, on the other hand, was written using C, CGI and HTML. The latest version of
Jester is more automatic than its predecessor: running principal component analysis on Jester 3.0
involved running a few different C scripts, and the process of changing the principal components
in the system involved manually editing a settings file. This whole process was automated in
Jester 4.0 and reduced to a single command. Jester 4.0 also introduces an administration area for
the approval of suggested jokes.

Jester 4.0 and the latest dataset are online at:

http://eigentaste.berkeley.edu
http://eigentaste.berkeley.edu/dataset

Below we describe Jester 4.0 in detail.
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4.2.1 System Usage Summary

When a user enters Jester 4.0, he or she is presented with a short description of the system and
can click on “Show Me Jokes!” to begin viewing jokes. The user is then presented with jokes one
at a time; upon rating one joke the next joke is shown. The first set shown is the “gauge set” of
jokes, as decribed earlier in Section 2.

Upon rating every joke in the gauge set, the user is shown the “seed set” of jokes, which is the set
of jokes that has collected the fewest number of ratings in the system. This seeding process
ensures that all jokes get rated enough; without it, the highly rated jokes might tend to be rated
more and more, while other jokes might stagnate. Seeding is crucial upon the introduction of new
jokes into the system; otherwise they might never collect positive ratings, and thus might never
be recommended. This is a common strategy for ranking and recommendation systems; a similar
system is the “Upcoming” section of Digg.com that presents new articles rather than highly rated
ones. Jester 3.0 had a fixed set of jokes that was selected as the “seed set,” and this set needed to
be manually changed by an administrator. Jester 4.0 introduces dynamic seeding, where the seed
jokes shown are those that have the fewest ratings at the moment the user is viewing jokes. Note
that seed jokes are not currently being shown in the online version of Jester, which now uses both
Eigentaste 2.0 and Eigentaste 5.0 as described in Section 6.

After rating the “seed set,” the user is shown the “recommendation set”: the system uses
Eigentaste to predict the user’s rating for every joke, and then sorts the jokes by their predicted
ratings. Thus, every joke in the system that has not yet been displayed is a part of the
recommendation set, where the jokes with highest predicted ratings are shown first. Jester 4.0
also interleaves seed jokes in the recommendation set in order to increase the seeding effect: for
every 5 jokes recommended, 2 jokes are shown from the seed set.

Registration is optional in Jester 4.0, as compared with a required email and password in Jester
3.0. We made this decision in the hopes of collecting more data as users are often turned away by
a registration page, and this has worked as planned.

4.2.2 Design Details

A joke in Jester 4.0, like in Jester 3.0, is presented as text and a rating bar that the user can click
on to indicate his or her rating of the joke, as shown in Figure 3. We do not include any
additional information such as the joke’s title or author: this keeps the system quick and easy to
use and avoids unnecessary biases.

Jester has always used continuous ratings in order to capture the gut feeling of the user, as
opposed to many other systems that collect discrete ratings. Jester 4.0 retains continuous ratings,
and, like Jester 3.0, displays the rating bar beneath the text of the current joke. In Jester 4.0 we
introduce a JavaScript slider component to the rating bar: a vertical line is displayed above the
bar, following the user’s mouse to indicate that the position clicked affects the rating of the joke.
Jester 3.0 used a simple HTML image map as the rating bar, but we found that people did not
understand that the position that they clicked on indicating their rating of the joke. Jester 4.0
also introduces an “Instructions” display above the rating bar that is shown to users until they
rate a certain amount of jokes, to further alleviate confusion regarding where to click.
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Jester 4.0 also introduces a navigation menu, as shown in Figure 3. Jester 3.0 had a completely
linear user interaction scheme: upon entering the system, the user was shown one joke at a time
until there were none left, at which point he or she was asked for feedback. The navigation menu
allows users to submit jokes, leave feedback or access the “About” page at any time. It also
informs users of their state in the system, with messages such as “Displaying Initial Jokes (2/8)”
and “Recommending Jokes.”

A major change to Jester 4.0 is two-dimensional ratings, although this feature has never appeared
online. We wanted users to be able to rate jokes on the confidence dimension, in addition to the
“Less Funny” to “More Funny” dimension, in order to account for the difference between quick,
“sloppy ratings” and ratings that were carefully thought out.

Figure 5: Screenshot of a two-dimensional rating bar in Jester 4.0.

We came up with several ideas for a two-dimensional rating bar, including both a triangular and
square design. We implemented the square design, as shown in Figure 5. Initial user testing
indicated that the addition of this second dimension made the process of rating each joke
extremely time consuming, as a lot of thought was required in deciding on the rating. Users
simply did not know where to click, which also resulted in a great deal of confusion. As a result,
we decided not to add two-dimensional rating to the online system.

Figure 6: Mockup image of a blue vertical line indicating predicted rating in Jester
4.0.

Another addition that we considered was an extra vertical line, displayed on top of the rating bar,
to indicate the system’s predicted rating. We decided that displaying such a predicted rating
before the user rated the joke would significantly bias the user’s rating, but we gave serious
thought to displaying it after the user rated the joke. Figure 6 shows the design of what would be
displayed to the user upon rating a joke, where the blue vertical line represents the predicted
rating. As it turned out, this was still problematic as it allowed users to see patterns in the
predictions. For example, Eigentaste 2.0 always recommends jokes in descending order of their
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predicted ratings; thus, users would see the prediction bar shift more and more to the left as they
progressed through the system, and would be able to guess the next prediction. This would have
introduced bias into the ratings, so we did not implement this feature.

Figure 7: Screenshot of tabs in Jester 4.0.

In addition to displaying information on top of the rating bar, we also experimented with
displaying data about each joke in a separate tab called “Jester Confession,” as shown in Figure
7. Possible data might include statistics about the number of ratings, the average rating, etc. We
implemented this feature, but once again did not introduce it into the online system due to
concern about biasing the ratings.

4.2.3 Populating the System

Jester 4.0 uses many of the jokes from Jester 3.0, in addition to 30 new ones. Certain jokes from
Jester 3.0 were not included in Jester 4.0, such as those that were outdated. In searching for the
new jokes, we tried to select a very diverse set of jokes that would appeal to specific audiences.
We did not want jokes that would appeal to all audiences, as this would not exploit the
user-specific nature of a recommender system.

Some of the new jokes appealed to specific countries, others appealed to specific age groups, and
so on. Three of the five highest variance jokes in the system are from this new set, and Figure 8
shows the highest variance joke in the system:

Figure 8: Joke 140 from Jester 4.0.

Other high variance jokes are shown in Appendix A.

4.3 Jester 4.0 Data Collected

We hypothesized that because jokes are generally considered in a positive light, the average rating
in Jester would be positive. At the time of this writing the average rating is 1.62 (in the interval
[-10.00, +10.00]), where the histogram of all ratings is shown in Figure 9. As is shown in the
histogram, users did indeed rate positively far more often than they rated negatively. The
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Figure 9: Histogram of Jester 4.0 ratings (in the interval [-10.00, +10.00]).

histogram also shows a general tendency for users to rate slightly to the right of the center, or to
rate extremely positively.

Appendix A shows the top five highest rated jokes, the top five lowest rated jokes and the top five
highest variance jokes.

4.4 Jester 4.0 Item Similarity

After building Jester and collecting data, we became curious whether items with similar ratings
have similar content as well, where items are jokes in Jester. In order to investigate this we
consider five standard similarity metrics: Pearson correlation, cosine similarity, mean squared
difference, Spearman rank correlation, and adjusted cosine similarity. For each metric, we report
the five most similar joke pairs based on ratings similarity, referenced by joke ID. Each pair is
labeled with the other metrics that included this pair among their top five.
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4.4.1 Notation

U the set of all users
I the set of all items

U(i, j) the set of all users who have rated item i and item j
~i the vector containing item i’s ratings

ru,i user u’s rating of item i
ri the mean rating of item i
ru user u’s mean item rating
ku,i user u’s rank of item i

ki the mean rank of item i

ku user u’s mean item rank

Items are ranked such that the user’s highest rated item corresponds to rank 1. Tied items are
given the average of their ranks [20].

4.4.2 Metrics

Pearson Correlation The Pearson correlation of item i and item j is defined as follows:

P (i, j) =

∑
u∈U(i,j)(ru,i − ri)(ru,j − rj)√∑

u∈U(i,j)(ru,i − ri)2
√∑

u∈U(i,j)(ru,j − rj)2
(1)

Below are the top 5 pairwise clusters using this metric:
P (86, 94) = 0.650904 [Pearson correlation, mean squared difference, adjusted cosine similarity]
P (123, 140) = 0.627227 [Pearson correlation]
P (138, 139) = 0.605676 [Pearson correlation]
P (30, 85) = 0.601248 [Pearson correlation]
P (68, 148) = 0.587297 [Pearson correlation]

Cosine Similarity The Cosine similarity of item i and item j is defined as follows:

C(i, j) =
~i ·~j
|~i || ~j |

(2)

Below are the top 5 pairwise clusters using this metric:
C(114, 117) = 0.720056 [Cosine similarity, mean squared difference]
C(53, 127) = 0.703861 [Cosine similarity, adjusted cosine similarity]
C(105, 117) = 0.696183 [Cosine similarity, mean squared difference]
C(53, 69) = 0.689465 [Cosine similarity]
C(53, 117) = 0.682699 [Cosine similarity]
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Mean Squared Difference The Mean squared difference (reverse of similarity) of item i and
item j is defined as follows:

M(i, j) =

∑
u∈U(i,j)(ru,i − ru,j)2

| U(i, j) |
(3)

Below are the top 5 pairwise clusters using this metric:
M(114, 117) = 20.5012 [Cosine similarity, mean squared difference]
M(86, 94) = 20.8009 [Pearson correlation, mean squared difference, adjusted cosine similarity]
M(105, 117) = 21.0734 [Cosine similarity, mean squared difference]
M(72, 134) = 21.1944 [Mean squared difference]
M(108, 117) = 21.3194 [Mean squared difference]

Spearman Rank Correlation The Spearman rank correlation of item i and item j is defined
very similarly to the Pearson correlation (described below). The only difference is that the
Spearman rank correlation uses item ranks instead of item ratings. It is defined as follows:

S(i, j) =

∑
u∈U(i,j)(ku,i − ki)(ku,j − kj)√∑

u∈U(i,j)(ku,i − ki)2
√∑

u∈U(i,j)(ku,j − kj)2
(4)

Below are the top 5 pairwise clusters using this metric:
S(7, 13) = 0.809066 [Spearman rank correlation]
S(15, 16) = 0.798144 [Spearman rank correlation]
S(7, 15) = 0.796643 [Spearman rank correlation]
S(16, 18) = 0.79648 [Spearman rank correlation]
S(7, 8) = 0.792346 [Spearman rank correlation]

Adjusted Cosine Similarity The Adjusted cosine similarity of item i and item j is defined as
follows:

A(i, j) =

∑
u∈U(i,j)(ru,i − ru)(ru,j − ru)√∑

u∈U(i,j)(ru,i − ru)2
√∑

u∈U(i,j)(ru,j − ru)2
(5)

Below are the top 5 pairwise clusters using this metric:
A(124, 141) = 0.525723 [Adjusted cosine similarity]
A(53, 127) = 0.513244 [Cosine similarity, adjusted cosine similarity]
A(86, 94) = 0.492048 [Pearson correlation, mean squared difference, adjusted cosine similarity]
A(58, 124) = 0.491805 [Adjusted cosine similarity]
A(57, 58) = 0.481541 [Adjusted cosine similarity]

4.4.3 Analysis

In order to provide intuition, we list pairs of jokes with high similarity; for example, Jokes 86 and
94 had the highest similarity using the Pearson correlation measure. Joke pairs that are not
displayed can be viewed at:
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http://eigentaste.berkeley.edu/viewjokes

Warning: some of these jokes have ethnic, sexist, or political content (some have all three).
Although we tried our best, it is hard to eliminate all such factors and retain a sense of humor.
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We were surprised by how differently the metrics perform. For example, the top four pairwise
clusters produced by Pearson correlation are pairs (86, 94), (123, 140), (138, 139), and (30, 85).
The first pair are both about elementary particles, the second pair are both about Chuck Norris,
the third pair are both about George Bush, and the fourth pair are both about the US
legal/political system. This reflects that users’ ratings are consistent for jokes with similar
content. The converse does not necessarily follow: a pair of jokes with very different content and
structure may get consistent ratings. The 5th most similar pair resulting from the Pearson
correlation, joke pair (68, 148), is not that similar in terms of content, although one might argue
that both jokes have cynical views of bureaucrats: managers (68) and lawyers (148), respectively.

None of the other similarity metrics found pairs with as much similarity in content as the Pearson
correlation. The Adjusted cosine similarity metric takes users’ different scales into account by
subtracting a user’s average item rating from specific ratings, and has been found to perform even
better than Pearson correlation within item-based collaborative filtering [48]. The two metrics
that had the most top-five pairs in common were Cosine similarity and Mean squared difference.
Cosine similarity ignores the differences in rating scales between users [48], as does Mean squared
difference.
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5 Donation Dashboard (System)

Donation Dashboard is our second application of Eigentaste that recommends non-profit
organizations to users in the form of a weighted portfolio of donation amounts. It is motivated by
the fact that there are over 1 million registered non-profit institutions in the United States, but
effectively allocating funds among these causes can be a daunting task. Many non-profit
organizations do not have the resources to effectively advertise their causes; as a result, most
people have only heard of a select few non-profit organizations.

Figure 10: Screenshot of Donation Dashboard 1.0, accessible at http://dd.berkeley.
edu.
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5.1 Donation Dashboard 1.0 Description

We began development of Donation Dashboard in the Fall of 2007, and Donation Dashboard 1.0
launched on April 21, 2008. As of May 2009 it has collected over 59,000 ratings of 70 non-profit
organizations from over 3,800 users. As mentioned in Section 1, it has been covered by ABC
News, MarketWatch, Boing Boing and other notable news sources. Appendix B lists selected
organizations from the system. Donation Dashboard 1.0 was built upon the Jester 4.0 code base,
using PHP and a MySQL database along with JavaScript, HTML and CSS.

Donation Dashboard 1.0 and the latest dataset are online at:

http://dd.berkeley.edu
http://dd.berkeley.edu/dataset

Below we describe Donation Dashboard 1.0 in detail.

5.1.1 System Usage Summary

Figure 11: Screenshot of a single non-profit in Donation Dashboard 1.0, with the
continuous rating bar at the bottom.
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From the perspective of a new user, Donation Dashboard 1.0 works as follows: first, the user is
presented with an initial set of 15 non-profit organizations, displayed one at a time. Every time
he or she rates an organization the system displays the next one, until all 15 are rated. At this
point the system presents the user with a portfolio of donation amounts as described below in
Section 5.1.3. The user can opt to continue rating items to improve his or her portfolio.

Behind the scenes, the first group of non-profit organizations presented is a “gauge set” of items
that every user is asked to rate, as described in Section 2. The next group is the “seed set,” or
organizations with the least amount of ratings in the system. We elaborate on the reasons for
using a seed set in Section 4.2.1. The last group of organizations are items in the
“recommendation set”: items with the highest predicted ratings via Eigentaste. If the user opts
to continue rating items to improve his or her portfolio, he is presented with items in descending
order of their predicted ratings.

5.1.2 Design Details

Non-profit organizations are displayed one at a time, as a name, logo, motto, website URL and
short description. Figure 11 shows a screenshot of that display.

We chose the short descriptions by manually picking out statements from non-profit information
sources that we felt best described the activities of each organization. While we aimed to be
unbiased, the statements we chose most likely affected the ratings collected. Nevertheless, they
allowed users to easily digest the nature of each organization and quickly give an educated rating.

Below this information we display a real-valued slider in the hopes of eliciting more of a gut
reaction than is possible with discrete ratings. We carefully chose the wording of the end-points of
the slider to be “Not Interested” on the left and “Very Interested” on the right, instead of other
possible word choices such as “Like” and “Dislike” or “Love” and “Hate.” Non-profits are all
generally attempting to do good in the world, and therefore it is (generally) hard to say that one
“dislikes” a non-profit. It is usually a lot easier to say that one is “Not Interested” in donating to
a particular non-profit.

Up until January 23, 2009 we also included an “Efficiency” percentage for each non-profit, defined
as the percent of its funds spent on programs as opposed to overhead. We included this metric to
give people a quick quantitative sense of each organization, but we received a lot of feedback from
users who felt that it was not fair to include this one metric without including others. One user
wrote, “There are so many ratings other than ‘efficiency’ that should be baked into a contributors
decision.” Instead of including an entire page of quantitative information that would have most
likely resulted in information overload, we simply removed the “Efficiency” percentage from the
system.

5.1.3 Generating Portfolios

We chose to present each user with a weighted item portfolio for a few reasons. First, we wanted
to make the giving process more fun and interesting; both the concept of an automatically
generated portfolio and the fact that a weighted portfolio can be visualized as a pie chart seemed
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Figure 12: Screenshot of a donation portfolio in Donation Dashboard 1.0.

to accomplish that. Second, as described earlier, it is hard to say that one dislikes a non-profit;
with the portfolio, we make it clear that this process is about the amount of money donated as
opposed to like versus dislike. The portfolio is also very easy to share with peers; in fact, each
user is given a permanent link to his personal portfolio.

The concept of a portfolio is certainly applicable to other item classes as well. Most obvious
would be stock portfolios, although there are plenty of other applications: for example, a movie
recommender system might present users with a portfolio of movies for their given budgets.

For Donation Dashboard, it would not be interesting to the user if we populated the portfolio
solely with organizations that the he rated highly; on the other hand, populating the portfolio
only with items having high predicted ratings would not take into account the actual ratings of
the user. Thus, we decided to split the portfolio into two sections, section A and section B.
Section A consists of items not yet rated by the user and makes up ρA percent of the portfolio. It
is populated with items that have the highest predicted ratings, as generated by the CF algorithm
(currently Eigentaste 2.0). Section B contains items already rated by the user and comprises ρB

percent of the portfolio, where ρB = 1− ρA. It is populated with items that are rated most highly
by the user. Sections A and B each contain a fixed number of items for now, and items in the
portfolio are weighted as follows:

We denote the rating of item i by user u with ru
i and we denote the mean rating of item i by users

in cluster c with rc
i . Consider user u who belongs to cluster c, and let item i be the item with

highest average rating in c such that i 6∈ A. Then, for each item a ∈ A, we allocate (rc
a − rc

i )ρA

percent of u’s total donation amount to a. Similarly, let item j be user u’s highest rated item
such that j 6∈ B. Then, for each item b ∈ B, we allocate (ru

b − ru
j )ρB percent of u’s total donation

amount to b. Figure 12 displays a screenshot of a sample portfolio from Donation Dashboard 1.0.

5.1.4 Populating the System

Ephrat Bitton chose the non-profits to include in version 1.0 of the system, and she looked at a
few criteria. First, to make things simple, she only selected non-profits based in the United
States. Further, she only included national non-profits, as we wanted to ensure that anyone using
the system would be able to donate to the recommended non-profits. Note that in the future we
are considering building localized instances of Donation Dashboard that recommend local
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non-profits. Local non-profits are often less known than larger, national non-profits, and therefore
would benefit even more from Donation Dashboard.

Ephrat aimed for a sample of non-profits that would span a large range of interests. Our current
set of 70 non-profits contains a number of large, well-known organizations as well as a number of
smaller ones. The non-profits include the American Cancer Society, Doctors Without Borders,
Kiva and Ashoka. The full list is available upon downloading our dataset, linked to in Section 5.1.

5.2 Donation Dashboard 1.0 Data Collected

Figure 13: Histogram of Donation Dashboard 1.0 ratings (in the interval [-10.00,
+10.00]).

As with Jester, we hypothesized that because non-profit organizations are generally considered in
a positive light the average rating in Donation Dashboard would be positive. As it turns out, at
the time of this writing the average rating is -0.65 (in the interval [-10.00, +10.00]), where the
histogram of all ratings is shown in Figure 13. The histogram shows that users did indeed tend to
rate organizations slightly to the right of the center, but there was also a tendency for very
extreme negative ratings.

The most highly rated organizations are Doctors Without Borders, Kiva, the Public Broadcasting
Service, Planned Parenthood Federation of America and Engineers Without Borders, with
average ratings of 2.68, 2.29, 2.28, 1.60 and 1.46, respectively. The organizations with the lowest
ratings are the NRA Foundation, the Heritage Foundation, PETA (People for the Ethical
Treatment of Animals), Boy Scouts of America and Prison Fellowship, with average ratings of
-6.37, -5.10, -4.90, -3.74 and -3.65, respectively. Those with the largest variance in ratings are
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National Public Radio, the Humane Society of the United States, the Wikimedia Foundation, the
American Society for the Prevention of Cruelty to Animals and St. Jude Children’s Research
Hospital. Appendix B shows the information displayed by the system for these organizations.

We use Mean Absolute Error (MAE) as described in [5] to evaluate Eigentaste 2.0 on the
Donation Dashboard dataset, and we also list the Normalized Mean Absolute Error (NMAE) that
normalizes MAE to the interval [0, 1]. We compare to the global mean algorithm and the results
are as follows in Table 1:

Algorithm MAE NMAE
Global Mean 4.295 0.215

Eigentaste 2.0 (2 Clusters) 4.196 0.210
Eigentaste 2.0 (4 Clusters) 4.120 0.206
Eigentaste 2.0 (8 Clusters) 4.043 0.202
Eigentaste 2.0 (16 Clusters) 4.059 0.203
Eigentaste 2.0 (32 Clusters) 4.083 0.204
Eigentaste 2.0 (64 Clusters) 4.244 0.212

Table 1: MAE and NMAE for the global mean algorithm and Eigentaste 2.0.

The error initially decreases as the cluster count increases; however, the error increases once the
cluster count reaches 16. As we collect more data and more users, the MAE for higher cluster
counts should decrease. Note that users are currently divided into 8 clusters on the live system,
and this data confirms that such a division is the correct choice for now.

In contrast to these NMAE values, Goldberg et. al. [16] show that the expected NMAE for
randomly guessing predictions is 0.333 if the actual and predicted ratings are uniformly
distributed and 0.282 if the actual and predicted ratings are normally distributed.

5.3 Donation Dashboard 1.0 Item Clusters

After we began collecting data from Donation Dashboard 1.0, we wanted to find out whether
clustering items based on that ratings data would result in clusters of non-profit organizations
with similar purposes. This is similar to what we measure in Section 4.4 after collecting data from
Jester 4.0.

We apply standard k-means clustering to the non-profit organizations, where each organization is
represented as a vector of its user ratings. We only consider users who rated all non-profits in
order to avoid sparsity in these vectors. We run k-means with k = 5 and k = 10, and the clusters
of organizations in Figure 14 are notable in terms of their relatively consistent purposes. As
mentioned earlier, Appendix B shows the information displayed by the system for some of these
organizations.
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PETA (People for the Ethical Treatment of Animals)
American Society for the Prevention of Cruelty to Animals
The Humane Society of the United States
NAACP Legal Defense and Educational Fund

One Laptop Per Child
X-Prize Foundation
The Wikimedia Foundation
Electronic Frontier Foundation

Wildlife Conservation Society
Alzheimer’s Association
World Wildlife Fund
Puppies Behind Bars
National Park Foundation

Figure 14: Clusters of Donation Dashboard 1.0 organizations with consistent purposes.

There are, however, many clusters that do not have consistent purposes. Figure 15 is an example:

Fisher House Foundation
Downtown Women’s Center
The Leukemia and Lymphoma Society
United Way of America
St. Jude Children’s Research Hospital
Center for Economic Policy Research
William J. Clinton Foundation
Guide Dog Foundation for the Blind
Marine Toys for Tots Foundation
Save the Children
American Jewish World Service
AVID Center
Asha for Education
Donors Choose American Foundation for Suicide Prevention

Figure 15: Cluster of Donation Dashboard 1.0 organizations with inconsistent pur-
poses.

We we would like to run this clustering again in the future after more data is collected; perhaps
then there will be more clusters with consistent purposes.

To further understand this data, we also use PCA (as described in section 2) to project the
non-profit organizations onto a two-dimensional plane, using the same vectors as described above.
This is the inverse of the way Eigentaste 2.0 uses PCA, which is to project users onto a
two-dimensional plane. Figure 16 illustrates the resultant projection, as well as the names of a
few related organizations.

Appendix C shows a legend for Donation Dashboard 1.0 organizations, mapping ID to name.

31



Figure 16: PCA applied to the Donation Dashboard 1.0 organizations.
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6 Eigentaste 5.0 (Algorithm)

Although Eigentaste provides a fast cold-start mechanism for new users, each user is permanently
assigned to a user cluster and thus a fixed item presentation order that is determined by predicted
ratings for that cluster. A disadvantage is that the system does not respond to the user’s
subsequent ratings. Another disadvantage is the potential for presenting similar items
sequentially, referred to as the portfolio effect [62, 26]. For example, a Jester user who rates a
Chuck Norris joke highly might then be recommended several more Chuck Norris jokes. In
humor, as in many other contexts like movies or books, the marginal utility of very similar items
decreases rapidly.

To address these problems we present Eigentaste 5.0, an adaptive algorithm that, in constant
online time, dynamically reorders its recommendations for a user based on the user’s most recent
ratings. Eigentaste 5.0 also addresses the problem of integrating new items into the system.
Although there are no versions 3.0 or 4.0, we adopted this version numbering to maintain
consistency with our recommender system; that is, Eigentaste 5.0 was developed after Jester 4.0.

6.1 Notation

U the set of all users
I the set of all items

ru,i user u’s rating of item i
ri the mean rating of item i
ru user u’s mean item rating
~au moving average of u’s ratings per item cluster

6.2 Dynamic Recommendations

In order to maintain the constant online running time of the algorithm, we exploit the dual
nature between users and items in a recommendation system. By partitioning the item set into
groups of similar items, we can make recommendations based on user preferences for certain
classes of items, instead of moving users to different user clusters as their preferences change.
While clustering users into groups with similar taste and aggregating their ratings is helpful in
predicting how a new user would rate the items, we can tailor recommendations in real-time as we
learn more about the user’s preferences.

We use the k-means algorithm to cluster the item space offline and across all user ratings. The
Pearson correlation function is used as a distance metric between items, where the correlation
between item i and item j is defined by Equation 1.

Pearson correlation provides a real-valued measure on the scale of [−1,+1], where greater values
correspond to higher correlation. To use this as a distance metric, we compute 1 minus the
Pearson correlation, where larger values reflect greater distances. Note that it is standard
procedure to only consider users who have rated both items when computing Pearson correlation,
but this is problematic for k-means clustering when dealing with sparse data.
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Figure 17: Illustration of dynamic recommendations in Eigentaste 5.0.

For each user u ∈ U we maintain a vector ~au of a moving average of u’s ratings of the items in
each item cluster; that is, ~au[c] corresponds to user u’s average rating of the last n items in item
cluster c, where n is some constant. We initialize a new user’s moving average slots with his or
her ratings of items from the common set. For new users who do not have n ratings for each item
cluster, we seed the remaining slots of their moving average with the average ratings for the
corresponding item cluster across users from the same user cluster.

In Eigentaste 2.0, a user is always recommended items in decreasing order of their predicted
ratings, where predictions are determined by the average rating for that item by users in the same
user cluster. In essence, a user’s ratings of additional items have no influence on which item is
recommended next.

We give a constant online time solution as follows: user u is recommended the top-predicted item
(not yet rated by u) from the item cluster corresponding to the highest value in ~au. As u tires of
the items from that cluster, the moving average of his or her ratings for the cluster will begin to
decrease and eventually fall below that of another item cluster.

For clarity, we provide a numerical example that walks through the process of recommending the
next item to some user u. Suppose u maintains the following table, ~au (Table 2), of his or her last
5 ratings of items in each item cluster.

Item Cluster User u’s last 5 ratings Average
1 4.2, 5.3, 3.8, 2.1, 2.7 3.62
2 7.2, 6.5, 5.9, 0.8, -1.2 3.84
3 1.9, -2.4, 3.8, 2.1, 0.5 1.18

Table 2: Sample ratings table.
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At present, user u’s moving average of items in cluster 2 is the highest, and so Eigentaste 5.0
presents u with the item from cluster 2 that has the highest predicted rating and has not yet been
evaluated by u. Suppose u rates this item with -2.3. The user’s new moving average of item
ratings for cluster 2 becomes 1.94, which is lower than the moving average for item cluster 1.
Subsequently, in the next iteration, user u will be recommended the item from cluster 1 that has
the highest predicted rating, and the process is repeated.

6.3 Cold Starting New Items

The cold start problem for new users, as described in Section 2, is the problem where a lack of
information about new users results in an inability to make good recommendations. Similarly,
good recommendations cannot be made when there is a lack of information about new items:
that is the cold start problem for new items.

Figure 18: Illustration of cold starting in Eigentaste 5.0.

Difficulty in introducing new items to the system stems from the fact that they have so few
ratings overall, and even fewer ratings within individual user clusters. Hence, the predictions
generated by Eigentaste 2.0 are subject to more variability due to the small sample sizes.

Eigentaste 5.0 uses sparse ratings for a new item i to find the closest item cluster based on the
Pearson distance metric described in section 6.2. User u’s predicted rating of i is determined by
the average rating of all items within i’s nearest item cluster across users in u’s user cluster. We
use confidence intervals to determine the appropriate time to switch from this estimate to the
estimate based only on actual ratings of item i.

6.4 Results

It is impossible to truly compare how a user would react to different item recommendation orders,
as the first test would greatly bias the second. We first compare the algorithm with its
predecessor by backtesting on old data collected from Jester, and then we evaluate the algorithms
more conventionally by randomly assigning new online users to either Eigentaste 2.0 or 5.0.

35



Figure 19: Average difference (across 7,000 users) between actual ratings for Eigen-
taste 5.0 and 2.0 for the ith recommended item.

6.4.1 Backtesting Results

We simulated Eigentaste 2.0 and the dynamic recommendations of Eigentaste 5.0 with the Jester
data collected between 1999 and 2003. The users are randomly partitioned into equal sized sets of
“existing” and “new” users, and “existing” users are clustered using principal component
analysis. The item space is clustered using a k-value of 15, and we use a 5 item moving average
for each item cluster to track user preferences. We iteratively introduce the “new” users into the
system and determine the order that the respective algorithms would recommend items. The two
sequences of ratings (and corresponding predictions) for each user are recorded in this order. We
average the ratings for the ith recommended item across all “new” users for both actual and
predicted rating sequences.

Figure 19 shows the difference between the average actual ratings for Eigentaste 5.0 and 2.0. In
accordance with our objective, we find that Eigentaste 5.0 provides a distinct advantage over
Eigentaste 2.0 for earlier recommendations, particularly within the range of the first 50 items.

The differences between the average actual ratings and the average predicted ratings for each
algorithm are shown in Figure 20, which illustrates that the error in predictions is significantly
greater for Eigentaste 5.0 than for Eigentaste 2.0. This is because the user clusters used to
generate predictions only consider ratings for the common set of items, while with Eigentaste 5.0,
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Figure 20: Average differences (across 7,000 users) between actual and predicted
ratings for Eigentaste 5.0 and 2.0 for the ith recommended item.

we can recommend items better suited to a user’s interests by using item clusters to take into
account the latest user-specific information.

6.4.2 Recent Results: Jester with Eigentaste 5.0

We incorporated the dynamic recommendations of Eigentaste 5.0 into Jester 4.0 by randomly
partitioning new users into two groups: one group was recommended jokes using the Eigentaste
2.0 algorithm, while the other group was recommended jokes using the Eigentaste 5.0 algorithm.
Note that we disabled seeding in Jester 4.0 at that point, as it interfered with our ability to
compare Eigentaste 5.0 and 2.0 fairly.

Between September 22 and October 14, 2007 we collected 22,000 ratings from 912 new users,
some who used Eigentaste 2.0 and some Eigentaste 5.0. The results of comparing the two groups
of users are as follows in Figure 21:
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Figure 21: Average difference (across 912 users) between actual ratings for Eigentaste
5.0 and 2.0 for the ith recommended item.

The differences in the rating scale for these results are far greater than those found with
backtesting, as can be seen by comparing Figure 21 with Figure 19. The histogram shows that as
the item recommendation number increases beyond 5, Eigentaste 5.0 generally results in
significantly higher ratings for the next 25 items than Eigentaste 2.0. This makes sense, as
Eigentaste 5.0 does not have much information to work with prior to the 6th item presented.
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7 Recommending Weighted Item Portfolios Using Relative
Ratings (Model)

Recommender systems that collect explicit ratings, including the systems discussed in the
previous sections, typically prompt users to rate items on an absolute scale rather than relative to
each other. When providing absolute ratings, users are implicitly comparing the item they are
rating with every other item in the universal set. As a result, they cannot provide accurate
ratings if they are not aware of all the items in the set. Furthermore, it is often difficult for users
to remember which items they were presented and how they rated them, which can lead to
unintentional inconsistencies.

Figure 22: Difference between the average rating of an item pair when the presentation
order is reversed, as a percent of the rating scale.

Based on data collected with Donation Dashboard 1.0, we found that the order in which items are
presented can significantly bias the user’s ratings. Let δ̄ij be the average difference of user ratings
for item i and item j when i is shown before j. We measured ∆ij = |δ̄ij − δ̄ij | for every item pair
(i, j), and plot the number of item pairs that fall into different ranges of ∆ in Figure 22. Ratings
are normalized to a [0, 1] scale. We observe that the ∆ values of more than half of all item pairs
exceed 5% on the rating scale, and more than 20% of the pairs exceed 10%.

Figure 23: A potential user interface for relative ratings.

We hypothesize that these findings result from the implicit comparison with the universal set
inherent in absolute ratings. Motivated by the observed bias, we present a graph-based model and
algorithm for collaborative filtering that ask users for relative ratings as opposed to absolute
ratings. We expect that using relative ratings will reduce the bias demonstrated by our data,
because they eliminate the need for users to compare each item against the universal set. A
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potential user interface for relative ratings is shown in Figure 23.

In this new framework, we maintain the structure of Eigentaste 2.0, but the user provides relative
ratings for portfolios of items instead of absolute ratings for individual items. The user is first
asked to rate a gauge portfolio, which consists of the items whose relative ratings have the highest
combined variance. He or she is then placed in a cluster generated by PCA and recursive
rectangular clustering, and is asked to rate a series of item portfolios about which his cluster has
little or no information. The final portfolio of recommendations is based on the user’s relative
ratings and those of the users in his or her cluster.

Our objectives are to determine the intermediate portfolios that maximize our confidence in the
user’s preferences and to determine a portfolio of recommendations that consistently aggregates
the user’s ratings with those of his or her cluster.

7.1 Notation

I item set
U set of users
C set of user clusters
n the fixed number of items in a portfolio

ru
i,j user u’s preference for item i over item j

rc
i,j cluster c’s aggregate preference for item i over j
pu

i,j prediction of user u’s preference for item i over j
εui,j prediction error of u’s preference for item i over j

7.2 Relative Ratings

As an alternative to absolute ratings, we propose asking users to specify their relative preference
for one item with respect to a set of other items. To do so, users provide ratings in the form of a
multi-way comparison, as defined below.

Definition 1 A multi-way comparison of a set of items is specified as a distribution of
preference among those items. More practically, the user must indicate the degree to which each
item is preferred to the other items, using a continuous scale and normalized to a percentage. If
user u allocates ru

i percent to item i and ru
j percent to item j, then we define the intensity of u’s

preference for i over j as ru
i,j = ru

i − ru
j . Hence, we say that user u prefers i to j if ru

i,j > 0. A set
of multi-way comparison ratings is consistent if for each i, j, k we have that ru

ik = ru
ij + ru

jk.

We consider the graphical representation (Figure 24) of the active user’s relative ratings by the
directed graph G (V,Eu), where the set of vertices V is equal to the set of items I. Add a directed
edge (i, j) with weight ru

i,j to Eu if u prefers item i to item j.

Hochbaum and Levin prove in [22] that a necessary condition for consistency is that the graph be
acyclic. If a user’s ratings are consistent, then a topological sort of the vertices will yield a
consistent preference ranking of the items. They also prove that if the ratings are consistent, then
all paths between any two nodes will be of equal length. Hence, given an incomplete but
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Figure 24: Normalized histogram of a sample multi-way rating and its corresponding
graphical representation.

consistent matrix, we can construct the consistent closure of the user’s ratings by setting ru
ij to be

the length of a path from i to j, should one exist. Otherwise, i and j are said to be incomparable.
We assume for now that users always give consistent ratings and discuss later how to handle
inconsistencies.

It is important to note that users are clustered based on their multi-way or relative ratings of a
set of items and not based on how much they like each individual item. Hence, a user who likes
every item in the gauge portfolio an equal amount will be placed in the same cluster as a user
who dislikes every item equally.

7.3 Prediction Error Model

According to our model, if a user u always gives consistent preference ratings, then
ru
i,k = ru

i,j + ru
j,k for all (i, j, k) ∈ I. Hence, if we can predict u’s preferences for i over j and for j

over k, then we can predict u’s preference for i over k by invoking the same transitive principle.
However, there will naturally be a degree of error with every prediction; furthermore, when the
path that we are predicting over is longer, we should expect a greater level of error.

If we make the assumption that the relative ratings ru
i,j of users in the same cluster can be

modeled as independent and identically distributed random variables, then according to the law
of large numbers (LLN) the average of the ratings will approach their expected value [42].

Let εui,j = pu
i,j − ru

i,j be a random variable representing the prediction error of u’s preference for
item i over j. If pu

i,j is equal to the average preference for i over j in u’s user cluster c, then εui,j
will have an expected value of 0 and some corresponding variance. When a prediction is made by
finding the consistent closure of a pair of connected edges, the variance of the error is dependent
on the covariance of the two error terms.

7.4 Determining the Next Portfolio

We treat the variance of a cluster’s prediction error for a pair of nodes as the degree of confidence
we possess about users in that cluster. That is, when variance is low our prediction error should
be much lower than when variance is high. To model our confidence of the active user u, we can
construct an undirected graph with the weight of each edge corresponding to the variance of our
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prediction error for that edge. For every relative rating provided by u, the variance and thus the
weight on the corresponding edge is equal to 0, since the value is already known. For simplicity,
we assume that users are consistent in their ratings, and so we assign a weight of 0 for any edge in
the consistent closure of u’s ratings. Any edge that is not in the consistent closure is assigned a
weight corresponding to the variance of prediction error for that edge across users in u’s cluster.
If there exists a path of lower total variance between the same two nodes, we replace the original
weight with the lower one. We may wish to model user inconsistency in future work.

Now that we have a model reflecting our knowledge of a user’s preferences, our goal when
collecting ratings is to reduce the variance of our prediction error. Mathematically, we seek to
determine the set of n items that when rated will minimize the total variance of prediction error
for the remaining item pairs. For now, we use a simple heuristic and select the set of n nodes
whose interconnected edges have the greatest combined variance.

7.5 Final Portfolio Selection

To determine user u’s final recommended portfolio, we wish to rank the items in I according to
u’s preferences and those of the users in his cluster c. We require any final ranking of the items to
hold two properties: 1) u’s preferences must be preserved, and 2) the aggregated preferences must
be consistent. We first describe how to optimally and consistently aggregate a set of relative
ratings and then show how we can preserve the ratings of a single user when doing so.

Under our model, the individual preference ratings of users in cluster c can be combined by
superimposing their graphical representations, allowing the possibility for there to be more than
one edge between pairs of nodes. In most practical applications, the aggregate graph
G (V,Ec = ∪u∈c{Eu}) of user ratings will yield inconsistencies. The problem is then to find a
consistent relative rating of the items in the universal set that is close to the individual ratings of
the users.

Let the decision variables rc
i,j be the preference for i over j aggregated across all users in cluster c,

and let rc
i be the weighting given to item i such that rc

i,j = rc
i − rc

j . Given a set of preference
ratings, a unique set of weights can be found by normalizing rc

1 to 0. Then as shown in [22], this
problem can be formulated by the following unconstrained convex optimization problem:

min
∑
v∈U

∑
i>j

(
rc
i − rc

j − rv
i,j

)2 (6)

(subject to rc
1 = 0)

Using either Newton’s method or the conjugate gradient method, this problem can be solved in
O
(
n3
)
, where n is the number of items in I. [22] To preserve the ratings provided by user u, we

reconstruct the optimization problem by replacing rc
i,j with ru

i,j for all (i, j) item pairs u has
rated. Once we have a consistent aggregate ratings graph that preserves u’s preferences, we can
perform a topological sort on the graph to order the items according to highest preference. This
information can be used to select items for the final portfolio and allocate resources appropriately,
similar to the method described in Section 5.1.3.
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8 Eigentaste Security Framework (Model)

8.1 Attacks on Collaborative Filtering

Malicious users can alter collaborative filtering recommendations by rating items in a certain
manner. Such attacks can have devastating consequences; for example, an attack might prevent
an item from being recommended on Amazon.com, which would drastically affect its sales.
Similarly, an attack might cause Donation Dashboard to assign more funds than it should to a
particular non-profit.

Mobasher et. al. [33] present a formal framework for modeling attacks on general collaborative
filtering systems. It includes various attack models and two attack objectives: making an item
more likely to be recommended (“push”) and making an item less likely to be recommended
(“nuke”). We adapt this framework to the Eigentaste algorithm, as described in the sections
below.

8.2 Attack Scenario

We consider an attacker attempting to influence recommendations given by Eigentaste to new
users. Since the Jester dataset is available online for public access, we assume the attacker has
prior knowledge of each and every rating, as well as the ability to calculate the individual item
ratings distributions and the global ratings distribution. The algorithm is published, so the
attacker also has the ability to recreate the system and calculate the existing user clusters.

The scenario we propose is as follows: an attacker creates malicious profiles (“profile injection”)
to target an item for either “push” or “nuke,” causing Eigentaste to rank that item higher or
lower in the recommendation set than it otherwise would. For example, Chuck Norris may wish to
see his jokes recommended ahead of blonde jokes. He has two options available to him: push
Chuck Norris jokes to increase their ranks or nuke blonde jokes to decrease their ranks. Similarly,
in the case of Donation Dashboard, a non-profit organization might want to increase its own rank
or decrease the ranks of its competitors.

We do not consider attacks on target items that appear in the gauge set; in the case of Jester,
gauge set items are never recommended, so “push” or “nuke” attacks on such items would be
undefined.

As previously mentioned, Mobasher et. al. introduce an attack framework for collaborative
filtering in general. Their user profiles comprise a target item t (rated either rmax or rmin), a set
of unrated items, a set of randomly rated “filler” items and a “selected” set items rated in a
particular way. In the case of user-based collaborative filtering, attack profiles need to be “close”
to other profiles to affect their predictions: “filler” items increase the number of rated items so
that the attack profile is close to other profiles in general, while “selected” items position the
attack profile close to particular profiles. There are similar reasons for the existence of these sets
in the case of item-based collaborative filtering.

In the case of a general collaborative filtering system, any item can be rated at any time, and
there is no clean split between any of the sets described above. However, Eigentaste requires that
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all users rate the gauge set in order to be matched with a cluster; furthermore, items are
recommended one at a time after a user is matched with a cluster. Thus, a target item cannot be
rated until it appears as a recommendation. Taking all of this into account, the general framework
maps onto Eigentaste as follows: Eigentaste’s gauge set serves the purpose of the “selected” set of
items by positioning the user close to a specific group of others users (the cluster). Furthermore,
the ratings of recommended items prior to reaching the target item are similar to “filler” items.
Finally, items that would be recommended after the target item are unrated.

Note that Eigentaste does introduce a clean split between the gauge set items used for
determining closeness with other users and the other items used for getting to the target item to
push or nuke. As a result, we propose that a user profile consist of a Cluster Entry Vector (CEV)
and a Recommendation Vector (RV), where the CEV is the user’s gauge set ratings and the RV is
the user’s recommendation set ratings (ratings of recommended items, including the target item).

We describe each attack documented by Mobasher et. al. as well as define its Eigentaste variants
(both CEV and RV) if applicable.

8.2.1 Segment Attack

A Segment attack allows an attacker to push or nuke items to a particular group (segment) of
users. When pushing, the attacker creates a malicious profile that rates a set of well liked items in
the targeted segment with rmax, some filler items are rated rmin, other items are unrated, and the
target item is rated rmax. The nuke attack can be performed similarly by rating the target item
with rmin.

Eigentaste Variants:

The differentiating element of the Segment attack compared to other attacks is that it focuses on
a particular group of users; thus, we focus on the CEV attack. The rmax rating of the target item
and the rmin ratings of the “filler” items are not unique to the Segment attack, so we introduce a
corresponding RV attack later on when such ratings are brought up again (see Section 8.2.4).

There are two possible cases for a Segment attack in Eigentaste: a segment can be within (or
equal to) a user cluster or it can span multiple clusters. In the former case, any rating of the
gauge set items is a Segment attack; in the latter case, such an attack is not possible as there is
no closeness metric in Eigentaste other than membership in a cluster.

We choose to focus our efforts on the Random and Average attacks because their CEV variants
degenerate into specific Segment attacks.

8.2.2 Random Attack

In a Random attack, the attacker creates a profile with some “filler” ratings drawn from a normal
distribution N(µglobal, σ2

global) with mean and standard deviation calculated from all ratings in the
system, where we re-draw from the normal distribution if the rating we draw is greater than rmax

or less than rmin. A target item to be pushed is rated rmax and a target item to be nuked is rated
rmin. Finally, some items remain unrated.
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Eigentaste Variants:

A Random CEV attack draws the ratings of all gauge set items from N(µglobal, σ2
global). A

Random RV attack draws the ratings of recommendation set items from N(µglobal, σ2
global) until

the target item is recommended, at which point it is rated rmax or rmin (push or nuke). No other
items are rated.

8.2.3 Average Attack

An Average attack proceeds similarly to the Random attack except that, for each item assigned a
rating, it samples from that item’s rating distribution N(µitem, σ2

item) rather than the global
ratings distribution.

Eigentaste Variants:

The Eigentaste variants for both the CEV and RV are equivalent to those for the Random attack,
with the per-item ratings distribution used in place of the global ratings distribution.

8.2.4 Love/Hate Attack

The Love/Hate attack is an intuitive attack on collaborative filtering systems. For push, some
“filler” items are rated with rmin, the target item is rated with rmax and some items are left
unrated. For nuke, rmin and rmax are flipped. The target item is either promoted or demoted and
the rest of the items experience a prediction shift in the opposite direction of the target item.

Eigentaste Variants:

The corresponding CEV attack would degenerate into a Segment attack targeting the cluster that
hates everything or the cluster that loves everything, but such an attack does not seem
particularly useful or noteworthy. More importantly, the Love/Hate attack aims to create as large
a differential as possible between the target item and other items that might be recommended,
which maps perfectly onto an RV attack: for push, all items are given a rating of rmin until the
the target item is recommended, at which point it is rated rmax. No other items are rated, and
rmin and rmax are flipped for nuke.

8.2.5 Bandwagon Attack

The Bandwagon attack aims to create a profile that is “close” to as many other profiles as
possible, and it achieves this by rating popular items highly: i.e. items that have been rated
highly by a large number of users. This allows an attacker to influence a large number of other
profiles upon rating a target item. More specifically, a “selected” set of popular items is rated
rmax, some other “filler” items are given random ratings, other items are unrated and the target
item is rated rmax.

The nuke variant of this attack is called the Reverse Bandwagon attack, which works similarly to
the Bandwagon attack. The attacker crafts a malicious profile with low ratings of a set of
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unpopular items, items which have been rated poorly by a large number of users. The target item
is given a low rating to associate it with the unpopular items. Specifically, a set of unpopular
items is rated rmin, the remaining items are rated as before (random and unrated) and the target
item is rated rmin.

Eigentaste Variants:

The RV component of the Bandwagon attack does not need to be discussed, as it would consist of
random ratings and a target item rating of rmin or rmax, which is equivalent to the Random RV
attack (see Section 8.2.2).

The CEV component would be more noteworthy; however, Eigentaste’s median-based clustering
ensures that clusters have an (almost) even number of users, so entering one cluster would not
affect more users than entering another. Furthermore, the gauge set items are chosen to have high
variance; as a result, none of them are particularly popular or unpopular. Thus, the Bandwagon
attack is not applicable to Eigentaste at all.

8.2.6 Eigentaste Attack Summary

The following tables summarize the attacks described above.

Summary of attacks on cluster entry vectors:

Attack Type Gauge Set Ratings
Random r ∼ N(µglobal, σ2

global)
Average r ∼ N(µitem, σ2

item)

Summary of attacks on recommendation vectors:

Attack Type Attack Objective Recommendation Set Ratings Target Item Rating
Love/Hate Push rmin rmax

Random Push r ∼ N(µglobal, σ2
global) rmax

Average Push r ∼ N(µitem, σ2
item) rmax

Love/Hate Nuke rmax rmin

Random Nuke r ∼ N(µglobal, σ2
global) rmin

Average Nuke r ∼ N(µitem, σ2
item) rmin
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9 Opinion Space (System)

Opinion Space is an experimental new system for visualizing opinions and exchanging ideas.
Users can express their opinions and visualize where they stand relative to a diversity of other
viewpoints. Designs for early versions of Opinion Space began in Fall 2008, and development
began in December 2008.

Figure 25: Screenshot of Opinion Space 1.0, accessible at http://opinion.berkeley.edu.

9.1 Early Designs

Opinion Space went through several iterations in Fall 2008 before we arrived at the visualization
system that it is today. These early versions are described below:

9.1.1 News Filter

In the first design of Opinion Space the focus was on filtering news. The intuition was that if
reading a news article resulted in a change of opinion for one user, that news article would likely
change the views of similar users.
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It would have worked as follows: a user would input his or her opinions on specific issues, at
which point the system would present relevant news articles to the user. The user would then be
able to change his or her original responses after the presentation of every news article. Figure 37
in Appendix E shows a mockup of this design.

9.1.2 “Devil’s Advocate” System

The next design was a “devil’s advocate” system, where the key question for users was “How
much you can influence others’ opinions?” It was a system where users could submit comments
that they felt would affect others’ opinions on various statements, and that would recommend
comments to users based on what comments successfully changed similar users’ opinions. In other
words, it was a comment recommender system, and in some senses an automated version of
systems like KQED’s “You Decide” project.

Specifically, users would be able to submit statements that could be either agreed upon or
disagreed upon, and would also be able to submit comments that they felt would affect others’
views on any of the user submitted statements. A user would click on a statement and be able to
view the comments that were most successful in changing the opinions of similar users.

The system would highlight unbiased comments by rewarding those that were able to affect the
opinions of other users, and would therefore be a resource in finding unbiased opinions. For
example, consider the following question: “Is torture justifiable if it prevents a terrorist attack?”
Typical responses to this question would tend to be biased either pro-torture or anti-torture,
which makes them untrustworthy. However, when comments are rewarded for changing opinions,
a very successful pro-torture response would be one that changed the opinion of someone who was
anti-torture, or vice versa. Such unbiased comments would be helpful in exploring the issues.

Figure 38 in Appendix E shows a mockup of this design.

9.1.3 Eigentaste-Based Visualization

The final design of Opinion Space that became Opinion Space 1.0 builds on Eigentaste by using a
key component: PCA (see Section 2). Users rate their opinions on five “propositions” or
statements, which places them as points in a five-dimensional space. The propositions are
essentially the Eigentaste “gauge set.”

PCA is applied to the five-dimensional ratings data of all the users, who are then projected onto
the resultant two-dimensional space. We then allow users to visualize this space, which is the core
of Opinion Space 1.0.

9.2 Opinion Space 1.0 Description

Opinion Space 1.0 launched to the public on April 22, 2009. As mentioned in Section 1, it has
collected over 18,000 opinions from over 3,700 users as of May 2009. It has been featured by
Wired, the San Francisco Chronicle, and other news sources. Figure 25 shows a screenshot of
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Opinion Space 1.0, and Figure 39 in Appendix E shows screenshots of Opinion Space during its
development. Appendix D lists selected responses to the discussion question described below.

The system uses Flex 3 as its frontend and Django 1.0 as its backend, as well as additional
libraries such as Flare and Degrafa for visualization. Like Jester 4.0 and Donation Dashboard 1.0,
it accesses a MySQL database.

Opinion Space 1.0 is online at http://opinion.berkeley.edu. Below we describe it in detail.

9.2.1 System Usage Summary

Figure 26: Screenshot of the initial propositions page in Opinion Space 1.0.

Upon entering Opinion Space, the active user is shown five “propositions” (statements), each with
a corresponding slider bar that ranges from “Strongly Disagree” to“Strongly Agree.” The user is
also shown a discussion question below the five propositions with a corresponding text field, as
shown in Figure 26. After adjusting the five sliders, optionally responding to the discussion
question and entering an email address, the user can click “See where I stand!”

At this point a two-dimensional map or “space” is displayed, as shown in Figure 25. Both the
active user and other users are represented as points in this space based on their ratings of the
five propositions, where the transformation from proposition ratings to a point in the space is via
the application of PCA (as described in Section 2). The space also contains “landmark” users
(public figures), whose ratings (and therefore, positions in the space) correspond to educated
guesses about how the corresponding public figure would have rated the propositions. Closer
points in the space indicate higher levels of agreement on the five propositions; thus, the active
user is able to visualize his or her opinions on the five propositions with respect to others.

There is a button on the map called ”Show My Opinions” that, when clicked, pops up “My
Opinion Dashboard,” as shown in Figure 27. This dashboard allows the active user to adjust his
or her ratings of the five propositions and corresponding position in space at any point, along
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Figure 27: Screenshot of “My Opinion Dashboard“ and the “Response Viewer” in
Opinion Space 1.0.

(a) Opinions shown (b) Opinions hidden

Figure 28: Screenshot of the “Landmark Viewer” in Opinion Space 1.0.

with his or her response to the discussion question. The user can also click on any of the points in
the space: clicking on a normal user’s point pops up a “Response Viewer” window (as shown in
Figure 27) that allows him to view both that user’s response to the discussion question and
ratings of the five propositions. Similarly, clicking on a landmark user’s point pops up a
“Landmark Viewer” window (Figure 28) that identifies the landmark and lists the landmark’s
ratings. Ratings are hidden by default in both the “Response Viewer” and the “Landmark
Viewer”; users must click “Show Opinions” to make them visible.
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After viewing a user’s response to the discussion question in the “Response Viewer,” the active
user can rate that response with another slider. The rating will affect the rated user’s “score,”
and therefore the size of the rated user’s point, as explained in Section 9.2.3. The rating will also
affect the color of the rated user’s point as displayed to the active user, which we explain in
Section 9.2.2. The active user can also click the red flag at the corner of the “Response Viewer” in
order to report any response as inappropriate, and such reports are currently monitored manually.

9.2.2 Design Details

We used a metaphor of space in designing the layout and colors of Opinion Space 1.0. The
background of the space is black to signify an open expanse, and the active user is represented in
the space as a yellow point with a yellow halo as a reference to the sun. Other points in the space
that have not been rated by the active user are colored white to look like stars and signify
neutrality, while “landmark” users are colored blue to be differentiated; all of these points have a
star-like pulsing effect to engage users. Points rated positively by the active user are colored green
and points rated negatively are colored orange, where the color applies only to the active user’s
view of the space; these colors make it easier for the active user to remember which points he or
she has previously rated, a common request from early users. As shown in Appendix E, we
iterated through a number of color choices before arriving at these.

Figure 29: Screenshot of the zoom bar in Opinion Space 1.0.

Figure 30: Screenshot of fullscreen mode in Opinion Space 1.0.

“Information Overload” A key factor in our design was the avoidance of “information
overload,” and the first feature to deal with that problem was zooming: if there are too many
points in the space, the user can zoom in to focus on a particular area. This functionality is
accessible via the zoom bar at the bottom of the screen, as shown in Figure 29. The user can pan
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the map in any direction when zoomed in, and the space will follow his or her point if it moves
outside the border. Another way that we actively avoid “information overload” is by only showing
a small set of possible points at any given time. Specifically, we show k users who have discussion
question responses that the active user has rated, limited to 100. We then show l users that are
the most recent in the system and who have responded to the discussion question, limited to
200− k. Finally, if k + l < 200 we show the most recent users who did not respond to the
discussion question. Section 10 discusses some alternatives to zooming and limiting the number of
points.

As shown in the screenshots of earlier versions of Opinion Space (see Appendix E), the dashboard
and the viewers (e.g. the “Response Viewer”) used to have permanent locations at the left hand
side and top or bottom of the space, respectively. However, this left little room to show the space
itself, which is why the dashboard and the viewers can now be dragged around by the user, as
well as be closed and opened at any point. They are overlaid on top of the space and transparent
to allow the points to show through as much as possible. Another important and related feature
is fullscreen mode: upon clicking “Fullscreen,” the space takes up the user’s entire screen and
spreads the points out accordingly, as shown in Figure 30; the large size of the space makes it
easier to process the information.

Our scoring system makes it easier to process the information in the space by highlighting the
most compelling points: it is described further in Section 9.2.3.

Understanding the Space The most common area of confusion since we began showing
Opinion Space to users has been that users don’t understand what their point in the space
actually means. Users wanted the axes of the space to have semantic meaning, such as “Liberal”
to “Conservative”; however, because we use PCA to generate the eigenvectors of the space, they
have no meaning that is easy to describe. One simple feature that addresses this problem is “live
dragging”: when users move their proposition sliders, their point in space moves at exactly the
same rate. This allows users to begin to understand the layout of the space. Another feature that
has already been discussed is “landmark” users; in fact, this area of confusion is what prompted us
to add these “landmark” users into the system. The landmarks begin to give the space semantic
meaning, as certain directions in the space correspond to certain public figures. For example, if a
user is closer to Nancy Pelosi than another user, some meaning can be inferred from that.

Another approach to giving the space meaning is a slideshow tutorial that we created and
embedded into the website, as shown in Figure 31. We went through several iterations of text for
the different slides so that it would make sense to people unfamiliar with advanced mathematics.

Some users did not understand where their point was in the space, or what to do with the space
after arriving. To address these problems we introduced a “Show Me” button that centers the
space on the user when clicked, a “Me” label that appears next to the user’s dot, and the yellow
halo that surrounds the user’s dot to clearly differentiate it from all the users. We also added a
“Show Help” button that displays helpful text when clicked, and a large “Suggestions” label that
directs the user to click that button when he or she first arrives at the space. Figure 32 shows
screenshots of the “Me” and “Suggestions” labels, as well as the “Show Help” button and screen.
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Figure 31: Screenshot of the “How it Works” tutorial in Opinion Space 1.0.

(a) Large “Me” label (b) Help screen (c) Large “Suggestions” label

Figure 32: A few guidance elements in Opinion Space 1.0.

Changing the Discussion Question The optional discussion question changes every so often
to keep the dialogue fresh and exciting, which resets the sizes and colors of all points in the space
because their ratings and scores are no longer applicable; that is, the ratings were for the
responses to the previous discussion question. However, the active user can click on “See
Response to Previous Question” in the “Response Viewer” to view any user’s response to a
previous question, a feature we added so that users would not be completely overwhelmed by a
discussion question change.

Saving When the user adjusts the proposition sliders or the “Response Viewer” slider, the new
ratings are automatically saved to the database. This is in contrast to earlier versions of Opinion
Space, where the user was forced to click “Save” buttons in order to save changes. In some of the
earlier versions, a “shadow” point and “shadow” sliders were displayed when the user moved his
sliders without saving, as shown in Figure 33, which indicated the user’s last saved positions. If
the user clicked anywhere else in the space, his or her point would snap back to the location of
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Figure 33: Screenshot of the “shadow” point and sliders in earlier versions of Opinion
Space.

the “shadow” point. The goal of the “shadow” point and sliders was to remind the user to click
“Save,” and the reason we wanted the user to manually click “Save” was because we were worried
about random exploration. That is, we were worried that users might move their sliders in various
different directions in order to explore the layout of the space, without actually intending to
change their opinions. However, all of this confused our early users; as a result, we decided to
implement automatic saving. Section 9.4 shows that users did not, in general, change their ratings
after they saw the space; thus, the impact of user exploration on the data has been minimal.

Registration In early versions of Opinion Space, users did not enjoy being asked for their email
addresses and passwords for registration. Thus, the current system simply asks for email
addresses and automatically assigns temporarily passwords. Users can reset their passwords by
checking their email and clicking on appropriate think, and users also have the option of clicking
“Register” in the navigation bar and inputting a password.

9.2.3 Scoring System

Users tend to be biased when it comes to opinions on controversial issues, which is what inspired
the “devil’s advocate” version of Opinion Space, the goal of which was to filter out unbiased
responses to the discussion question. In determining a metric for scoring responses in Opinion
Space 1.0, we take note of this bias and further assume that users will tend to rate points that are
near them positively and points that are far away negatively.

We define a “compelling” response as one that is rated positively by a diverse set of users, rather
than just the users with points that are nearby. In order to highlight the most compelling
responses, we weight ratings as follows, as described by Bitton et. al. [4]:

Let xi be user i’s ratings vector of the Opinion Space propositions, and let rij ∈ [−1, 1] be user i’s
rating of user j’s response, where larger-valued ratings correspond to higher degrees of agreement.
We define dmax to be the greatest possible Euclidean distance between the ratings vectors of two
users. If there are m propositions, then:
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dmax = ||rmax − rmin|| =
√

4m (7)

When user i rates user j’s response with rij , the score of the rating r′ij is computed as follows.
Let dij be the Euclidean distance (vector norm) between user i’s and user j’s rating vectors
(0 ≤ dij ≤ dmax). Then:

r′ij =

{
rij dij if rij ≥ 0 (8)

|rij | (dij − dmax) otherwise (9)

Figure 34: Plot of the rating score as a function of the distance between users i and j.
The different lines correspond to different raw ratings, where the slope is the absolute
value of the raw rating. The upper half of the plot corresponds to positive raw ratings
and the lower half corresponds to negative raw ratings.

Figure 34 shows a plot of the scoring function. For any response, the scores r′ij of all its ratings
are aggregated together to form an overall score, which indicates whether or not the response is
“compelling.” As discussed in Section 9.2.1, the size of the point is determined by this score, as
opposed to early versions of the system where point sizes simply reflected average rating.

9.2.4 Populating the System

The system currently features a single “space” that contains five propositions pertaining to US
Politics. At the time of writing they are as follows:

1. Gas at $0.99 a gallon would be good for Americans.
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2. Congress should establish a “Truth Commission” to investigate the Bush-Cheney
administration.

3. President Obama should meet with any interested foreign leaders without preconditions.

4. Working Americans should pay more taxes to support national health care.

5. Torture is justifiable if it prevents a terrorist attack.

The optional discussion question is: “The U.S. economy is in turmoil. Nobel Prize winning
economist Paul Krugman warned of a ‘crisis in confidence’ over a year ago. Do you have a
personal experience that illustrates this crisis in confidence? And what strategies might be
effective to restore the confidence of American citizens?” We plan to switch the discussion
question every few weeks, and to add additional spaces on topics such as the economy, education
and the environment in the near future.

In choosing the five propositions and the discussion question, we considered a few factors. First,
we wanted them to be engaging so that we could drive users to the website and collect as much
data as possible. Second, we wanted them to be controversial so as to spread users out in the
space. Finally, we wanted to ensure that a user’s response to the discussion question would tend
to relate to his or her ratings of the five propositions so as to uphold our assumptions for the
scoring system described above.

9.3 Opinion Space 1.0 Data Collected

Figure 35: Histogram of Opinion Space 1.0 ratings as of early May 2009 (in the interval
[0, 1]).

As mentioned in Section 9.2, Opinion Space 1.0 has collected over 18,000 opinions from over 3,700
users as of May 2009. Users tended to rate responses either very positively or very negatively,
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with very negative ratings being approximately twice as common as very positive ratings. The
histogram of all ratings collected is shown in Figure 35. Note that this histogram only includes
explicit ratings: users must actually drag the slider. If a user leaves the slider in the middle by
default, but does not drag it at all, that rating is not included in this histogram.

9.4 Opinion Space 1.0 Bias Analysis

We were curious whether presenting a visualization to users would bias their ratings: perhaps
they might want to move closer to clusters of other users, to “landmark” users, etc. Such a bias
could be problematic in displaying opinions accurately. In order to measure this bias, we compare
the ratings of users before they view the visualization with their most recent ratings.

At a point in early May 2009, Opinion Space had seen 3,083 registered users. Of those, 2,416 had
rated at least one proposition, and only 547 had changed their opinions at all between their initial
ratings of the five propositions and their most recent ratings. For the users who rated at least one
proposition, the mean distance change of all users through five-dimensional space (as a percentage
of the maximum distance possible) was 4.2%, with a histogram of the distance change per user
shown in Figure 36a. For the users who did change their stated opinions, the mean distance
change was 18.5%, with a histogram of the distance change per user shown in Figure 36b. Thus,
the data collected indicate that the bias due to visualization is minimal.

(a) Users who rated at least one proposi-
tion

(b) Uses who changed their ratings

Figure 36: Histogram of the distance change per user.
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10 Conclusion and Future Work

We have presented several mathematical tools to utilize and support the wisdom of crowds, and
we have found that incorporating them into fun and engaging systems allows for the collection of
a great deal of data. That data can then be used to improve or enhance the systems and tools.

There is ample room for future work with all of the algorithms, models and systems presented.

Eigentaste 2.0 A key extension for Eigentaste is the implementation of Incremental PCA,
which allows for principal components to be calculated as updates [57]. Once that is implemented
it would be important to investigate the new directions for Eigentaste that it may allow. Another
important project would be the comparison of Eigentaste with more collaborative filtering
algorithms.

Jester Possible extensions to Jester include allowing the user to go back and re-rate jokes,
showing a list of jokes that the user has previously rated, and adding a moderation system to
allow users to submit their own jokes automatically. Jester could also be able to support audio,
video and images in the future, in addition to text jokes. A key feature would be linking Jester to
an existing online joke database.

Donation Dashboard Future versions of Donation Dashboard would benefit greatly from an
automatic payment system so that users could instantly transfer funds to the organizations in
their portfolios. The addition of more organizations (and smaller organizations) to the database
and the creation of local instances of Donation Dashboard would increase the reach of the system
and make it more applicable to users’ daily lives. For example, a “San Francisco Bay Area
Donation Dashboard” would only recommend organizations in that area. Another area for future
work is portfolio generation and manipulation: users could be allowed to manually adjust their
portfolios prior to sharing with their peers. In terms of data analysis, it is important to analyze
the extreme negativity of a large number of ratings in Donation Dashboard 1.0.

Eigentaste 5.0 Eigentaste 5.0 would benefit from a more robust method of determining
similarity between items when data is very sparse. Substituting average ratings for null data
dilutes the actual ratings obtained for the item, and the clustering algorithm is more likely to
place the sparse items in the same item cluster. For our experiments, we only considered users
that had rated all of the items in the set in order to avoid the sparsity issue. Further
experimentation is possible with generalizations of the adaptive aspect of Eigentaste 5.0, which
could recommend items by cycling through the top n item clusters for a user as opposed to just
one. Doing so would introduce more diversity among recommendations and may further reduce
portfolio effects. Another possibility is to give users the ability to modify how much item
similarity they desire.

Recommending Weighted Item Portfolios Using Relative Ratings Another area for
future work is the implementation of Donation Dashboard 2.0, which will utilize the the

58



framework for recommendation weighted item portfolios using relative ratings. It will allow for
the comparison of prediction error with that of Donation Dashboard 1.0 as well as the effect of
altering presentation orders. The development of improved algorithms that take advantage of our
graphical model would also be beneficial.

Eigentaste Security Framework Extensions of the Eigentaste Security Framework might
include the consideration of attackers who obfuscate their attacks, i.e. attackers who realize that
the raw Love/Hate attack, while most effective when undetected, is easily detected. An example
of obfuscation would be to add some randomness to the Love/Hate ratings instead of only using
rmin and rmax. Eigentaste applications would also benefit from an analysis of Eigentaste-specific
attacks such as an attack that we call the “Cluster Shift attack”: a huge amount of attacker
profiles can be inserted into one specific region of the eigenplane, such that all clusters need to be
devoted to them; then, all legitimate users are forced into the remaining cluster and the system
degenerates to a sorted list by average rating. It would be extremely useful to evaluate the
amount of damage that can be inflicted by any of these attacks. Another area to explore is the
possibility of detecting attacks by looking at how items move around the ranks within clusters,
instead of looking at individual profiles.

Opinion Space There are many potential extensions and improvements to Opinion Space. One
important problem discussed earlier is that people don’t understand what their position in the
space actually means. This is not a trivial question by any means, and there is ample research
opportunity in trying to aid users in understanding a position that has no semantic meaning. One
key feature that would help with this problem is “lenses”: upon turning on a particular lens,
points in the space would be colored according to certain attributes. For example, a “Political
Party” lense might color Democrats blue and Republicans red. These “lenses,” especially if they
could be overlaid on top of each other, would give the space meaning by giving more meaning to
the points in the space. Another important feature to go along with “lenses” would be
incorporating Facebook Connect into the system, as this would make available a large amount of
demographic information.

In order to help the user understand the directionality of the space, the system could overlay
arrows or gradients on top of the user’s point indicating the directions that it could move. As the
user moves his or her point, it could also highlight points that become similar to the user’s point
with respect to a set of the propositions as opposed to all of them. Zooming in Opinion Space
should also not be taken for granted, as it is simply one means of avoiding “information
overload.” Another option, for example, might be clustering points together as meta-points.

A separate but very important extension would allow users to create their own Opinion Spaces by
submitting sets of five propositions. This would allow users to create spaces featuring any topic.

In terms of engaging users, one very engaging possibility would be showing live movement of
other points; however, this is difficult in terms of infrastructure and would require a large number
of users changing their opinions at the same time. A similar but more feasible feature would be
the creation of a slider that moves the points through time. Thus, users would be able to watch
the points evolve from the formation of the space to the present. Adding a game-like scoring
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element to the system likely result in much more user engagement. Subtle, random motion of the
points might also be helpful.

Another direction is to increase the amount of social features in Opinion Space. The ability to
respond to discussion question responses would enable dialog in the system, although a proper
interface would need to be developed. Private messaging might be a very useful feature for users
who would like to meet other like-minded people, or perhaps people who are not so like-minded!
One simple idea would be to show lines emerging from the selected point and connecting to the
other users who rated it.
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A Selected Jokes from Jester

Warning: some of these jokes have ethnic, sexist, or political content (some have all three).
Although we tried our best, it is hard to eliminate all such factors and retain a sense of humor.

A.1 Top Five Highest Rated Jokes
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A.2 Top Five Lowest Rated Jokes

A.3 Top Five Highest Variance Jokes
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B Selected Organizations from Donation Dashboard

B.1 Top Five Highest Rated Organizations
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B.2 Top Five Lowest Rated Organizations
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B.3 Top Five Highest Variance Organizations
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C Donation Dashboard Organization Legend

1: Bill and Melinda Gates Foundation
2: American National Red Cross
3: Henry Ford Health System
4: American Cancer Society
5: Goodwill Industries International
6: Amnesty International
7: Young Men’s Christian Association (YMCA)
8: World Vision
9: Boy Scouts of America
10: American Heart Association
11: Public Broadcasting Service
12: Big Brothers Big Sisters
13: March of Dimes
14: Special Olympics
15: Academy for Education Development
16: Wildlife Conservation Society
17: United Negro College Fund
18: The Carter Center
19: Make-A-Wish Foundation
20: Alzheimer’s Association
21: World Wildlife Fund
22: Arthritis Foundation
23: Project HOPE
24: American Civil Liberties Union Foundation
25: FINCA International
26: Puppies Behind Bars
27: One Laptop Per Child
28: National Public Radio
29: Disabled American Veterans Charitable Service Trust
30: Locks of Love
31: Doctors Without Borders, USA
32: United States Fund for UNICEF
33: CARE
34: AmeriCares
35: Teach For America
36: Peace Corps
37: National Park Foundation
38: America’s Second Harvest
39: X-Prize Foundation
40: PETA (People for the Ethical Treatment of Animals)
41: The Wikimedia Foundation
42: American Society for the Prevention of Cruelty to Animals
43: The Heritage Foundation
44: Electronic Frontier Foundation
45: Habitat for Humanity
46: Fisher House Foundation
47: Downtown Women’s Center
48: The Leukemia and Lymphoma Society
49: United Way of America
50: Planned Parenthood Federation of America
51: Prison Fellowship
52: St. Jude Children’s Research Hospital
53: The Humane Society of the United States
54: Center for Economic Policy Research
55: William J. Clinton Foundation
56: NAACP Legal Defense and Educational Fund
57: Guide Dog Foundation for the Blind
58: Marine Toys for Tots Foundation
59: Save the Children
60: Conservation Fund
61: American Jewish World Service
62: Ashoka
63: International Medical Corps
64: AVID Center
65: Kiva
66: Asha for Education
67: Engineers Without Borders
68: Donors Choose
69: The NRA Foundation
70: American Foundation for Suicide Prevention
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D Selected Discussion Question Responses from Opinion Space

D.1 Top Five Highest Scoring Responses

I don’t have a ”crisis of confidence” experience, but rather a few ”crisis of quality”
stories. I’m a big believer that if you make great stuff, people will buy it. Even though
Americans are still technically savvy, creative, and innovative (though not the world
leader anymore, sadly) we are not making the quality products that drive manufactur-
ing, retail, and trade our way. When faced with buying a Toyota or a Saturn...the
choice is simple. Regardless, our country was founded and flourished on the resiliency
of our population. Once we start reinvesting in the education of our youth...particularly
in math, science, and engineering...we will reap the benefits.

I’d be reassured if I knew that the days of ridiculous bonuses on Wall St. were over
forever. No one is worth that kind of money, and certainly not when the financial
sector is such a mess.

The lack of transparency on the part of financial professionals, and their shady prac-
tices. Coupled with the prevailing view of their moral ambiguity in relation to their
practices cast a large shadow on the economy, and eventually dragged the economy
along with them downwards. Now that we have a clearer understanding of such prac-
tices, it is prudent that we install new regulation that protects the economy.

I do not have a personal illustration of the crisis, but do have some idea about restora-
tion strategies. The root of the problem is lack of confidence in governance. Congress
should not accept campaign money from special interest groups. The apparent conflict
of interest is overwhelmingly bad and is a fundamental problem.

become the leader in new technologies like renewable power

D.2 Top Five Lowest Scoring Responses

shoot them all

The party’s over here!!
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kill the bankers, burn the records then set up a truth and reconciliation commission

No.

xasddsa
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E Early Opinion Space Mockups and Screenshots

Figure 37: Mockup of Opinion Space as a news filter.
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Figure 38: Mockup of Opinion Space as a “devil’s advocate” system.
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Figure 39: Screenshots of Opinion Space during development, where the fourth image
is of Opinion Space 1.0.
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F Selected Press Coverage

The pages to follow include selected press coverage of our various projects.
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Berkeleyan

Appearances
aside, Ken
Goldberg, left,
and Tavi
Nathanson view
humor through
the prism of
rigorous
mathematics.
(Peg Skorpinski
photo)

So an EECS prof and an undergrad walk into a computer lab.
Jester 4.0 may seem like a lot of laughs, but to Ken Goldberg and Tavi Nathanson, jokes about
dumb blondes and Chuck Norris are merely the setup for adventures in higher math 

By Barry Bergman, Public Affairs | 13 February 2008

"Lemme understand this . I'm funny how?" demanded Joe Pesci, playing the impish sociopath
Tommy DeVito in the 1990 mob movie Goodfellas. "I mean, funny like I'm a clown? I amuse you? I
make you laugh?.What do you mean funny, funny how? How am I funny?"

Improve the diction, lose the badgering tone, and delete the expletives hiding amid the ellipses - on
second thought, leave the expletives - and you've got a mission statement for a Berkeley research
project. The punchline - wait for it - is algorithms.

And no, that's not funny. Or is it?

"Funny how?" - or, rather, "How funny?" - is the question being asked by Ken Goldberg, Tavi
Nathanson, and a so-called recommender system called "Jester 4.0: Jokes for Your Sense of Humor."
Goldberg, an engineering professor known for his machine-assisted art, and Nathanson, a senior
majoring in electrical engineering and computer sciences, are employing a sophisticated algorithm to
usher humor into the 21st century, even if some of the jokes are a bit stale. (Though Clinton jokes,
they note, are mounting a comeback.)

Nathanson, an unabashed fan of the emergent genre of Chuck Norris jokes, joined the Jester project
in the spring of 2006, when Goldberg was looking for someone to help update the program he first
launched in 1998. By 2003, some 75,000 laugh-lorn computer users had visited the site, which has
attracted interest from entrepreneurs wanting to take it commercial. The premise is simple enough:
First-time visitors rate eight jokes on a continuum from "less funny" to "more funny." Jester then
assesses the user's sense of humor, and serves up jokes to match.

The gags range from bland to bawdy - if you're offended by casual profanity, or by gentle pokes at
ethnicity and religion, Leno's a safer bet - but their comedy value is up to each individual user.
Humor, it turns out, is a funny thing. And that's the point. Where standups crave laughs, Goldberg
and Nathanson want data. The jokes are bait. The visitors' ratings - 4 million-plus and counting - are
the fish.

02.13.2008 - So an EECS prof and an undergrad walk into a c... http://www.berkeley.edu/news/berkeleyan/2008/02/13_jester.shtml

1 of 3 5/18/09 10:06 PM
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Thus do a pair of Berkeley intellects wade intrepidly into the murky waters of Polish jokes and
dumb-blonde gags once trolled by the likes of Henny Youngman and Bazooka Joe.

A sample joke from Jester:

"Two kindergarten girls were talking outside. One said, 'You won't believe what I saw on the patio
yesterday. a condom!'

"The second girl asked, 'What's a patio?'"

Rim shot. But seriously.

Take my project.please

In the spring of 2006 Nathanson, then completing his sophomore year, e-mailed Goldberg to inquire
about possible research projects. They met, and Goldberg - a man renowned for cutting-edge art and
creative Internet-based experiments - told him what he had in mind.

"I thought, 'Huh, that's. interesting,' " Nathanson recalls, laughing. "A joke recommender - it's just
not something I would have expected to work on." But he also thought it sounded like fun, "which is
not something you can say for most research projects you could get involved with." The fact that
Jester was a web application, something he actually was interested in, sealed the deal.

He worked on the project independently over the summer. "I gave Tavi the code and said, 'See what
you can do with it,' " Goldberg says. The undergrad not only made "a huge amount of progress" in
overhauling the program - as Nathanson describes it, "basically taking the old stuff and rewriting it
using modern languages" - but wound up deciding to pursue his master's in computer science at
Berkeley. That, says his professor, will let him "do more than the interface and database and
graphics, but really get into the mathematics of it."

The mathematics, indeed, are daunting. Beneath its jokey exterior, Jester matches your taste in
humor to that of other users via a process known as collaborative filtering, which also drives the
recommendations of sites like Amazon and Netflix. Jester is built on a complex algorithm called
Eigentaste, which the campus patented in 2003.

Goldberg came up with Eigentaste after mentions in Wired and elsewhere sent more than 10,000
users to the original Jester, overwhelming the site. "It went crazy," Goldberg says. "It completely
melted down our system." To make the program more scaleable, he borrowed a technique from the
field of pattern recognition called "principal-component analysis," and Eigentaste - the name is a tip
of the hat to eigenvalues and eigenvectors - was born.

And though the algorithm has grown more sophisticated, the underlying idea remains the same.
While commercial sites boast recommender systems for books, CDs, and movies, Goldberg seized
on jokes because he needed data, and because they're copyright-free, popular, and easy for users to
evaluate. Jester itself - the name notwithstanding - is as mirthless as Dick Cheney at an ACLU
fundraiser.

"The computer doesn't know anything about the jokes - every joke is just a black box, the same as it
would be for a movie or a film," Goldberg explains. "It just says, OK, these are just numbers, items.
What it does is ask humans to rate these items. And then, depending on how they rate them, it looks
for statistical clusters, patterns. And that helps you identify people with similar tastes.

"Once you've classified users, then you can start to say, OK, someone in your taste cluster thought
this other joke or movie or book was good, so I'll recommend that to you. That's the idea in a
nutshell."

The statistical need for questionable gags - that is, those whose actual humor content is debatable - is
also a reason Jester users continue to find so many "high variance" jokes, including some from the
ever-growing oeuvre of Chuck Norris jokes. For the uninitiated, here's a favorite of Nathanson's:
"Chuck Norris' tears cure cancer. Too bad he never cries."
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"I find that funny. A lot of young people find that funny," he says, piercing the heavy silence that
greets his delivery. "Clearly you don't."

His audience of one, it's true, belongs to the elephant-joke generation. Not that there's anything
wrong with that.

It's not just jokes, folks

The current version of Jester randomly places users into one of two iterations of Eigentaste.
Feedback from those who draw the newer algorithm, Eigentaste 5.0, influences the jokes they get for
as long as they go on rating them. Recommendations for the rest, for the time being, are based solely
on how they rate the initial set of eight jokes.

That's slated to improve, as are the quality and variety of the gags themselves. Yet while math may
not be easy - to paraphrase a show-biz truism - comedy is hard. And the hardest part is finding the
jokes.

"There isn't a great central joke site right now. There's no Google for jokes," laments Goldberg,
who's received a few from his brother-in-law, comedian-filmmaker Albert Brooks. "We have a place
on the site that lets you submit new jokes, and most of them are terrible, so we can't rely on that."

But jokes were never the end, merely a means to perfecting faster, more serious - and, arguably,
more socially useful - applications. "Anything where you feel deluged, this kind of tool could be
very useful in helping you pick through the huge haystacks of information," Goldberg says.

Adds Nathanson, "I always have in the back of my mind, What applications can we come up with
for this?" They're already working on a charity program - tentatively dubbed "Donation Dashboard"
- that will recommend portfolios of nonprofit organizations to would-be supporters based upon their
interests, desired giving levels, and other preferences. As with Jester, the site will employ
collaborative filtering to cluster users, in this case like-minded donors, and match them to the most
suitable suite of organizations.

Goldberg, who also directs the campus's Center for New Media, has had discussions with executives
at craigslist - which recently gave the center $1.6 million for an endowed chair - about promoting
Donation Dashboard, which he hopes to launch in March.

Meanwhile, the pair continues to build what Goldberg calls "one of the largest data sets for research
in this field," all of it available for others to mine and sift through their own algorithms. Nathanson
recently gave a presentation on Eigentaste to a conference on recommender systems, and a number
of published papers on Eigentaste similarly attest to the rigorous scholarship behind it.

And speaking of science. here's Jester: "What does an atheist say during an orgasm? 'Oh Darwin! Oh
Darwin!'"

Read and rate jokes by visiting Jester at eigentaste.berkeley.edu/user/index.php
(http://eigentaste.berkeley.edu/user/index.php) . To receive an e-mail alert of Donation Dashboard's
launch, sign up at dd.berkeley.edu (http://dd.berkeley.edu) .
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Foolproof funny
BY MARY KOLE 
ILLUSTRATION BY MELINDA BECK

Better humor through computer science

For those with a refined punchline palate, Jester,
the Online Joke Recommender, is a dream come
true. The website's premise is simple: Read eight
jokes and rate them according to how funny you
find them. After that, Jester will begin suggesting
new material tailored to your tastes. Whether you're
a fan of shaggy-dog yarns or snappy one-liners,
you'll find plenty of material for your next social
gathering or paper presentation.

Ken Goldberg, robotics and engineering professor
and director of Berkeley's Center for New Media, is
the mastermind behind Jester. His patented
algorithm, Eigentaste, now in version 5.0,
specializes in what is called "collaborative filtering."
If you've ever been recommended books while
browsing on Amazon or movies on Netflix, you're
already familiar with collaborative filtering. As Tavi Nathanson, Professor Goldberg's graduate
researcher, explains it, "You take a user, you find users who are similar, you recommend items
based on what those similar users said they liked."

That certainly sounds straightforward enough, but under the hood, it's all hardcore mathematics:
The recommendations are based on numbers, not the content of the jokes. "That's a key point,"
stresses Nathanson. "The system works purely based on ratings. It's this clean statistical
approach."

Goldberg's algorithm gets its name from something called "eigenvectors." Don't ask. All you need
to know is that "eigen" in German indicates membership in a group—fitting, since Eigentaste
finds people with the same taste in things and groups them accordingly. Once you've evaluated
the initial jokes, Eigentaste places you into one of 64 different categories of joke lovers—your
specific humor profile. Why 64? Nathanson explains that the cluster count could have been any
power of 2, but their "gut feeling" was that 64 was broad enough to present a wide array of
humor profiles but not so many as to split whiskers.

Unlike the collaborative filters used by Netflix and Amazon, Jester is designed for cases where
users can rate a set of items on-the-fly. That doesn't work so well with books or movies or
toaster ovens, which take time to evaluate. But it's perfect for jokes.
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The immediacy of jokes makes Jester addictive, or "sticky" in Web lingo—a much sought-after
quality in websites. On average, about 20 users daily rate about 46 jokes on Jester in a sitting.
"Jokes have a naturally magnetic property," says Professor Goldberg. "People are happy to sit
down and read them, and you can evaluate [our set of 8] in about a minute." Happily, that has
provided Goldberg's team with beaucoup data to work with; there are over 4 million ratings so far.

Jester is not without drawbacks. Perhaps the biggest problem is that jokes quickly grow stale;
they're never as funny the second time around. The system, which currently has 128 jokes, has a
built-in field where users can submit their own gut-busters, but precious little new humor makes
the cut.

So is Jester accurate in matching jokes to visitors' tastes? It's a tough question but maybe not
the best one to ask, argues Nathanson. He points out that if a user is drawn to, say, Chuck Norris
jokes, the safest recommendation would probably be to offer more of the same. Riskier
recommendations, on the other hand, while bound to hurt accuracy, "would most likely make the
system more useful or enjoyable." That's undoubtedly true. Just don't tell Chuck Norris.

Mary Kole is a San Francisco writer who knows that the sky is only blue because it's Chuck Norris's
favorite color.
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Miss Sunday's Bay to Breakers? Catch a replay and highlights of the webcast!

  By Terry McSweeney

BERKELEY, CA (KGO) -- Researchers

at UC Berkeley are developing a way

for you to give away money more

intelligently, but they need your help.

They've come up with a website that

guides kind-hearted people to the

charity best suited to their interests

and their budgets. Donation

Dashboard doesn't want your money,

just a little time.

Christian Ramirez will contribute a portion
of the $300 billion Americans will give to
charity this year. Like many, he
sometimes bases his decision on a flyer
he receives in the mail.

"Like kids with cancer, that kind of stuff -
that is the charities that I give to. So I give
to direct mail," said Ramirez.

Story continues below

Advertisement

Others give to phone solicitors, but Vivi
Fissekidou has stopped doing that.

"You never really know who they are or
what they are and what they're using the
money for. So I think it would make more
sense to research an issue," said
Fissekidou.

Enter Donation Dashboard. You rate
fifteen charities, from not interested to
very interested, enter your contribution
amount, and voila - a non-profit portfolio,
including your chosen charities and some
similar ones you may never have thought
of, all based on statistical analysis.

Monday, June 09, 2008 | 10:12 AM

LOCAL NEWS

Website guides intelligent charity giving

http://abclocal.go.com/kgo/story?section=news/local&id=6194...
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It's the work of the UC Berkeley Center for
New Media and director Ken Goldberg.

"Essentially it uses the wisdom of crowds,
when you put in your information, you are
helping this greater service by collectively
letting this statistical engine be more
intelligent," said Goldberg.

The spirit and mission of Donation
Dashboard is what attracts contributor
and Craigslist CEO Jim Buckmaster.

"Once this thing is up and running on
more than one server and has more
nonprofits and gets rid of the rest of the
bugs - I'll be interested in presenting it to
Craigslist users who I think will really
enjoy using it," said Buckmaster.

Ephrat Bitton had to choose the initial 70
charities out of the one million available.

"Charities that people were familiar with,
but also nonprofits that were doing
creative work that people might not have
heard of, but people would be interested
in donating to," said Ephrat Bitton, UC
Berkeley Center for New Media.

"The highest rated ones are Doctors
without Borders, KIVA, NPR," said Tavi
Nathanson, UC Berkeley Center for New
Media.

Those are the most popular right now, but
San Francisco based nonprofit Youth
Speaks isn't even on the list.

Artistic director Marc Joseph believes,
when Dashboard grows up, Youth Speaks
will be there.

"Much like MySpace or Facebook or other
social networking sites that began with
only a few members that are now in the
billions," said Marc Joseph, Youth
Speaks.

Philanthropist Andrew Carnegie once said
it's more difficult to give money away
intelligently than it is to earn it in the first
place. Well, Donation Dashboard, as the
name suggests, wants to put you in
control of your contributions so you can
make an intelligent choice.

(Copyright ©2009 KGO-TV/DT. All Rights Reserved.)
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JENNIFER OPENSHAW

Jan 21, 2009, 7:22 p.m. EST

The 15-Minute Tip: New tool for charitable giving
Donation Dashboard suggests charitable groups that best suit you

By Jennifer Openshaw

NEW YORK (MarketWatch) -- When you want a new jacket, you go to the store to buy that new Calvin Klein one you've been eyeing. You want that

cool Coldplay album? You go to the store to buy the CD or to iTunes to download it. But how do you find a charity worth your money?

That seems a little more complicated, doesn't it? Andrew Carnegie once said, "It's more difficult to give money away intelligently than it is to earn it in the first

place" -- and he didn't have to deal with the onslaught of information we all face nowadays.

Well, the folks behind Donation Dashboard say it can be just as easy. Their online tool recommends a donation portfolio that is tailored specifically to your own

interests. Sure, you already give money to the groups you know and like, but don't you think there could be others you might be interested in? Donation

Dashboard can help you figure that out. See the site.

Ken Goldberg, founder of Donation Dashboard and a professor at U.C. Berkeley, said he created the tool because "people are feeling economically pinched,

but still want to be able to share in an effective way."

Here's how it works: First, you take an online survey asking you to rate some non-profit organizations. Then, using a

scale, you indicate how interested you are in, say, the ACLU, Habitat for Humanity or your local symphony. The tool then

offers recommendations that suit your preferences and available funds.

Developed by Goldberg and several students as a project for the Berkeley Center for New Media, Donation Dashboard

extends techniques used by commercial Web sites to recommend movies, music and books. It goes far beyond existing

charity-ranking sites by statistically combining your ratings with the ratings entered by other good Samaritans to compute

a portfolio customized to your interests.

But why should you do this? Three reasons:

Broaden your philanthropic reach. Not only do you learn more about yourself and your interests, but you'll discover organizations that match your

philosophy but don't have the marketing dollars to get your attention.

1.

Allocate your scarce dollars best. You don't have as much to give as you'd like. Nobody does. Donation Dashboard can help you put money towards the

issues and organizations about which you feel strongest.

2.

Feel like a big-shot philanthropist, if only temporarily. It's fun to see what it would be like to give the sum of your choice to the causes you believe in. Go

ahead, type in a million dollars!

3.

Donation Dashboard doesn't endorse any particular charity nor take a percentage of gifts. It really isn't a fundraising tool, either. It just opens your mind to the

possibilities of charitable giving. Now that's a fun ride.

Jennifer Openshaw, author of " The Millionaire Zone ," is co-founder and president of WeSeed, whose mission is to help people use what they know to learn

about stocks, make smarter money decisions and take control of their financial destinies. You can reach her at jopenshaw@weseed.com .

Copyright © 2009 MarketWatch, Inc. All rights reserved.

By using this site, you agree to the Terms of Service and Privacy Policy.

Intraday data provided by Interactive Data Real Time Services, a division of Interactive Data Corp. and subject to terms of use. Historical and current end-of-day data provided by Interactive Data Pricing and Reference Data. More information on

NASDAQ traded symbols and their current financial status. Intraday data delayed 15 minutes for Nasdaq, and 20 minutes for other exchanges. Dow Jones Indexes(SM) from Dow Jones & Company, Inc. SEHK intraday data is provided by

Comstock and is at least 60-minutes delayed. All quotes are in local exchange time. Real-time last sale data provided by NASDAQ.
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Donation Dashboard: collaborative filter-enhanced
charity
POSTED BY DAVID PESCOVITZ, APRIL 21, 2008 8:39 AM | PERMALINK

Donation Dashboard is a new project from UC Berkeley's Center for New Media to match
non-profits with individual donors. Developed by Ken Goldberg and his colleagues, it's
based on collaborative filtering, the same technique used by Amazon, for example, to
recommend books based on the "wisdom" of the crowds. The notion is that people who
agreed in the past will likely agree in the future about certain things. From the project
page:

Here's how it works: you are presented with brief descriptions of non- profit
institutions and asked to rate each in terms of how interested you are in donating to
it. The system analyzes your ratings in light of others' ratings and does its best to
allocate your available funds in proportion to your interests. Your customized
"donation portfolio" is presented in an easy-to-understand pie chart that you can
save at the site for future reference.

The Donation Dashboard website is a pilot system that includes information on 70
non-profit institutions. If the system is successful, the developers hope to expand it
with other features and partner with a third party that can streamline collecting
and distributing funds.

"There's strength in numbers; the system should improve over time as the number
of ratings increases, in this sense each person who visits the site contributes to the
collective wisdom about good causes," notes UC Berkeley Professor Ken Goldberg,
who is developing the system with graduate students Tavi Nathanson and Ephrat
Bitton at UC Berkeley, with conceptual input from Jim Buckmaster at craigslist.
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The Philanthropy 400
The Raiser's Razor
Too Busy to Fundraise

September 08, 2008

New Web Site Recommends Charities to Donors

A new Web site enables individual donors to get a customized list of charities that match
their interests.

Created by the Berkeley Center for New Media at the University of California, the
Donation Dashboard site works by using software similar to what Amazon.com and other
commercial sites use to recommend books, movies, and other products to customers, based
on their previous purchases.

Visitors to Donation Dashboard first rate 15 charities — each presented with a brief
description of its mission, accomplishments, and the percentage of its budget spent on
charitable programs – -in terms of how interested they are in giving to the organization.
Based on donors’ ratings and statistics from other users whose preferences are similar, the
site provides a list of charities likely to meet a donor’s interests.

Ken Goldberg, who heads the Berkeley center unit that developed Donation Dashboard,
says that as more and more donors use the site over time, its ability to match people with
causes will improve as information on people’s preferences is entered, and the interests of
their peers can be factored into its recommendations.

Since Donation Dashboard made its debut in May, 1,600 people have provided 25,000
ratings of the 70 charities in the site’s listings. Mr. Goldberg says the site may expand the
number of charities that it can recommend if it can attract enough interest and software-
development support.

— Holly Hall

Monday September 8, 2008 | Permalink

Commenting is closed for this article.

Previous: Use Your Annual Report to Promote Donations 
Next: How Charities Use Technology Tools to Find Donors

Copyright © 2009 The Chronicle of Philanthropy
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Donation Dashboard

The Berkeley Center for New Media recently launched a Donation Dashboard to help donors choose causes and

organizations to support. Similar to commercial Web sites that recommend movies, music, and books to users,

the site allows visitors to rate nonprofits, analyzes the ratings, and generates giving suggestions based on a

donor's preferences. The suggestions are provided in a pie chart that can be saved for future reference.

Currently in beta, the site includes information on approximately seventy organizations.

©2009 Foundation Center
All rights reserved.

PND - Connections - Donation Dashboard http://foundationcenter.org/pnd/connections/conn_item_print.jh...
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Epicenter
The Business of Tech

New Tool Plots Online Comments Like Stars in

Constellations

By Ryan Singel  April 22, 2009  |  5:28 pm  |  Categories: Uncategorized

Participatory media may be the future, but a look at most comment threads shows that technology

hasn’t figured out a good way to force humans to act like citizens instead of fifth graders.

UC Berkeley’s Center for New Media hopes it has a way to fix that mess in its Opinion Space

visualization tool, which provides a planetarium view of users opinions.

Opinion Space, which launched Wednesday, is quite pretty, mildly addictive and full of rich

possibilities for visualizing a community’s opinions. Wired.com would love to have such a tool at its

disposal, though its almost certainly going to be an addition to, rather than an substitute for, traditional

comment systems.

The center built the tool as a response to President Barack Obama’s call for greater civic participation,

which it says is "designed to go beyond one-dimensional polarities such as left/right, blue/red to

actively encourage dialogue between people with differing viewpoints."

In a test now live on the Berkeley website, the system plots each commenter on a 2D space — your

screen — based on answers to five questions. Most respondents so far land somewhere near the large

nebula representing perpetual, left-wing presidential candidate Ralph Nader and far from the bright

New Tool Plots Online Comments Like Stars in Constellations |... http://www.wired.com/epicenter/2009/04/new-tool-shows/
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sun representing right-wing radio provocateur Rush Limbaugh.

Each respondent glows in turn on the map, and their star rises or falls depending on how others view

their written answer to a sixth question.

For those who want to know how five answers get plotted on a flat surface, it’s got alot to do with

where you put the lamp and how the shadows fall.

For those who don’t care, but like toys, head over to Opinion Space to check it out, and let us know

what you think in our boring old, linear comment section.

See Also:

Spam Clutters Environment, Not Just Inboxes

Mysterious Anti-Obama Text Spam Slams Cellphones

Can ‘Encouraged Commentary’ Bring Conversations Back to the Blog?

Spammers Clog Up the Blogs

Post Comment  |  Permalink

Comments (2)

Posted by: ZuDfunck Dude | 04/23/09 | 7:54 am

Not smart enough to make it work

I hate them in football too!

My ma went there though

Should be more respectful

I am acting like a 5th grader

Aren’t I

Posted by: jag | 04/23/09 | 12:11 pm

The site has a lot of potential.

Even better, was the associated site” Jester: The Online Joke Recommender” at

http://eigentaste.berkeley.edu/user/index.php

After a short training session, the program will be making you laugh ’till you puke.

New Tool Plots Online Comments Like Stars in Constellations |... http://www.wired.com/epicenter/2009/04/new-tool-shows/
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Opinion Space displays your viewpoint in a constellation of other opinions.

« Another year of... | Main | U.S. cybersecurity... »

Opinion Space -- new tool maps your viewpoint

Everybody has an opinion. But not all opinions fall neatly into one of two sides --
left or right, blue or red, Mac or PC (well, OK, maybe the last example).

To help highlight the diversity of opinions on any given topic, the Berkeley Center
for New Media is launching today a new online visualization tool called Opinion
Space. Described as an "experimental new system for group discussion," the goal
of Opinion Space is to move away from oversimplified, two-sided debates that can
limit dialogue and provide a tool that encourages interaction between those with
differing views.

To get started, participants are asked to drag a slider to rate five propositions on
the chosen topic and type their initial response to a discussion question. Then
using Principal Component Analysis from advanced mathematics, Opinion Space
plots your overall opinion as a yellow point (or star) in the constellation of other
viewpoints. People with similar opinions will be close in proximity.

Opinion Space's layout is determined completely by the data entered by
participants. So if your yellow dot is located on the left, that doesn't mean you're
more liberal. Opinion Space is designed to move beyond the usual left-right linear
spectrum.
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spectrum.

Opinion Space also includes "landmarks" (blue dots) that represent the opinions of
public figures based on "educated extrapolation." In the demo that I tried out, the
discussion topic was U.S. politics, and the "landmarks" were Rush Limbaugh,
Arnold Schwarzenegger, Nancy Pelosi and Ralph Nader. I was nowhere near Rush,
but somewhat surprisingly, closest to the governor in my views.

Ken Goldberg, director of the Berkeley Center for New Media and one of the UC
Berkeley professors who developed the system, sees this tool being applied to
just about any context, from something as local as a discussion on neighborhood
zoning to a company wanting to survey its customers about a new product.
Regardless of the topic, he said the point is to "get out of the polarities that limit
discussion."

One of my initial takes was that I thought the visualization was intriguing -- what if
you applied it to dispute resolution, or job interviews, or finding the perfect mate?
But I also wanted more ability to actually engage in a discussion and an embed
option.

Goldberg said that this is just the start. Like many things on the Web, Opinion
Space will evolve and add features, such as giving users more control of the
discussion and incorporating it into other sites (maybe Facebook, Craigslist,
Wikipedia).

What type of features would you like to see? How might you use this tool?

Posted By: Marcus Chan (Email) | April 22 2009 at 12:15 AM

Listed Under: New Media

Add Your Comment

This is very cool - and gives you a chance to express some opinions in a
text box that other users can read (this is anonymous) and to see if you
are out on the fringe (of course OF respondents, not necessarily real) -
and NO TEA PARTY RHETORIC as far as I could see - I urge you to take a
few minutes and run it...after all, this may be the election technology of
the future...

No thanks, I'd rather get out and meet and incite people to do hands on
and real expressions of opinion like boycotts, picketing, education and
sometimes even more.

Fascinating. As for the visual graphic, rather than left/right, the spectrum
of opinions seems to run top to bottom, with Rush at the top, Arnold in
the middle, and Pelosi lower down. Much like the author, I am closer to
Arnold than I may have thought. Now, you lefties, don't scream when all
the Dittoheads find a hidden meaning that Limbaugh is oriented at the
'top' of the universe!
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UC Berkeley's new Opinion Space Web site
visualizes your viewpoints
Creators of Jester online joke recommender now want to know what you think
By Bob Brown , Network World , 04/22/2009

You might have a good sense of how your political
opinions stack up against those of Arnold
Schwarzenegger, Nancy Pelosi and Ralph Nader, but a
new Web site from the University of California-
Berkeley researchers can also show you how your
viewpoints stack up against many others.

Opinion Space, which formally launches on Wednesday,
is the brainchild of researchers at the Berkeley Center
for New Media, the same outfit that brought us the
Jester joke recommendation system and the Donation
Dashboard, which aids people in giving to charities. The
team behind Opinion Space calls it "an experimental
model of opinion and dialogue… designed to go beyond
one-dimensional polarities such as left/right, blue/red..."
They have been working on the site since December.

Like earlier systems from Berkeley Center for New Media, Opinion Space relies on a technology called
collaborative filtering to plot your opinions against others' ideas. Collaborative filtering combines
"continuous spatial models with statistical techniques (such as Principal Component Analysis) to efficiently
represent gradations of input," according to the Opinion Space site.
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Click to see: Screen shot of opinion space

The Web site gives a 3D sort of perspective on a user's opinions, depicting points of view as a constellation
of stars glowing brighter or appearing nearer or farther depending on how alike or different they are. Users
can check out the opinions of others (including extrapolations of Schwarzenegger's, Pelosi's and Nader's
based on their public statements and policies) and change their own opinions over time.

Users are asked to use an on-screen slider to show how much they agree or disagree with a series of
statements. The initial series of questions focuses on U.S. politics and includes propositions such as
"Gasoline at $0.99 a gallon would be good for Americans" and "President Obama should meet with any
interested foreign leaders without preconditions." It also includes an open-ended question: "The U.S.
economy is in turmoil. Nobel Prize winning economist Paul Krugman warned of a 'crisis in confidence' over
a year ago. Do you have a personal experience that illustrates this crisis in confidence? And what strategies
might be effective to restore the confidence of American citizens?"

Down the road, other sets of questions will be posed on topics such as education and the environment.

"We definitely plan to develop future Opinion Spaces on techie topics and we think it could be applied in
many contexts, from community groups, classes and companies asking for input on their products and
services," says Ken Goldberg, a UC Berkeley professor and director of the Berkeley Center for New Media.

Goldberg says Opinion Space was inspired by "frustration with the overload of Facebook and discussion
forums, and more importantly by Barack Obama's exciting thoughts on 'participatory democracy'."

Django 1.0 is the Web framework used on Opinion Space's back end and Flex 3 is used for the front end.
The system is running with a MySQL database on a Linux server that's using Apache, says Tavi Nathanson,
a UC Berkeley electrical engineering and computer science graduate student who is part of the Opinion
Space team.

Follow Bob Brown on Twitter and via his Alpha Doggs network research blog.

All contents copyright 1995-2009 Network World, Inc. http://www.networkworld.com
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