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1 Abstract 

 In this paper, we summarize and evaluate the techniques for detecting and 

identifying the detection patterns in the context of clothing simulation for PR2 (and any 

robot using Robot Operating System as its OS). We illustrate in this context, why the 

marker processing algorithm introduced in ARToolkit - Based Tracking[7]  is the best 

performer for minimal detectable pattern size and under warping configurations. 

Additionally, for our shirts to be similar enough with typical shirts, we also present a 

solution for PR2 to simulate the behavior of a unique marked-up clothing with invisible 

detection patterns. This article will describe in detail how we improve the algorithm to 

detect and identify UV ink markers using the Kinect system. 

 

 

 

 

 

 

 

 

 

 

 

 



	
   	
   SIYU	
  E	
  
UNIVERSITY	
  OF	
  CALIFORNIA,	
  BERKELEY	
   	
   M.ENG	
  SPRING	
  2012	
  

2 Introduction 

 In the near future, we want the PR2 (Personal Robot 2) to be able to replace 

humans in folding clothes. To realize this, the PR2 needs to be more reliable and efficient 

through a better Physics Based Simulation Engine - Bullet Physics, an open source 

simulation engine that is readily accessible in C++ - that can simulate clothing and its 

reaction when manipulated, since Current Algorithm has the unrealistic simulation 

problem of low success rate and slow process speed. In general, only twenty out of thirty 

attempts on clothing will succeed in folding with the current algorithm, and the PR2 is 

always repeating actions of grasping the clothing until it sees a desired configuration, 

which costs a long period of time. We improve it by creating a new simulation model to 

represent clothing manipulation as realistically as possible with Bullet Physics, which 

simulates the response of objects to manipulations using real physics. Additionally, for 

the simulation to have meaning to the real initial configuration of the clothing article, we 

need to compare and choose a suitable detection pattern among various kinds of marker 

patterns, which creates an algorithm to allow the PR2 to detect the important locations of 

a certain marked-up clothing through its cameras and then generate an accurate guess of 

the configuration of the clothing article. 

 After evaluating the detectable pattern size and their conditions under warping 

configurations, we choose the BCH marker, which is proven to be the most suitable one 

with our project, as the detection pattern and use ARToolkitPlus to figure out the 

configuration of the clothing article. ARToolkitPlus, an open source, is one of the most 

common frameworks for AR implementation, freely downloadable. It uses rectangular 

markers consisting of arbitrary black- and-white or color patterns, with a training step 
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required to teach the system to recognize a particular pattern set. Through our algorithm, 

given an image of the marked up T-Shirt, we can extract tracking information of the 

markers of the shirt, and then determine the pose and location of each marker that was 

visible on the shirt with this tracking data information. We also create an Interface so that 

given a picture of a marked up shirt, it can be reproduced in simulation with the same 

configuration. From the returned locations and pose information of those markers from 

ARToolKitPlus, we are able to manipulate the mesh model in the simulation to the 

specified location so that it matches the real configuration of the shirt. 

 Furthermore, we purport to improve the product of clothing simulation to be more 

humane. Customers will prefer to buy a shirt without markers or with invisible markers; 

therefore we present a solution for PR2 to simulate the behavior of a unique marked-up 

clothing with invisible detection patterns. Infrared (IR), Ultraviolet (UV) and Multi-

Frequency markers, using IR/UV cameras or cameras without IR/UV filters as their 

detection tools, have become the most common methods of invisible detection patterns. 

Kinect, a motion sensing input device, is also able to detect IR light and some UV light. 

After the comparison between IR and UV detection, we paint general BCH markers with 

UV ink and generate the algorithm to detect and identify the UV ink markers using the 

Kinect system. 

 This paper will discuss our approaches to the research on different detection 

patterns and the method to detect and identify UV markers. The first section will discuss 

the relevant technologies of detection patterns. The second section of this paper is about 

the methodology by which BCH markers are chosen as our detection pattern and how the 

detection and identification of UV markers are created. Lastly we will conclude our work 
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for this project and discuss future possible extensions.  
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3 Literature Review 

 For a more comprehensive literature review, we refer to the readers several 

existing surveys on the broad domain of detection pattern research. We focus on the areas 

that are most closely related to our work: assessment of techniques for detecting and 

identifying invisible patterns, IR/UV patterns for invisible detection, and edge detection 

of gray-scale images. 

 There have been some encouraging results on detection patterns in the context of 

computer vision. The most common pattern used in daily life is the barcode. Examples 

include, but are not limited to the following cases [1][2][3]. Moreover, there are set of 

patterns that can be detected by a computer, which is equipped with a camera and an 

appropriate detection algorithm. Johannes Köhler et al. have presented an overview of 

existing marker systems [4]. A thorough comparative study on the design consequences of 

digital markers was done by Rice et al. [5]. They (Pervasive and Mobile Computing, 2006) 

used their machine vision framework for a theoretical evaluation of tag readability and a 

comparison of square and circular tag shapes. Furthermore they conclude that square tags 

carry a larger symbolic data payload than a circular tag of the same size, whereas circular 

tags offer better location and pose accuracy. The pose accuracy aspect can be confirmed 

for the algorithm proposed in Johannes Koehler et al.’s work [6]. 

 A test application of ARToolkit is shown as an example in ARToolkit - Based 

Tracking [7], It is the most popular detection pattern using in computer vision. Daniel 

Wagner and Dieter Schmalstieg [8] presented ARToolKitPlus, a successor to the popular 

ARToolKit pose tracking library. They explained the need and specific requirements of 

pose tracking on mobile devices and how they met those requirements. To prove the 
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applicability, they performed an extensive benchmark series on a broad range of off-the-

shelf handhelds. 

 Jonathan Mooser et al. [9] provide a systematic way of printing and identifying a 

vast library of patterns by describing a new fiducials design called TriCodes, which is 

like a barcode. They compared TriCodes to the popular ARToolkit package, 

demonstrating its advantages in the presence of large numbers of fiducials. 

 Hideaki Uchiyama et al. [10] presented a novel approach to detect and track 

markers with randomly scattered dots for augmented reality applications. Eric Marchand 

extends planar fiducial markers using random dots for non-rigidly deformable markers 

[11]. 

 As for invisible detection, Ian Davidson et al. [12] firstly gave a brief idea of 

UltraViolet (UV) detectors, Infrared (IR) detectors, UV/IR combination devices, Multi-

Frequency detectors and Visual Flame Detectors, while comparing and valuing their 

functions. They also showed the Strengths and Limitations among these different flame 

detections. 

 Joseph Kostrzewa et al. [13] compared the Photon design to the Omega with 

particular focus on aspects which affect manufacturability and cost, therefore, concluded 

that FLIR Systems’ next-generation miniature infrared camera has been specifically 

optimized for high-volume, low-cost applications for thermal imaging. Gary et al. [14] 

found that congruent auditory linguistic cues, but not visual cues, significantly improve 

perceptual sensitivity (as separate from decision bias) for detecting the presence of a 

visual stimulus. They also investigated the extent of these effects through follow-up 

studies. 
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4 Methodologies 

4. 1 Patterns summarization 

 In order to find the most suitable detection pattern for our clothing simulation 

system, we have to go over several most frequently used patterns that can be detected 

with camera and an appropriate detection algorithm. Since the purpose of these markers 

is to return the important locations information of the shirt, we consider only algorithms 

and techniques that detect multiple markers.  

 We found square and circular tags to be the most often-used marker trackers, 

because these geometric primitives are well detectable in images. We look through the 

marker system and focus on researching into Barcodes, Maxicodes, Cybercodes, Tricodes, 

BCH markers, occluded circular markers, and random dot markers. See figure 1. 

	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
   	
  	
   	
  

Figure 1. 1) Barcodes, 2) Maxicodes, 3) Cybercodes, 4) Tricodes, 5) BCH markers, 6) Occluded circular markers	
  

 

 

7) Random dot markers 

 

 For our project, we need to enable the camera to detect and identify the markers 

within two meters independently. Therefore during our research, we consider more of the 
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Fig. 2. Examples of TriCodes. The first, reading from the top line
down after the square, has a value of 3-2-3-2-1-0 with a checksum
of 1-0. The second has a value of 3-5-7-0-2-4 with a checksum of
6-2, etc.

bits for a complete “codespace” of 218 ⇡ 260, 000 unique patterns.
The checksum is included to make the identification process ro-

bust to misidentification of individual elements. When a new Tri-
Codes is created, the values of the last two elements are automati-
cally generated from the first six in such a way that any two patterns
differ by at least three elements. That means that a misidentification
in one element will result in a code that still differs by two elements
from any other possible code. Thus, when the system identifies a
marker and compares its value to that of some known marker, we de-
clare a positive identification as long as seven of the eight elements
match.

3. DETECTION AND IDENTIFICATION PROCESS

Each captured image is initially scanned for any polygonal shape that
may represent a valid TriCode (detection). Each candidate marker is
then separately analyzed to attempt to read its code (identification).

The detection process is relatively similar to that used by AR-
Toolkit [9]. The entire image is initially converted to grayscale and
its average pixel intensity value is computed. We then create a bilevel
version of the image by setting each pixel to 1 or 0 based whether or
not its intensity is above or below that average (Fig. 3b). Because
TriCodes consists of solid black regions against a white background,
this kind of crude segmentation is sufficient. Next the perimeter of
each contiguous region of black pixels is traced to produce a chain
representing an object border (Fig. 3c). A set of line segments are
then fit to these points, so that all border pixels are within some min-
imum distance of a line segment. If the resulting polygon is suffi-
ciently large and has exactly four sides, it is considered a candidate
marker and passed on to the identification process.

Identification begins by building a 48x48 pixel rectified mini-
image of the interior of the detected polygon (Fig. 4a,b). The idea is
to transform the polygon so that it looks as it would if it were being
viewed from straight ahead. Assuming that the four corners of any
marker in its own reference frame are at (0, 0), (0, 1), (1, 1), and
(0, 0), object space and image space can be related by a homogra-
phy:

↵u

↵v

↵

= H
x

y

1

where (x, y) is a point on the marker plane and (u, v) is its projection
onto the image plane. A simple algorithm for deriving H is given by
Fischler and Bolles [1]. We can now build the mini-image by iterat-
ing through its pixels, setting each to the value of the corresponding
pixel in the original grayscale image. The pixel intensity values are
then normalized to account for varying illumination conditions:

z

i

=
p

i

� µ

p

�

p

where z

i

is the normalized intensity value of the i

th pixel, p

i

its
original value, µ

p

the average intensity of the entire mini-image, and
�

p

the standard deviation.
If a candidate marker is, in fact, a TriCode, we know the approx-

imate location of each element within the rectified mini-image. Like
the original pattern itself, we can think of the mini-image as a grid
of nine cells, each containing exactly one code element. The first
step is to rotate the mini-image until the solid black square appears
in the upper left corner (Fig. 4a,b). Its presence is verified by sum-
ming the intensity values of pixels in the upper left cell weighted
by 3-pixel Gaussian around its center. After normalization, the av-
erage intensity value is 0, so if the upper left cell contains the black
square, most of the pixels will be negative, as will be their weighted
sum. Through experimentation, we have found that a safe thresh-
old is �0.5. Any sum greater than that indicates the upper left cell
of the mini-image does not contain a solid black square, in which
case, the mini-image is rotated 90� and re-tested. If, after three ro-
tations, the square cannot be found, the polygon under consideration
is considered unidentifiable as a TriCode and is discarded.

The remaining eight regions of the mini-image are now ana-
lyzed. The hypotenuse of each triangular element always passes
through the center of its cell, so we apply an orientation filter based
on a Canny edge detector [16] at that point. This is a somewhat
unique application of an edge detector; rather than processing an en-
tire image searching for edges, there are just a few precise locations
where the intensity gradient is measured. Specifically, we measure
the gradient at a point, (x, y), on the image, I .

rI

x

= [G
x

(i, j)I(x + i, y + j)]

rI

y

= [G
y

(i, j)I(x + i, y + j)]

Where the sums are taken over the range �3  i, j  3. G

x

and
G

y

are gradient-of-Gaussian filters in the x and y directions.

G

x

(i, j) = G(i + 0.5, j)�G(i� 0.5, j)

G

y

(i, j) = G(i, j + 0.5)�G(i, j � 0.5)

G(i, j) =
1

2⇡�

2
e

�(i2+j

2)/2�

2

We convertrI

x

andrI

y

to an orientation and magnitude

|rI| = rI

2
x

+rI

2
y

rI

✓

= arctan
rI

y

rI

x

The value of the gradient magnitude is taken to be the maximum
over a small window around the center of a given cell, (x0, y0).

|rI| = max
�1i,j1

(|rI(x0 + i, y0 + j)|)

So for each element, the gradient filter is applied nine times. If |rI|
is below some minimum threshold, no edge has been detected in the
current cell and its element cannot be identified. Identification is
robust to at least one unreadable element, as explained in Section
(2), so this may not render the overall code unreadable. If |rI| is
sufficiently large, the element is assigned a value based on the value
of rI

✓

. Whichever of the eight possible orientations is closest to
rI

✓

is taken to be the orientation of the element under investigation.
After all eight elements have been read, their values are concatenated
to produce the complete code.

Knowing the internal parameters of the camera, we can derive
the camera pose and projection matrix from the same homography

done in a RANSAC algorithm. While sparing the
costly computation of the geometric distance of ev-
ery contour pixel to the test ellipse (see (Forsyth and
Ponce, 2003), p.338), this enforces only local fitting
in the area covered by the test ellipse. When the ran-
domly chosen tangent indices are close to each other,
the resulting test ellipses are often stretched and small
and therefore can produce a high fitting factor (figure
2.

Figure 2: Green: part of the correct ellipse, blue: Pi, red:
derived model evaluated in a RANSAC-iteration. It scores
a high fitting factor but does not fit the contour well.

To resolve this problem, we use the tangent sepa-
ration idea mentioned in (Zhang and Liu, 2005). We
enforce it in our approach with the evenly distributed
tangent (EDT)-constraint:

Pi = Pi�1 +((
1
3
+ x) · cs) mod cs (1)

Where x 2 [�0.1..0.1] is chosen randomly, cs is the
size of the input contour and Pi, i 2 {2,3} are point
indices referring to the input pixel array. P1 Is chosen
randomly. This assures an appropriate size of the test
ellipse.

Our goal is to detect occluded markers. In this
scenario the ellipse-shaped contour resulting from the
marker border will be broken. When applying a con-
trast enhancement to the input image, the occlusions
cause outlier parts in the form of convexity defects in
most cases (figure 3). To prevent the choice of tangent

Figure 3: Broken contour caused by occlusion.
indices from outlier parts we remove these defects
from the contours. The direct least squares method
of (Fitzgibbon et al., 1999) is used to obtain the final
ellipses from from the consensus sets.

4 Marker Identification

Those Ellipses observed in an image that did not
originate from a marker must be excluded according
to the data found in their interior. To uniformly access
this data we hypothesize 2 possible camera poses,
following (Chen et al., 2004). The distinction of the
2 poses is described later in this section. We chose
a marker identification based upon a digital code,

since this provides higher robustness compared to a
correlation based identification (Fiala, 2004). Read
errors can also be corrected, which is desired in case
of occlusions. Our markers carry 32 bits on 3 rings,
12 bits on the 2 outer- and 8 bits on the inner ring.
The reasoning for this layout is described at the end
of this section. To uniformly access these bins the
marker must first be properly oriented, respectively
the unknown camera rotation around the normal vec-
tor at the marker’s center must be computed. While
a square naturally induces 4 possible orientations, a
circular marker needs special features for this. We
therefore placed 4 spots on the outer marker border
to obtain 4 possible orientations(figure 4). The
symmetry of these points guarantees that the rotation
can be determined even when other bright spots
where found, which is the case under occlusion. The
correct among the 4 possible rotations is determined
by the decoding properties of the bit sequence read at
the respective rotation. Only a single sequence must
be allowed to correctly decode. This idea originates
from ARTag (Fiala, 2004).

Figure 4: One of our new, digital markers

Thus our processing steps are similar to ARTag:
Read 4 permutations, correct errors (RS stage), accept
the code word which passes the CRC check (CRC
stage). Because our goal is to find markers under
occlusion, the error correction abilities of the code
must be significantly higher. To achieve this we use a
long FEC- (a Reed Solomon (RS) in our case) and a
short CRC code, inversely to ARTag. This is possible
since we found that about 55% of all permutations
scramble the code word such that the RS code can
not recover it. It is discarded after the RS-stage. The
CRC-code distinguishes only between the remaining
ambiguities and is variable with respect to this objec-
tive. Since it cannot be computed analytically (Rice
et al., 2004), testing revealed that using the genera-
tor polynomial 0x8D (CRC-8-CCITT, (Moon, 2005)),
no other than the 0-codeword must be excluded for
ambiguities. We moreover assume a marker will not
carry more than 60 bits and thus construct primitive
RS codes over GF(16) = GF(24) = GF(qm). The
RS code words then have a maximal symbol length of
n = qm � 1 = 15 with 4 bits per symbol. Our FEC-
redundancy length is 16 bits = 4 symbols. With stan-

Deformable Random Dot Markers
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Figure 1: Nonrigidly deformable random dot markers. (a) For an input image, (b) the deformed surface of a marker is recovered from keypoint
correspondences using random dots, (c) texture is overlaid on the deformed surface.

ABSTRACT

We extend planar fiducial markers using random dots [8] to non-
rigidly deformable markers. Because the recognition and tracking
of random dot markers are based on keypoint matching, we can
estimate the deformation of the markers with nonrigid surface de-
tection from keypoint correspondences. First, the initial pose of
the markers is computed from a homography with RANSAC as a
planar detection. Second, deformations are estimated from the min-
imization of a cost function for deformable surface fitting. We show
augmentation results of 2D surface deformation recovery with sev-
eral markers.

Index Terms: H.5.1 [INFORMATION INTERFACES AND
PRESENTATION (e.g., HCI)]: Multimedia Information Systems—
Artificial, augmented, and virtual realities; I.4.8 [IMAGE
PROCESSING AND COMPUTER VISION]: Scene Analysis—
Tracking

1 INTRODUCTION

Fiducial markers have been utilized in a wide field of research.
For example, the initialization of a camera pose in visual SLAM
can be done with a marker to estimate a known scale. Studies on
mixed/augmented reality have also been proposed such that a cam-
era pose with respect to real world can be estimated to overlay vir-
tual objects with geometrical consistency. Thanks to their simplic-
ity of use, the stability of recognition and tracking process, up to
now fiducial markers have been a useful tool and will continue to
be utilized in the future as well.

The shape of planar fiducial markers was generally square with
a black frame such as ARToolKit [3] and ARTag [1]. As another
type of fiducial marker, random dot markers were proposed [8].
Compared with traditional square markers, the flexibility of design
and the occlusion robustness were improved. However, random dot

∗e-mail: Hideaki.Uchiyama@inria.fr
†e-mail: Eric.Marchand@irisa.fr

markers should still be planar as well as traditional markers. In or-
der to enhance the functionality of fiducial markers, we propose an
approach for recognizing and tracking nonrigidly deformable ran-
dom dot markers.

2 RELATED WORKS

The world first AR system with fiducial markers was developed by
Rekimoto [7]. The markers had a black and white coded square pat-
tern inside a black frame and were recognized by decoding the pat-
tern. The shape of binary pattern can be replaced with hexagon [9],
circle [4] and frame [10]. Generally, such square markers are not
able to be deformed because the pose of the markers is computed
from the position of the four corners using homography.

Random dot markers have been developed to relax the con-
straints for the design and usability of fiducial markers [8]. Each
dot is first extracted with binarization and utilized as a keypoint.
The recognition and tracking of the markers are based on key-
point matching using local geometrical relationship of keypoints
with LLAH (Locally Likely Arrangement Hashing) [5]. It was ex-
perimentally confirmed that 40 random dots per marker were dis-
tinguishable enough for recognizing 1000 markers. Because the
augmentation of a deformed surface can be useful for several AR
systems, we extend this work to deformable random dot markers.

3 DETECTING AND TRACKING DEFORMATION

In this section, we describe the procedure of recognizing the mark-
ers and tracking their deformation.

3.1 Nonrigid Surface Recovery

Zhu and Lyu nicely formulated the problem of nonrigid surface re-
covery from keypoint correspondences such that the shape of 2D
nonrigid surface could be computed by solving two linear equations
with the finite number of iteration [11]. The complexity of its com-
putation is equivalent to one Newton optimization step. Because of
low computational cost and the simplicity of the implementation,
we incorporate this method into our approach.
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minimum detectable tag size in pixel and the amount of possible data part occlusion. 

Table 1, which is illustrated by Johannes Köhler et al. can be a very good reference to 

understand the problem and approach our following process. The markers should also be 

robust enough under warping configuration since the initial state of the shirt is very 

random. The marker is very difficult to be identified after being warped, because the 

length of each segment is inconsistent due to the warping. So we also consider if the 

certain marker can still work through the unwarping algorithm, which could detect the 

deformed marker image identified through the detected edges.  

 

Table 1 Tags: Tag amount in the library; Red: Redundancy in the identification pattern; Occl: Amount of possible data 
part occlusion; FP: False positive detection rate; MC: Marker confusion rate; MS: Minimum detectable tag size in pixel. 
“NP”: not possible for the marker type; “N/A”: no data available; “N/A*”: no precise data available, but facts that 
allow a comparative estimation. red: Correlation based-; blue: digital method based-; green: topology based 
identification. 

 

4. 2 Method to detect and identify invisible markers  

 In order for the simulation to work on invisible markers, we first research on the 

properties of two common invisible lights: Infrared light (IR) and Ultraviolet light (UV), 

which are invisible to human eyes and normal cameras but can be detected by unique 

cameras (i.e. cameras without IR/UV filters). We find that IR is accessible to more 

cameras, including Kinect system. However UV is more common and more easily to 

realize in our project, and after testing, we notice that Kinect can also detect UV light. So 

Johannes Köhler, Alain Pagani, and Didier Stricker 41

# Tags Red Occl FP MC MS
ARToolkit [8] NP 0% 0% 0.5-4.4%+ N/A* 25-65
ARTag [4] 2002 70.2% 5% 0% 0.0039% 20
ARToolkit+ [23] 4096 66.6% N/A* 0% N/A N/A
Intersense [13] 215 0% 0% N/A* N/A* 16*
[11] 255 75% 25% 0% 0.153% 17.36
TriCode [12] 218 25% 0% N/A* N/A N/A*
reacTIVision [1] 89 0% N/A > 0% N/A N/A
Nishino [15] 17 0% N/A 0% N/A 40
Constanza [3] N/A 0% N/A* 0-16% N/A* N/A

Table 1 #Tags: Tag amount in the library; Red: Redundancy in the identification pattern; Occl:
Amount of possible data part occlusion; FP: False positive detection rate; MC: Marker confusion
rate; MS: Minimum detectable tag size in pixel.
“NP”: not possible for the marker type; “N/A”: no data available; “N/A*”: no precise data available,
but facts that allow a comparative estimation.
red: Correlation based-; blue: digital method based-; green: topology based identification.

of the library, which certainly will rise the false positive detection rate and marker confusion
rate though.

Redundancy is only present in the case of digital markers. The corresponding “Red”
value in table 1 reflects the amount of redundant bits and measures the information density.
The occlusion value (“Occl”) illustrates, to what extend the redundant data is used for error
correction. It is only measured for the data part of the marker, not for its border and results
from the amount of correctable bits in the case of a digital marker. Constanza’s [3] topology
based markers can also be detected under partial occlusion, which is achieved by adding a
topology error tolerance, that does not permit a precise determination of the coverable area.
It also raises the false positive detection and marker confusion rates (refer to [3] for more
details). The use of error correcting codes in case of ARToolkitPlus is mentioned in [23], but
a CRC code is reported for error correction. Since CRC codes however only detect errors, it
is not clear to what extend ARToolkitPlus is able to correct errors.

The false positive detection rate is computed from available analyses that applied marker
detection algorithms to images not containing a marker. It reflects the amount of frames
where a marker was detected. Algorithms employing digital codes never reported a marker.
The same holds for Nishino’s topology based algorithm [15]. ARToolkit’s false positive
detection rate strongly depends on the correlation threshold (confidence factor, c.f.) used.
This is reflected by the large interval (0.5-4.4%) which was computed from the results
published in [4]. Only a single reference pattern was used for the experiment, [12] confirmed
that the false positive detection rate dramatically increases when more patterns are used.
The false positive rate for the Intersense algorithm [13] can be assumed to be larger than 0%
because the marker orientation feature is the only factor for ensuring “markerness” (section
3.1). This feature might be found often by accident.

The theoretical marker confusion rate is only available for ARTag [11]. In both cases
it represents the risk of marker confusion caused by error correction. The values have a
pure combinatorial nature and do not necessarily represent rates applicable in practice, since
the factors that cause errors (occlusion, errors in f (section 3.1)) can hardly be captured
by theory. Refer to [10] and [4] for more details. The confusion rate in practice for the
algorithms marked with N/A* can be expected to be high, since they do not use protection

VLUDS’10
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we replace the previous markers with the invisible ones printed with UV ink.  

 The initial picture signature of UV marker in UV light detected by the Kinect is 

showed very clearly in computer. We convert video frames into images using 

‘cvCreateImage’ for the following image processing. However, after gray scale 

processing and image binarization, the markers’ edges are barely noticeable. Since the 

image signature detection is all done by the Kinect camera system, we rule out the 

possibility of the effect caused by the low resolution of Kinect camera. On the other hand, 

although the image of markers is not clear enough to be identified after the gray scale 

processing, we can still figure out the configuration of the markers. Therefore the results 

after gray scale processing should also be correct.  

 After excluding these factors, we focus on the factor of binarization and consider 

the problem to be result of the inappropriate assignment of binarization threshold value, 

that is, the problem on operating the function ‘cvAdaptiveThreshold’ which is contained 

by opencv. Actually the problem here lies on the parameter block_size (the sixth 

parameter of the function), which decides the local threshold value ‘block’. If the value of 

‘block’ is small enough (i.e. block_size = 3 or 5 or 7), the adaptive control will be very 

high, which means the pixel values of ‘block’ are all very similar. At this time the 

function fails to do the binarization and can only realize binarization at edges where the 

pixel values differences are very obvious. The result will be edge detection. On the other 

hand, if the value of ‘block’ is big enough (i.e. block_size = 21 or 31 or 41), 

‘cvAdaptiveThreshold’ is a binarization function. Yet, no matter how we adjust the 

parameter, what we can only detect is the edge of the object rather than the marker itself.  

 So we reanalyze the problem from the beginning and try to find other possible 
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factors that might affect the result. We redo the binarization on a gray scale image with 

obvious color differences and got very good results. So we suspect the problem to be with 

the gray scale image. The configuration of the markers is not obvious in gray scale image, 

which means the marker’s gray values are similar with the surrounding gray values and it 

might be the reason that affects the following processing result. Through using Photoshop 

we detect the value of every pixel in the gray scale image and proved our previous 

assumption. The following work should be how to convert the RGB image in UV light 

into obvious gray scale image where the markers can be easily detected and identified. 

 Since the function ‘cvCvtColor’ contained by opencv is not good enough, we 

decide to generate an algorithm to convert the initial image into gray scale one by 

ourselves. We grab an RGB image in UV light using Kinect and do the pixel value 

detection. Of the UV image, the R components of pixels on the marker are almost 255, 

but the R components of pixels off the marker are just half of 255, although they are 

under UV light as well. And G/B components of all the pixels in the image are similar 

with each other. Based on the forming principle of gray scale image, we extract only R 

component to do the gray scale processing.  

 Our image generated from Kinect is of four channels, which is different from 

normal images of three channels. The RGB image detected with Kinect is also saved with 

four channels, and the R component is saved in the second channel. Through traversing 

the R-values of all the pixels in the RGB image we can convert the four-channel image 

into a single-channel image, that is, every Byte expresses a gray value. The algorithm is 

as followed: 

 Data1 = (BYTE) ColorImage->imageData [j*ColorImage->widthStep + i*4 + 2] 
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 After this processing, the new gray scale image generated through opencv is very 

clear, however there’s still a problem: the gray scale image we generate happens to be the 

opposite of the desired image, i.e. the pixel of gray scale 255 should be of 0. So we 

traverse the gray scale image again and traverse each point value, i.e. evaluate each point 

value with ‘255 – previous point value’, and then get the desired gray scale image, with 

which can we identify the configuration of marker very easily. 

 Here we can use the previous function ‘cvAdaptiveThreshold’ or the other two 

methods: One is to use the function ‘cvThreshold’ directly to process the binarization; the 

other is to generate a function by ourselves by which to traverse each point value and 

then use the function contained by opencv to judge the binarization. 
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5 Results and Discussion 

5. 1 Patterns Evaluation 

 Through analyzing, we know that the correlation based ARToolkit is probably the 

most widely used marker tracker due to its availability. And for many other reasons, we 

choose ARToolkit as our detection pattern. 

 Considering only the marker occlusion and minimal detectable pattern size, the 

occluded circular tags showed in figure1-6 should be the best choice. “Compared to 

square markers, occluded circular tags can be tracked in a more robust way, since the 

camera pose is in this case computed from the whole contour instead of only the four 

corners.” However, the occluded circular tags are only robust when they are flat. When 

they are under warped configuration, they cannot be detected or identified successfully 

and efficiently, which doesn’t fit the goal of our project. For the similar reason, barcode, 

Maxicode and Cybercode also fail to be the candidate of our detection pattern. 

 For the markers to be working under warped configuration, we consider Random 

Dot Marker, which is well used in meshing. It can be detected and identified even when 

they are bended, but it is more often used in generate an image rather than figure out the 

configuration of an object, which unfortunately didn’t meet our requirement either. 

Moreover, only if one point missing, the detection is not that accurate any more. 

 How about Tricodes v.s. BCH markers? It has been proved that it is easier to 

detect triangles than diamond, and the results show that the identification accuracy of 

Tricodes is higher than that of BCH markers. The reason is that Tricodes use orientation 

information in detection rather than location information, and orientation information has 

been proved to be detected more easily. However, even though triangles can be detected 
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through our previous algorithm, it’s not as efficient as BCH markers, and it’s hard to be 

processed through the unwarping algorithm, which aims to change the warped markers 

into their initial configurations (in this case, square). BCH markers can also generate 

more patterns than Tricodes, and the markers can be much smaller than Tricodes. That’s 

why we choose BCH markers rather than Tricodes in our detetion and identification. 

5. 2 UV ink markers’ detection and identification 

 The normal method to detect UV ink image with the function ‘cvCvtColor’ 

contained by opencv does not work well. It can only detect the edge of the marker using 

differential cancellation. However the correct gray value of every pixel cannot be 

calculated. Through this method we can get images shown in Figure 2. 

 

Figure 2 
Img-rgb) Initial UV ink image 
Example-Gray) Gray scale processing with previous algorithm 
GrayImage1) Gray scale processing with the function ‘cvCvtColor’ 
11-4) Adaptive function with previous algorithm 
10-1) Adaptive function with the function ‘cvCvtColor’ 
120-80 Canny) Adaptive function with new function Canny 
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 Through the detection algorithm described in 4.2, we are able to convert the UV 

light image into gray scale image with obvious marker configuration, and accurately 

identify the UV ink markers, which are invisible to human eyes and normal cameras.  

 Figure 3 shows an example of the UV ink marker detection algorithm on marker 

#0. 

 ‘GrayImage2’ and ‘Example Gray’ are the results of the function ‘cvThreshold’, 

which process the binarization directly: 

 cvThreshold(grey,adaptiveImg,155, 255, CV_THRESH_BINARY_INV); 

 ‘GrayImage1’ and ‘GrayImage4’ are the results from the algorithm generated by 

our group, where we traverse each point value and then use the function contained by 

opencv to judge the binarization: 

 cvThreshold(grey,adaptiveImg,155, 255, CV_THRESH_BINARY); 

 From the figure we can conclude that the results of these two methods are similar, 

and we can use either way to reach our goal. 
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Figure	
  3.	
  1)	
  Initial	
  UV	
  ink	
  marker	
  image	
  (RGB),	
  2)	
  Gray	
  scale	
  image	
  through	
  detection	
  algorithm	
  

	
  

 Figure 4 shows the whole process of detecting and identifying the UV ink marker 

through our algorithm on marker #0. From the algorithm we can recognize marker #0 

successfully. The same process and result applies to all other markers. 

 

Figure 4. Identification to marker #0 
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6 Conclusions 

 From the project learned about the advantages and disadvantages of some 

common detection patterns, and come out with the best solution for our simulation 

project. On the other hand, we present a new solution for PR2 to work on UV invisible 

ink markers, and we obtained a deeper knowledge on the binarization processing, where 

the most important factor is to improve the converting quality from RGB image to gray 

scale image. We also learned about the storage pattern of RGB 3-channel-image, UV 4-

channel-image and gray scale image. In general, an image with N channels is represented 

with N continuous BYTEs, and every pixel is expressed by the combination of these N 

BYTEs. 

 In future, we will keep thinking about replacing UV invisible markers with better 

solutions that can be accepted by customers more easily. We will also think about using 

the markers as ground truth data for computer vision algorithms. For the whole 

simulation project, we would like to come out with a better lead for the PR2 to follow and 

fold clothes, and is able to avoid useless movements automatically. 
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