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Chapter 1

Introduction

The 7GHz of bandwidth available in the 60GHz band [1] offers an opportunity to achieve

multi-Gb/s wireless links. For this reason, ultra-high data-rate wireless communication over the

60GHz band has gained increasing interest from both academic [3] [4] and industrial groups [5] [6].

Commercial transceiver solutions for applications such as home HDTV streaming are now also

available [7]. Since designs such as [7] are targeted at wall-powered set-top boxes, communication

techniques with relatively high levels of circuit and signal processing complexity such as OFDM

are often applied, which necessitates the use of data-converters and digital signal processors (DSPs)

operating at multi-GS/s rates.

Fig. 1.1 shows the block diagram of a typical radio receiver. The RF front-end performs low-

noise amplification followed by downconversion and (optionally) filtering, while the baseband

comprises of the data-converter and DSP. The DSP performs the requisite signal-conditioning to

counter the non-idealities of wireless communication, such as mitigating inter-symbol interference,

performing carrier phase/frequency recovery, clock/data recovery, error-control coding/decoding

etc.

Many previous works have focused on the data-converter(s) as one of the key challenges in

such 60GHz links. However, recent publications [12] [13] [14] have demonstrated energy-efficient

designs with figure-of-merit (FOM)1 of 50-500 fJ/conversion step at sampling rates of 2-10GS/s for

1FOM = P/(2ENOB · fs), where P – power dissipation, ENOB – effective number of bits, fs – sample-rate.
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Figure 1.1: Typical implementation of a wireless receiver

Figure 1.2: Typical implementation of a high-speed wireline transceiver

4-6 bits of dynamic range. For sampling rates near the bandwidth limits of 60GHz communication

(e.g. 5GS/s) and moderate resolution ( 4 bits), the power consumption of these state-of-the-art

ADCs would be under 50mW. In a GS/s baseband, the ADC will most likely not be the power

bottleneck.

On the contrary, and especially at GS/s data-rates, the power consumption of the baseband is

dominated by the various DSP blocks. This can be illustrated by the power dissipation of state-

of-the-art digital designs with similar data-rates and functionality as the constituent signal pro-

cessing blocks required in a 60GHz transceiver. For example, a 12-tap FIR filter in 90nm CMOS

demonstrated in [15] consumes 320mW at 12GS/s. Similarly, a 10GBASE-T ethernet low-density

parity-check (LDPC) decoder in 65nm CMOS in [16] running at a 6.67Gb/s throughput consumes

144mW from a scaled (0.7V) supply. The combined power of even these highly optimized ex-

emplary DSP blocks can therefore easily be on the order of ∼1W [7]. As a result, DSP-based

multi-GS/s designs used by OFDM-based transceivers are only suitable for wall-powered applica-
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Figure 1.3: Comparison between digital and analog processing: Digital processing typically uses
more capacitance per operation and hence consumes more power.

tions but will likely be infeasible for mobile/hand-held devices.

High-speed chip-to-chip serial links (Fig. 1.2) offer a stark contrast to these high dynamic range

mostly-digital wireless transceiver basebands. These designs have shown that for high bandwidths

and relatively low dynamic range (implying simple modulation such as 2-PAM), analog processing

and a minimal number of comparators is significantly more efficient than multi-bit ADC/DSP-

based solutions. The energy-efficiency achieved by current state-of-the-art serial link designs using

mostly analog processing is <2mW/Gb/s [17] [18], which is orders of magnitude lower than the

aforementioned DSP-based solutions. While these links do use digital processing, their scope is

mostly limited to low-speed digital calibration/control circuitry which does not accrue a power

penalty.

Fig. 1.3 intuitively illustrates the difference between digital and analog processing. For any sig-

nal processing operation, the energy per computation is set by the effective capacitance of the signal

processing circuit. A digital processor typically employs multiple blocks per operation, set by the

requirements on resolution. Due to minimum device size constraints on each of these constituent

blocks, a digital processor will almost invariably have larger effective capacitance (dominated by

timing elements such as flip-flops). On the contrary, an analog processor usually has a smaller

total device size per operation (as long as it is not constrained by noise or linearity2) and can hence

achieve lower power.

2In modern sub-micron technologies, up to about 5 bits of linearity can be achieved without incurring a penalty on
device size.
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(a) Using omnidirectional receiver (Rx) antenna (b) Using 90o HPBW Rx antenna

Figure 1.4: 60GHz indoor channel measurements [2]

Inspired by such low-power high-speed serial links using analog processing, in this project

we aim the design of an energy-efficient mobile 60GHz baseband, with specific emphasis on time-

domain equalization of line-of-sight (LOS) multi-path channels. A mixed-signal decision feedback

equalizer (DFE) that operates by summing current steering DACs [3] [8] is an excellent candidate

for efficiently removing post-cursor inter-symbol interference (ISI). One of the challenges of using

such a DFE for the targeted symbol rates as high as 5GS/s is that a 60GHz channel may exhibit 30-

50 complex3 taps of post-cursor ISI, even with a directional front-end [2] (Fig. 1.4(b)). Previous

solutions employing mixed-signal DFEs for 60GHz channels have either been low-speed ( [8]

operates at 500MS/s) or implement only a few taps of equalization ( [3] incorporates only a 5-tap

complex DFE).

These limitations can be understood by observing the structure in Fig. 1.5 which shows a con-

ventional mixed-signal DFE. The circuit cancels post-cursor ISI by subtracting currents represent-

ing the ISI taps at a resistive load. The ISI cancelation currents are implemented by using current

steering DACs, whose magnitude and sign represent the ISI magnitude and direction respectively.

As will be described in detail later, the summing node of this structure is loaded by the parasitic

capacitance of the current-steering switches. Therefore, in typical DFE implementations, only a

relatively limited number of taps can be implemented before this self-loading makes it infeasible

(at any power) to achieve the bandwidth required for multi-GS/s operation.

3Complex refers to the presence of both in-phase and quadrature-phase components. Therefore, in the context of
an I/Q baseband, each complex tap consists of (a) a direct tap from I-to-I or Q-to-Q channel and (b) a cross-tap from
I-to-Q or Q-to-I channels.
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Figure 1.5: Block Diagram of a DFE (left); Conventional mixed-signal implementation (right)

This work proposes a cascode-summation structure that significantly increases the number of

ISI taps that can be efficiently canceled by the DFE, while enabling 10Gb/s quadrature phase shift

keying (QPSK) communication. The topology leverages the fact that in any channel, the total

multi-path amplitude (and energy) is bounded. To demonstrate this approach, a 65nm CMOS test-

chip was designed that included a mixed-signal DFE capable of handling 20 complex ISI taps at

10Gb/s while consuming only 14mW of power.

This report first presents the design methodology for a mixed-signal DFE. The technique can

be used to explore the design space and compute the power dissipation of a DFE as a function

of data-rate and the number of taps (i.e. the channel characteristics). The methodology is also

used to highlight the shortcomings of the conventional DFE summing structure, which motivates

the proposed cascode current-summing structure to increase the number of feasible taps. The

design framework is then extended to exhibit these improvements, followed by the key design

challenges of implementing one such prototype 20-complex cascode-summation structure. Finally,

we conclude with a discussion of the test-chip measurement results.
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Chapter 2

Mixed-Signal Decision Feedback Equalizers

Prior to designing an energy-efficient DFE suitable for a 60GHz wireless channel, we will first

illustrate the design methodology of a conventional mixed-signal DFE. In particular, it is important

to understand the dependence of power dissipation on the data-rate, the ISI profile/number of taps

in the DFE, as well as technology-related parameters. This dependence illustrates the limitations

of the conventional current summation, and motivates the improvements brought about by the

proposed cascode current summation.

Fig. 2.1 shows a conventional mixed-signal DFE summing amplifier structure, and its small-

signal model. To simplify the analysis, the output resistance of all transistors has been ignored. The

input cursor amplitude is Vin1, while the summing amplifier has a DC gain of Gdfe and operates at

a data-rate of fs symbols per second. The DFE has Ntaps taps, each of which can cancel ISI up to

a maximum amplitude of k times the cursor amplitude2. Therefore, the maximum tap current, Itap

is

Itap = k · gm,cursor · Vin (2.1)

In order to properly cancel the ISI, the tap-DAC current (Itap) must be steered by the differ-

ential data signal (shown as d and db) from feedback shift register and satisfactorily settled at the

1Cursor amplitude Vin does not include the ISI.
2Due to multi-path interference, a wireless channel can in general have ISI of up to a certain amplitude for all tap

positions.
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Figure 2.1: Gain/bandwidth analysis of a conventional mixed-signal DFE

summation node before the next data bit is resolved by the comparator. A full-rate3 DFE therefore

has a 1UI timing constraint for the settling of each tap. This timing constraint can be partitioned

as (1 − α)UI for the digital delay of the flip-flop and the XOR gate (for choosing the sign of

the tap), and αUI for the analog settling of the tap current at the summation node (α < 1). The

time-constant τ of this settling is given by the RC product

τ = RL · (CL + Ccursor +Ntaps · Ctap) (2.2)

where RL is the summation load resistance, Ccursor is the drain capacitance of the input transistor,

Ctap is the drain capacitance of the current steering switch at each tap, and CL is the loading

from the next stage, which is typically the comparator (often with a preamp input-stage to mitigate

kickback). Since the input pair is a gm-stage, gm,cursor = Icursor/V
∗, where Icursor is the DC bias

current of the input pair4. The DC gain is therefore given by

Gdfe = gm,cursor ·RL =
Icursor
V ∗ ·RL (2.3)

Of the three capacitors at the summation node (2.2), Ccursor and Ctap are attributed to the

internal self-loading of the structure and are functions of the summing amplifier currents, while
3Full-rate implies that the sampling CLK frequency is equal to the data-rate.
4V ∗ is defined as V ∗ = 2Ibias/gm.
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CL is the fixed external capacitive loading. The internal capacitors can be expressed in terms of

technology parameters, CdIcursor and CdItap, where CdI denotes transistor drain capacitance per

unit drain current.

Ccursor = CdIcursor ·
Icursor

2
(2.4)

Ctap = CdItap · Itap = CdItap · (k · gm,cursor · Vin) = CdItap ·
(
k · Icursor

V ∗ · Vin
)

(2.5)

Substituting for RL, Ccursor, and Ctap in terms of Icursor (from 2.3, 2.4 and 2.5 respectively),

the time constant in (2.2) can be expressed as

τ =
Gdfe · V ∗

Icursor
·
(
CL + CdIcursor · Icursor +Ntaps · CdItap · k ·

Icursor
V ∗ · Vin

)
(2.6)

If 1UI is T = 1/fs, then the analog settling constraint implies that

nτ · τ = α · T (2.7)

where nτ is the required number of time constants of settling. Combining (2.6) and (2.7) gives a

complete expression for the cursor current:

Icursor =

CL ·
(
nτfs
α

)
·Gdfe · V ∗

1−
(
nτfs
α

)
·Gdfe · V ∗ · CdIcursor

2
·
(

1 +Ntaps · k ·
Vin
V ∗ ·

2CdItaps
CdIcursor

) (2.8)

Since the tap currents (Itap) are proportional to the cursor current (Icursor), the total power

dissipation of the summing amplifier is also proportional to Icursor. Therefore, power dissipation

of a conventional DFE, Pconv is of the form

Pconv ∝
Inom

1− GBW

ωT
· γ ·

(
1 +Ntaps · k ·

Vin
V ∗ ·

2CdItaps
CdIcursor

) (2.9)

where γ is the ratio of drain to gate capacitance, GBW = Gdfe ·
(
nτfs
α

)
is the gain-bandwidth

product, and Inom = CL · GBW · V ∗ is the nominal current consumption of a class-A amplifier

without self-loading.
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Figure 2.2: Conventional current-summing DFE: Power vs. no. of complex taps for 10Gb/s QPSK.
Each tap can cancel ISI upto half the cursor amplitude

The form of equation (2.9) illustrates how a conventional mixed-signal DFE can only support

a limited number of taps. When Ntaps is small, to handle the extra capacitance of every addi-

tional tap, the load resistance can be moderately decreased and the current increased in order to

maintain a constant gain and bandwidth. However, once the product of GBW and Ntaps becomes

comparable to the ωT of the technology, the DFE becomes self-loaded to the point that it cannot

handle more taps for any increase in power, as seen in Fig. 2.2. At the desired data-rate of 5GS/s

in a 65nm CMOS technology, a conventional DFE structure can implement only about 10 complex

taps efficiently. Clearly, such a structure is incapable of being directly used in a 60GHz transceiver,

which typically needs almost 30-50 taps of equalization (Fig. 1).

Since the channel to be equalized is typically unknown ahead of time, the DFE needs to incor-

porate a certain amount of reconfigurability into each tap. Implementing such flexibility invariably

involves an overdesign of the taps in terms of their current-handling capability, which exacerbates

the self-loading of a conventional summing structure. As will be shown in the next chapter, cascode

current-summation alleviates the penalty associated with this flexibility and is able to significantly

extend the number of feasible taps.
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Chapter 3

Cascode Current-Summing Decision

Feedback Equalizer

The previous chapter highlighted the shortcomings of a conventional DFE. The DFE structure

is primarily constrained by self-loading of its taps. In addition, since the channel to be equalized is

not fixed, the DFE requires a certain degree of flexibility, which limits the number of taps that can

be implemented. In this chapter, we will show that by making key observations about the channel,

a cascode current-summing structure is able to incorporate the requisite flexibility while notably

improving the number of feasible taps.

3.1 Concept

Since a wireless channel is time-varying by nature, each tap needs to be designed to cancel a

certain maximum magnitude of ISI. From a design standpoint, this sets the size of the current

steering switch of each tap to handle this maximum ISI current. If the capacitive loading of each

tap handling the maximum ISI current is Cpar, the total loading from N taps is N ·Cpar. However,

since the received signal has a limited sum of ISI magnitude (due to finite transmit power), not all
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Figure 3.1: Wireless channel response: While each tap can have a variable weight, not all taps will
be at their maximum weight altogether. However, the sum of all tap magnitudes is bounded due to
finite transmit power.

taps need to be set to their maximum magnitude at the same time (Fig. 3.1). In other words,

‖ISI‖1 <
Ntaps∑
i=1

|ISIi,max| (3.1)

which in turn means that if the maximum current in each tap is Imax and the maximum possible sum

of currents in all taps is IISI,max, then IISI,max < Ntaps · Imax. Therefore, loading the summation

node with a capacitance of N · Cpar is inefficient.

Conceptually, the ideal design would be one in which the taps only load the summation node

with capacitance corresponding to the maximum possible sum of ISI. One way to realize this would

be by using a fully digital FIR filter in the feedback path to sum all taps and cancel the ISI using a

DAC, as shown in Fig. 3.2. Since the DAC current would be bounded, the DAC can be designed

with bounded capacitive loading at the summation node, thus reducing the power of the summation

amplifier. However, since the latency of this FIR/DAC needs to be < 1UI, at GS/s rates the power

consumed by the filter in summing such a large number of digital tap values would be unacceptably

high.

The proposed cascode current summation structure realizes limited capacitive loading by sum-

ming all current through a cascode transistor, as shown in Fig. 3.3. The cascode transistor can be

sized to handle the bounded ISI current. The cascode transistor width is therefore much smaller

than the sum of current steering switch widths, thus reducing the loading at the output of the

summing amplifier. Furthermore, the large capacitance of these switches is moved to the low-
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Figure 3.2: A fully digital FIR/DAC implementation of the DFE limits the self-loading at the
summing node. However, the 1UI latency constraint on the first tap feedback makes the FIR adder
unacceptably expensive in power

impedance source node of the cascode. To maintain a high bandwidth at the cascode source, the

gm of the cascode transistor is increased by applying additional common mode current. As will be

shown in the analysis that follows, this structure significantly extends the number of taps that can

be implemented by the DFE.

3.2 Analysis

Fig. 3.4 shows the small-signal equivalent of the cascode current-summing structure. As with

the analysis of the conventional DFE, the input cursor amplitude is Vin, the DC-gain is Gdfe, the

data-rate is fs symbols per second, and the number of taps is Ntaps. The total cursor DC biasing

current is Icursor, while the common-mode current added to each side is Ibleeder. Each of the taps

can cancel ISI up to a maximum amplitude of k times the cursor, and a total ISI of amplitude of

ISImax times the cursor amplitude. Therefore,

Itap = k · gm,cursor · Vin = k · Icursor
V ∗ · Vin (3.2)

Itaps,total = ISImax ·
Icursor
V ∗ · Vin (3.3)



19

Figure 3.3: Cascode current summing structure: Tap switches moved to low-impedance cascode,
and capacitive load at output node reduced

The cascode-based structure has two poles – one at the cascode source where all taps are

summed (ωp,1) and another at the output node (ωp,2). It is desirable to place both the poles at

approximately the same frequency, since making one pole larger than the other has diminishing

returns for effective bandwidth of the summing amplifier in terms of power dissipation. However,

the presence of two poles implies that in order to get the same bandwidth as that of the conventional

summing structure, both the poles should be
√

2 times larger. Therefore, the αUI analog settling

constraint leads to
√

2 · nτ · τ = α · T (3.4)

The RC time-constants of the two poles are approximately:

τ1 = R1 · C1 =
1

gm,casc
· (Ntaps · Ctap + Ccasc,src + Ccursor + Cbleeder) (3.5)

τ2 = R2 · C2 = RL · (CL + Ccasc,drain) (3.6)

where gm,casc is the gm of the cascode transistor, Ctap is the current steering switch drain capaci-

tance, Ccasc,src is the cascode source capacitance, Ccursor is the input transistor drain capacitance,

Cbleeder is the bleeder transistor drain capacitance, RL is the summation load resistance, CL is the



20

Figure 3.4: Small-signal model of a cascode current-summing DFE

loading from the next stage (i.e. the preamp/comparator), and Ccasc,drain is the cascode transistor

drain capacitance. RL is set by the DC gain requirements of the DFE, and given by

RL = Gdfe ·
V ∗

Icursor
(3.7)

The gm of the cascode can be calculated as

gm,casc =

2 ·
(
Icursor

2
+ Ibleeder −

Vin
2
· Icursor

V ∗

)
V ∗ (3.8)

The negative term in the numerator accounts for the cursor small-signal current fully steered one

way, which gives the worst-case gm of the cascode.

The capacitors internal to the structure can be expressed in terms of technology parameters,

CdIcursor, CdItap, CdIbleeder, CdIcasc, CsIcasc where CdI and CsI respectively denote drain and

source capacitance per unit current, and the subscripts refer to cursor, tap switch, bleeder and

cascode transistors respectively.

Ccursor = CdIcursor ·
Icursor

2
(3.9)

Ctap = CdItap ·
(
k · Icursor

V ∗ · Vin
)

(3.10)
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Cbleeder = CdIbleeder · Ibleeder (3.11)

Ccasc,drain = CdIcasc · Icasc = CdIcasc ·
(
Icursor

2
+ Ibleeder + ISImax ·

Icursor
V ∗ · Vin

)
(3.12)

Ccasc,src = CsIcasc · Icasc = CsIcasc ·
(
Icursor

2
+ Ibleeder + ISImax ·

Icursor
V ∗ · Vin

)
(3.13)

Since all currents scale with proportionally with the cursor bias current, the bleeder current can be

computed as Ibleeder = p · Icursor, where

p =

k · Vin · CdItaps ·Ntaps +
V ∗

2
· (CsIcasc + CdIcursor) + ISImax · Vin · CsIcasc −

α · (1− Vin/V ∗)

2
√

2 · nτ · fs
α√

2 · nτ · fs
− V ∗ · (CdIbleeder + CsIcasc)

(3.14)

Simplifying the above equations gives a complete expression for the cursor current:

Icursor =

CL

(√
2nτfs
α

)
GdfeV

∗

1−

(√
2nτfs
α

)
GdfeV

∗CdIcursor
2

U +Ntapsk
Vin
V ∗

2CdItaps
CdIcursor

CdIcasc
α√

2fsnτV
∗ − (CsIcasc + CdIbleeder)


(3.15)

where

U = 1 + 2 · ISImax
Vin
V ∗ +

V ∗ (CsIcasc + CdIcursor) + 2 · ISImaxVinCsIcasc −
2α (1− Vin/V ∗)

2
√

2fsnτ
α√

2fsnτ
− V ∗ (CdIbleeder + CsIcasc)

(3.16)

Adding the total tap current from (3.3) and Ibleeder = p · Icursor, the total power consumption, Pcasc

can be expressed (after some approximation) as:

Pcasc ∝
Inom

1− GBW

ωT
· γ ·

{
U +Ntaps · k ·

Vin
V ∗ ·

2CdItaps
CdIcursor

(
2γ

Gdfe

· GBW
ωT

)} ·(1 + 2p+ ISImax
Vin
V ∗

)
(3.17)
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Figure 3.5: Summing amplifier power vs. no. of complex taps for conventional and cascode-
summing structures (10Gb/s QPSK)

Similar to the power consumption of the conventional DFE in (2.9), GBW = Gdfe ·
(√

2nτfs
α

)
is the gain-bandwidth product, Inom = CL · GBW · V ∗ is the nominal current consumption of a

class-A amplifier without self-loading, and γ is the ratio of drain to gate capacitance. Compared

to the power consumption of a conventional current summing structure, the self-loading term for

cascode current summing increases Gdfe

2γ ·
ωT

GBW times slower with Ntaps. Intuitively, this ben-

efit is proportional to the ratio ωT
ωp,1 (ωp,1 being the cascode bandwidth) since the cascode source

bandwidth without external loading from the taps is nominally ωT .

Due to the decreased rate of increase in self-loading with number of taps, the cascode summing

structure will hit the self-loading limit much later than the conventional summing structure, as

illustrated by Figure 3.5. It may be noticed that for a small number of taps, the cascode structure

actually consumes more power than the conventional structure due to the presence of two higher

frequency poles and the higher (1.2V) supply required to accommodate the cascode. Beyond 10

complex taps, however, it is clearly beneficial to use the cascode structure.
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3.3 Key Design Issues

While the cascode current summing structure can significantly extend the number of post-cursor

ISI cancelation taps, key design issues must addressed in order to implement data-rates of 5GS/s

at a BER of < 10−12.

3.3.1 Tap-DAC Resolution

The BER of the received data-bits is set by the ratio of the received signal power to the noise

of the constituent receiver blocks (input-referred to the comparator). The upper bound on this

noise power sets requisite low-noise constraints on both RF and baseband gain blocks in front of

the comparator. Since thermal noise is typically the primary constraint, it is necessary that the

contribution of all other noise components be much smaller. Implementing as many as 20 complex

(i.e. a total of 40) taps in the DFE can potentially accrue sizeable quantization noise. To ensure

that the quantization noise of 40 taps is less than the thermal noise, each tap DAC requires 7 bits

of resolution1. Due to matching limitations, such a high resolution necessitates a large DAC size

of more than 50µm x 50µm.

Furthermore, a compact layout of the DFE core to enable minimum loading on the high-speed

timing paths requires that these large DACs be physically located 100s of µms of distance away2

(as shown later in Fig. 3.15). As a result, there exists a large capacitance at the drain of each DAC

(which is also the tail-node of the tap switching pair), thus creating a relatively low frequency pole

(typically at a hundred MHz). As will be discussed later in the circuit design section, this low

frequency pole necessitates the use of low-swing drivers for the current steering switches of the

taps.
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Figure 3.6: DFE tap value adaptation and steady-state dithering for I-to-I taps 2, 7, and 20

3.3.2 Effect of Dithering on DAC Resolution

Since the interference profile of a wireless channel is time-varying by nature, the DFE taps need to

be continuously adapted to be able to track these variations. Once a tap is ‘locked’, the digital code

of its DAC invariably dithers between at least two adjacent values (as shown in Fig. 3.6). If the

LSB of each DAC is ∆, then the quantization noise power associated with the closest digital code

is ∆2

12 , and with the second closest digital code is 7 ·∆2

12 . Assuming that the dithering is uniformly

distributed between the two digital values, the average quantization noise is 4 ·∆2

12 , which is twice

as large (in voltage) as compared to always selecting the closest digital code. It must be noted that

even if the adaptation is frozen at some particular setting, the expected value of quantization noise

is still 4 ·∆2

12 . This loss in resolution was taken into account while determining the 7-bit resolution

requirement on the tap DACs.

1Computed for a signal amplitude of 120mV (differential, peak-to-peak) at the comparator input, and BER <
10−12. The signal amplitude was set by a typical 60GHz link budget for 3-5m distances with a moderately directional
front-end.

2It should be noted that the DACs themselves are outside the high-speed feedback path.
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Figure 3.7: Infinite impulse response (IIR) effects due to tap switching. The crossover points of
in+/in- are exaggerated to highlight the imbalance in voltage.

3.3.3 IIR Effects

The current-steering tap switches are driven differentially by the low-swing driver. However, there

invariably exists an imbalance in the differential driving of the gates of these switches for steering

the current to one side as compared to the other, which causes glitches at the tail node. As seen

in Fig. 3.7, if the crossover point of the differential signals is too high (low), the the tail node

glitches high (low). The glitches eventually settle to the equilibrium value which is effectively the

average tail voltage. As discussed earlier, since the tail node (by account of its large capacitance) is

relatively slowly settling as compared to the symbol period, the glitch settles over multiple symbol

periods as an infinite impulse response (IIR). The IIR effect is more pronounced over long runs of

the same data-bit when the tap current drifts and reduces the effective height of the data-signal.

Since the tail node glitches are equal in magnitude about the equilibrium position but opposite

in sign for the two directions of current steering, the IIR phenomenon can be mathematically

expressed as a convolution of the taps with ε · (1 − z−1) on the feedback path, where ε is the

relative magnitude of the glitching error current with respect to the steady-state tap current. If the

DFE taps were matched exactly to the ISI profile of the channel (referred to as the “True channel”

on the left of Fig. 3.8), this convolution would cause a spurious component in the DFE feedback

(referred to as the “Bad” DFE in the same figure). Fortunately, if the taps are continuously adapted,



26

Figure 3.8: Modeling IIR effects: (left) before and (right) after correction by adaptation

these undesired components are absorbed into the taps (as shown on the right of Fig. 3.8). The

corrections themselves recursively produce additional IIR effects which eventually decay below

the LSB of the tap DACs. The recursion does however mean that a DFE requires a few more taps

than the channel to simply correct for its own IIR profile.

To mitigate the impact of IIR effects, the tail node must either settle quickly with respect to a

UI, or stay constant over a long run of the same data-bit. It is therefore desirable to make the tail

node bandwidth either (a) very high, so that the tail settles within a symbol period, thus avoiding

the error altogether, or (b) very low, so that the tail node stays remains unchanged after glitching.

In this case, the glitch shows up as an offset when input referred to the comparator, and can be

absorbed by the offset-cancellation circuitry.

An additional effect of the switching pattern of the taps is that it effectively causes a non-linear

distortion in the output impedance of the summing amplifier. The implication of this time-varying

impedance is that currents from both the cursor and the taps should always be summed at the

same node so that they see an identical impedance (which makes the changes in this impedance

irrelevant).
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3.4 Critical Circuit Blocks

Following the design issues addressed in the previous section, this section discusses the critical

circuit design components, namely (a) the high-speed timing paths, and (b) the low-swing drivers

of the current-steering tap switches.

3.4.1 High-Speed Timing Paths

Since the comparator must sample the input, resolve its value, and then subtract a signal propor-

tional to that value from the input - all within in one symbol time (200ps at 5GS/s) - the first

post-cursor tap of the DFE’s feedback filter is typically the most difficult to implement. Loop un-

rolling [19] has been shown to relax this tight timing constraint by making multiple decisions each

cycle, and reducing the critical path to a digital multiplexer (MUX) delay. However, the disadvan-

tage of loop unrolling is that is it exponentially increases the number of comparators as a function

of the number of taps unrolled. For a complex DFE, unrolling one complex tap necessitates the

use of four comparators [3], which increases both sampler power dissipation and loading at the

preceding summing amplifier. Furthermore, loop unrolling increases the complexity of clock and

data recovery (CDR) due to the need for filtering edge updates [10] (which also reduces the CDR

bandwidth).

Fig. 3.9(a) shows the critical timing path for the first tap in a cascode current summing DFE,

which involves settling through three poles of the summing amplifier and the preamp in addition

to the comparator resolution delay. Without the use of unrolling, satisfying the timing constraint

for the first tap would necessitate a significant increase in the preamp and summing amplifier

bandwidth, increasing power dissipation sharply (as predicted by equation 2.8). Therefore, to

efficiently relax the timing constraint, the first tap can be directly summed at the preamp, bypassing

summing amplifier altogether (similar to [9]). Using this technique, the analog portion of the

settling delay for tap-1 involves only a single pole (as shown in Fig. 3.9(b)) of the preamp (which

typically has much higher bandwidth than the summing amplifier3).

3The preamp’s primary function is to isolate the summing amplifier from the comparator kickback. Since the
preamp should be able to settle this kickback within a very small fraction of the UI, the preamp should have a much
higher bandwidth than the summing amplifier.
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(a) All taps summed together - slow settling (b) Tap-1 summed at comparator input - fast settling

Figure 3.9: Tap-1 feedback

Summing the first direct feedback and cross taps at the comparator input adds to the self-

loading of the preamp structure. However, the power overhead is small since the self-loading at

the preamp is primarily dominated by the offset cancelation current switches. In addition to local

summing at the preamp, the timing overhead of the first tap is further reduced by implementing the

sign selection (XOR) in domino logic.

3.4.2 Low-Swing Drivers

As explained in the previous section, the tail node of the current-steering pair of each tap tends

to have a lower bandwidth as compared the data-rate of the DFE. All of these slow-moving tail

nodes are only isolated from the amplifier output voltage variations by the output impedance of the

cascode transistor and the tap switches. The low intrinsic gain and output impedance of transistors

in sub-micron technologies therefore requires that both the cascode and the tap switches be in

saturation to ensure sufficient isolation. These headroom requirements necessitate the use of low-

swing XOR-drivers for the tap switches.

Fig. 3.10 shows the design for these drivers which operates from a 0.6V supply. The driver
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Figure 3.10: Low-swing drivers with embedded XOR for current steering switches

inputs are full-swing (1V) differential digital signals (din and din b) from the feedback shift reg-

isters. In addition to implementing XOR functionality for sign selection (using sgn and sgnb), the

drivers also completely turn off the tap when required (for OFF = ‘1’, OFF b = ‘0’). Since the

top-most NMOS transistors of the driver are fed by static signals (sgn·OFF b and sgnb·OFF b)4,

they are typically sized larger than the other transistors to reduce the driver delay without incurring

a power penalty.

3.5 Simulations, Test-Chip and Measurements

Fig. 3.11 shows the schematics of the prototype complex cascode current-summing DFE. To

adaptively perform tap adaptation using sign-sign LMS and an edge-based CDR [10], additional

‘ADAPTIVE’ and ‘EDGE’ samplers are used. While 20 complex taps would nominally require

40 flip-flops in the feedback shift register chain, the floorplan for cascode current summation ne-

cessitates dedicated shift registers for direct and cross feedback to both I and Q channels. This

4sgn and OFF change when a tap changes its sign or is turned off, which is only when the channel response
changes. Since the channel varies more than 4 orders of magnitude slower than the UI, the signals can be considered
to be static for all practical purposes.
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Figure 3.11: 20-complex-tap cascode current-summing DFE prototype

requirement doubles the requisite number of flip-flops to 80. At 10Gb/s, the DFE has a total power

consumption of 14mW. From this total, 3mW is consumed by the 2 summing amplifiers, 4mW by

the 6 preamps and comparators, and the other half of the power (7mW) is consumed by the feed-

back shift register chain of 80 flip-flops. The peculiar nature of this power breakdown (Fig. 3.14)

once again illustrates the power penalty of digital gates at GS/s rates.

Fig. 3.12 shows post-layout simulations of the DFE using a PRBS-7 input convolved with a

representative 60GHz channel. The output of the summing amplifier is free of all but the first

tap of ISI, which is canceled separately at the input of the comparator. The comparator input

eye highlights the difference in settling behavior of the first ISI tap cancelation current which

transitions after the latter taps.

In order to validate cascode current summing, a 65nm CMOS baseband test-chip was fabricated

with a 20-complex tap DFE supporting 10Gb/s (5GS/s) QPSK. Besides the DFE, the chip also

comprised of CLK generation and data recovery (CDR) circuits, a variable gain amplifier (VGA),

and a phase rotator (similar to [3]) to perform carrier phase/frequency recovery. A 500MS/s digital

engine was also implemented for on-chip DFE tap adaptation and carrier recovery. Fig. 3.13 shows
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Figure 3.12: Eye diagrams with 5GS/s PRBS-7 input (post-layout simulation)

the block diagram of the entire baseband.

The chip measured 1.7mm x 1.1mm (Fig. 3.15), and was tested using a 5GS/s 2-channel Ar-

bitrary Waveform Generator (AWG). The AWG was programmed to mimic a multi-path channel

with ISI magnitude up to 2.5 times the cursor amplitude while generating 27− 1 and 29− 1 PRBS

data on the I and Q channels respectively. The ISI was distributed randomly from taps 1-20 (both

direct and cross feedback) over different measurements to test the operation of all taps. In order to

match the received signal amplitude to a realistic 60GHz channel, the AWG amplitude and VGA

gain were adjusted to receive a 120mV (diff, p-p) signal at the comparator.

When on-chip DFE adaptation was applied (along with the other on-chip adaptations for CDR

and carrier recovery), the test-chip was able to receive 10Gb/s QPSK data with BER < 10−12

measured by using an on-chip PRBS checker. Fig. 3.16 plots measured BER vs. hard-coded

timing offset while receiving 10Gb/s data, before and after turning on the DFE. It can be seen that

BER is < 10−12 over 0.2UI of timing offset, thus validating 10Gb/s QPSK operation.
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Figure 3.13: 60GHz baseband test-chip block diagram

Figure 3.14: DFE power breakdown
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Figure 3.15: 60GHz baseband die micrograph: 1.7mm x 1.1mm

Figure 3.16: BER vs. timing offset (UI) with and without the DFE turned on.



34

Chapter 4

Conclusion

This report presents a mixed-signal approach to the design of a multi-Gb/s 60GHz transceiver

baseband. Inspired by high-speed chip-to-chip serial links using analog/mixed-signal processing

and simple modulation schemes like QPSK, this work offers a compelling lower power alterna-

tive to multi-bit OFDM-based wireless baseband solutions that tend to dissipate multiple Watts of

power at GS/s rates. The techniques discussed in this work are an integral part of the effort to ease

the power bottleneck for incorporating 60GHz transceivers into mobile hand-held devices.

A decision feedback equalizer (DFE), which is one of the key constituent blocks of the base-

band, is presented as a representative design using mixed-signal processing. A design methodology

was first developed to achieve the power-optimal DFE design for a given data-rate and expected

interference profile. Using this design framework, we also derived the fundamental limits on a con-

ventional current-summing DFE structure due to self-loading. The constraints due to self-loading

are found to significantly limit the time-span of post-cursor ISI that can be canceled by such a

structure, making the topology unsuitable for a 60GHz channel. A cascode current-summing struc-

ture then was proposed to relax these self-loading constraints. By making key observations about

the channel and summing the ISI cancelation currents through a cascode transistor, this proposed

structure can equalize a significantly longer ISI profile that is typical of a 60GHz channel response.

An important conclusion of this work is that at GS/s rates, it is much more efficient to use

analog processing techniques with moderate resolution (5-6 bits) and simple modulation schemes,
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as compared to multi-bit digital processing and modulation schemes with high complexity. This

conclusion is validated by a prototype cascode current-summing DFE in 65nm CMOS with 20

complex post-cursor ISI taps that was shown to operate up to data-rates of 10Gb/s for BER less than

10−12 while consuming only 14mW of power. The energy efficiency of this prototype compares

very favorably with OFDM-based solutions [7] which consume∼1W of power at lower data-rates.
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