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Abstract

Calibration Techniques for Time-Interleaved SAR A/D Converters

by

Dusan Vlastimir Stepanovic

Doctor of Philosophy in Electrical Engineeing and Computer Sciences

University of California, Berkeley

Professor Borivoje Nikolic, Chair

Benefits of technology scaling and the flexibility of digital circuits favor the digital signal
processing in many applications, placing additional burden to the analog-to-digital con-
verters (ADCs). This has created a need for energy-efficient ADCs in the GHz sampling
frequency and moderate effective resolution range. A dominantly digital nature of successive
approximation register (SAR) ADCs makes them a good candidate for an energy-efficient
and scalable design, but its sequential operation limits its applicability in the GHz sampling
range. Time-interleaving can be used to extend the efficiency of the SAR ADCs to the higher
frequencies if the mismatches between the interleaved ADC channels can be handled in an
efficient manner.

New calibration techniques are proposed for time-interleaved SAR ADCs capable of cor-
recting the gain, offset and timing mismatches, as well as the static nonlinearities of individ-
ual ADC channels stemming from the capacitor mismatches. The techniques are based on
introducing two additional calibration channels that are identical to all other time-interleaved
channels and the use of the least mean square algorithm (LMS). The calibration of the chan-
nel offset and gain mismatches, as well as the capacitor mismatches, is performed in the
background using digital post-processing. The timing mismatches between channels are cor-
rected using a mixed-signal feedback, where all calculations are performed in the digital do-
main, but the actual timing correction is done in the analog domain by fine-tuning the edges
of the sampling clocks. These calibration techniques enable a design of time-interleaved con-
verters that use minimum-sized capacitors and operate in the thermal-noise-limited regime
for maximum energy and area efficiency.

The techniques are demonstrated on a time-interleaved converter that interleaves 24
channels designed in a 65 nm CMOS technology. The ADC uses the smallest capacitor
value of only 50 aF, achieves 50.9 dB SNDR at fs = 2.8 GHz with the effective-resolution
bandwidth higher than the Nyquist frequency, while consuming only 44.6 mW of power.
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Chapter 1

Introduction

1.1 Motivation

Analog-to-digital converters (ADCs) have been one of the key electronic components
in electronic devices that require interaction with the real world since the early days of
digital signal processing systems. The three main performance metrics used to evaluate and
categorize the ADCs are their speed, resolution and power. The research in the ADC area
has been driven by new applications that constantly demand higher speeds and resolutions.
In one group of applications, with a steady increase in performance of digital circuits, there is
a trend of performing more signal processing in the digital domain, and the ADCs are being
moved closer to the chip input. This means that more information about the analog signal
needs to be captured, which translates into more stringent speed and resolution requirements
for ADCs. An example of this kind of application is the direct-sampling receiver in TV tuners
that requires a simultaneous sampling of more than 16 channels arbitrarily located in the 48-
1002 MHz TV band instead of the integration of multiple single channel receivers. In other
applications, the use of newly available resources dictate more demanding ADC requirements.
A typical example is the WiGig (60 GHz) communication system where a wide frequency
spectrum has enabled the possibility of high-rate GHz communications. With higher data
rates comes the demand for higher sampling speeds. Higher resolutions are also needed if
complex modulation schemes are to be used and/or if more channel equalization and filtering
is to be done in the digital domain. Both aforementioned applications, the TV tuners and
the WiGig systems, require the ADCs with the sample rate of around 2.5 GHz and the
resolution of around 8 effective bits. At the time of writing this dissertation, the ADCs with
these specifications are available, but their energy efficiency significantly lags behind that of
the ADCs that sample in the 100MHz sampling rate range. This is evident from the plot
shown in Figure 1.1 [31]. The plot shows the standard figure of merit (FoM), often used as
the measure of the converter energy efficiency, for all ADCs with resolution between 6 and
10 bits and sampling frequencies between 10 MHz and 10 GHz published at the ISSCC and
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VLSI conferences from 1997 to 2012. The standard figure of merit is defined as

FoM =
P

2 ∗min(fs/2, ERBW ) ∗ 2ENOB
, (1.1)

where P is the power, fs is the sampling frequency, ERBW is the effective resolution band-
width, and ENOB is the effective number of bits. As it can be seen from the plot, the
ADCs with sampling frequencies around 100 MHz can achieve figure of merit close to 10
fJ/conversion-step. On the other side, the best figure of merit of the ADCs with sampling
frequency higher than 2 GHz exceeds 800 fJ/conversion-step.

Figure 1.1: Figure of merit of all ADCs with resolution between 6 and 10 bits and sampling
frequency between 10MHz and 10GHz published at ISSCC and VLSI conferences from 1997
to 2012.

1.2 Research Goal

The goal of this research is to develop techniques for improving the energy efficiency of
the ADCs operating in 2-3 GHz sampling frequency range with resolution around 8 effective
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bits. This problem can be solved by time-interleaving of many energy-efficient ADCs and
employing simple calibration techniques to deal with the unwanted side effects of time-
interleaving. The reasoning behind this approach is explained next.

The energy per conversion of an ADC, defined as the ratio of the power and the sam-
pling frequency, typically increases with the sampling frequency as shown in Figure 1.2.
An attractive way to move the efficiency towards higher frequencies is to interleave mul-
tiple ADCs, each operating in the energy-efficient regime. This way, by interleaving M
channels, the effective sampling frequency increases by a factor of M, while the individual
ADC channels still work efficiently. The equivalent time-interleaved ADC will always be less
energy-efficient than its constituent interleaved channels because of the overhead associated
with time-interleaving. This is also illustrated in Figure 1.2. The overhead includes the
generation and distribution of high-quality multiple clock phases and the distribution of the
input and reference signals to all the channels. Also, the channel mismatches like offset, gain
and bandwidth mismatches, represent an obstacle in achieving the desired performance in
time-interleaved ADCs. These mismatches need to be corrected, which further increases the
overhead of time-interleaving.

Figure 1.2: Energy per conversion vs. sampling frequency for a single-channel and a time-
interleaved ADC.

The power optimization process roughly consists of two parts: minimizing the power
of individual channels by choosing a proper architecture and design, and minimizing the
overhead of the time-interleaving. Although there is no known exact answer to which ar-
chitecture is the best choice for a given set of specifications, the empirical data show that
SAR (successive approximation register) ADCs built in sub-100 nm CMOS technologies can
achieve excellent power efficiency in moderate sampling frequencies (less than 200 MHz) and
resolution (8-12 bits). The efficiency of the SAR ADCs stems from their mostly digital
nature, which enables the power and area scaling of their digital part with the scaling of
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technology. The analog power and area do not scale that well with the technology scaling and
innovative techniques on the analog side are often needed to achieve the overall efficiency. It
is important to note that the area of the ADC is even more important in the time-interleaved
architecture because the overhead in distributing the sensitive analog signals common to all
the channels is directly proportional to the physical size of the channels. The majority of
modern SAR ADC implementations is based on switched capacitor circuits and includes
a capacitive digital-to-analog converter (DAC) that is used to perform radix-based search.
To get the maximum power and area savings these capacitors need to be minimized to the
point where the resolution becomes limited by the thermal noise. For many applications this
means that the smallest capacitor in the capacitive DAC needs to be much smaller than 1fF.
Matching of the capacitors this small is limited by both random variations caused by pro-
cess variability and systematic layout mismatches, and can easily limit the overall linearity
of the converter. One of the central topics of this research is developing low-cost calibration
techniques that will correct not only channel mismatches, but also the nonlinearities of all
individual channels coming from the capacitor mismatches.

Another major problem of the time-interleaved architecture is the phase or timing mis-
match of clocks in multiple channels. This problem can be solved by introducing a common
front-end sampler, but this approach comes with a power and noise penalty in terms of
buffering the sampled voltage and resampling it in the individual channels. It is more desir-
able to have a simple clock generation scheme that generates low-jitter multiple clock phases
that can be fine-tuned using a calibration algorithm that introduces a very low overhead.
Exploring this kind of approach is another central topic of this research.

1.3 Related Work

Time-interleaved converter arrays were first introduced by Black et al. in [5] with the
intention of reducing the die size and relaxing the requirements on the fabrication process.
More recently, the time-interleaved ADCs have been used to achieve extremely high sampling
speeds that cannot be achieved by any other ADC architecture, or to improve the energy
efficiency at the speeds that have traditionally been dominated by the flash and folding-
interpolating architectures. Poulton et al. [34] interleaved 80 current-mode pipeline ADCs
to get 20 GS/s speed for use in the sampling oscilloscopes. Abundant digital processing is
used to calibrate channel and radix mismatches. In [14] 160 6-bit SAR ADCs were inter-
leaved to obtain a 40 GS/s ADC for optical communications. FFT processing and calibration
DACs were used to correct the offset, gain and timing mismatches. Interleaving of 8 flash
ADC channels was used in [11] to achieve 5 bit resolution at 12 GS/s speed with the target
application of digitally-equalized serial links. An additional channel consisting of a single
comparator was introduced for the timing skew calibration. A background calibration algo-
rithm maximizes the correlation between the calibration and time-interleaved channels, thus
minimizing the timing errors. A potential of time-interleaved ADCs for higher resolutions at
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GS/s speeds was demonstrated by Louwsma et al. in [27] at 1.35 GS/s and 7.7 effective bits.
A careful layout and minimization of the clock path from the master clock to the sampling
switches was used to achieve sufficient timing accuracy. Doris et al. [9] used interleaving
of 64 SAR ADC channels to get more than 8 effective bits of resolution at 2.5 GS/s. Four
track-and-hold circuits were interleaved to achieve low timing skew, and the sampled input
signal was further multiplexed to the interleaved channel using a feedback-feedforward buffer
interface. Current-steering DACs were used both as the main DAC and calibration DACs
for offset and gain calibration. Large area in this solution led to a large interleaving power
overhead, for a total power of 480 mW.

The first SAR ADC based on the capacitive charge redistribution was introduced by
McCreary et al. in [29]. The capacitor mismatches were identified as a serious problem in
the early days of charge redistribution ADCs and one of the first calibration techniques for the
capacitor mismatches was presented by Lee et al. in [22]. The mismatch errors were measured
after the power up and an auxiliary DAC was used to add the measured error during the
normal operation. Kuttner [21] used a careful layout technique to achieve 10 bits linearity
with unit capacitance of 1.5 fF. This technique requires a lot of effort at layout design level
and may be hard to apply to even smaller capacitors. A foreground calibration with a known
input signal and linear curve fitting was used in [8] to calculate weights of a non-binary series
capacitive ladder. Liu at al. [24] proposed a background calibration based on the least-mean-
square (LMS) algorithm, which uses an accurate algorithmic reference converter to calibrate
capacitor mismatches in a time-interleaved SAR ADC. Another approach based on the LMS
algorithm was presented in [26] where a small capacitor is added to the capacitive array
to introduce a perturbation signal. Each signal sample is converted twice with different
sign of the perturbation signal and the capacitor weights are adaptively calculated from
the difference of the two conversion results. Split capacitor and C-2C arrays [42], [4] have
been proposed to solve the problem of the smallest capacitor size. However, when designed
to operate in thermal-noise-limited regime, these arrays need higher total capacitance and
therefore larger area, and their linearity is dependent on bottom and top plate parasitic
capacitances, which creates problems similar to the mismatch of small capacitors in radix-
based arrays. In both cases some form of calibration or special layout techniques are needed
to address the mismatch caused nonlinearities of SAR converters if minimum power and area
are to be achieved.

Commercial solutions in the desired resolution and sampling frequency range are avail-
able, but they consume excessive amounts of power. The standalone ADC described in [38]
uses folding and interpolating architecture and time-interleaving of two channels to realize
the sampling speed of 3 GS/s with the effective resolution of 9 and 8 bits at DC and Nyquist
frequency, respectively. This ADC uses a 1.9V supply and typically consumes 3.14 W of
power. An advanced SiGe process is used to design the 8-bit, 2.2 GS/s ADC described in
[28]. This converter achieves the effective resolution of 6.9 bits at the Nyquist frequency and
consumes 6.8 W of power.
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1.4 Thesis Organization

Chapter 2 begins with a description of the basic SAR ADC operation, and then progresses
towards the effects of capacitor mismatches on the transfer function of a SAR ADC. The
chapter ends with a discussion of errors caused by the channel mismatches in time-interleaved
ADCs.

In Chapter 3 a set of techniques for calibration of capacitor mismatches in SAR ADCs
based on the LMS algorithm is developed. The techniques can be applied to single-channel
or parallel ADCs, and can be executed either in analog domain using electronic trimming of
the capacitors, or in digital domain as a background post-processing.

Chapter 4 deals with the calibration of timing errors in time-interleaved ADCs. Two
calibration techniques based on the LMS algorithm and a mixed-signal feedback for fine-
tuning of the clock edges are presented, together with behavioral simulation results.

Chapter 5 shows the circuit-level implementation details of different ADC blocks such as
the single SAR ADC channel, the clock generation circuitry and the calibration logic.

Chapter 6 describes the measurement setup and presents the measurement results of
different performance metrics under varied conditions.

In Chapter 7 conclusions are drawn and potential topics for future improvements and
research are suggested.
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Chapter 2

Error Sources in Time-Interleaved
SAR A/D Converters

This chapter discusses the error sources in time-interleaved SAR ADCs that come from
either the capacitor mismatches or the channel mismatches in time-interleaved architecture.
The former are common for both the single-channel and the parallel architecture, while the
later are obviously only present in the time-interleaved architecture. These are the errors
that represent a major obstacle to an energy-efficient design in the proposed architecture,
and are calibrated using the techniques described in Chapter 3 and Chapter 4. An intuitive
approach is used to explain the effects of the channel mismatches. More rigorous mathe-
matical treatment can be found in [39]. Other error sources present in SAR ADCs, such as
switch nonlinearities, charge injection, DAC settling etc., are dealt with by a careful design,
as described in Chapter 5, and are not a topic of this discussion.

2.1 Basic SAR ADC Operation

A simplified schematic of a conventional N-bit SAR ADC is shown in Figure 2.1. Single-
ended version is shown throughout this chapter for simplicity, although the whole analysis
applies to a differential circuit as well. It consists of a binary comparator, SAR logic, switches,
and a radix-weighted capacitor array C0A, C0, C1, ...CN−1. For a radix α (1 < α ≤ 2) the
capacitor sizes are defined as

C0 = C0A

Ci = αiC0 , i = 1..N.
(2.1)

CP is the total equivalent parasitic capacitance at the comparator input, and VOS is the
comparator input-referred offset.

Before the conversion process starts, the input signal is sampled onto all the capacitors,
as shown in Figure 2.2. Next, in the following N bit-testing phases the switches connect
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Figure 2.1: Simplified schematic of SAR ADC.

top plates of the capacitors to either positive reference (Vrp) or negative reference (Vrn,
Vrn = 0 without a loss of generality) performing charge redistribution at the bottom plates
of the capacitors and, in combination with SAR logic, effectively creating a series of reference
voltages that input signal is compared to using the comparator. For example, in the first
bit-testing phase, CN−1 is connected to Vrp and all other capacitors to Vrn. This way the

input signal is compared to CN−1

Cact
Vrp, where Cact is the sum of all the capacitors in the array.

If the input signal is larger than CN−1

Cact
Vrp, in the second phase it is compared to CN−1+CN−2

Cact
Vrp

by connecting CN−2 to Vrp. If it is smaller, then it is compared to CN−2

Cact
Vrp by connecting

CN−2 to Vrp and CN−1 to Vrn. This process continues until all the bits are resolved. In
order to clarify the conversion process, an example of a 4-bit conversion with α = 2 and the
input voltage of Vin = 19

32
Vrp is presented next. Right after the sampling phase the capacitor

C3 is connected to Vrp and all other capacitors are connected to Vrn, as shown in Figure
2.3.a). After the DAC settling is completed, the voltage at the negative comparator input

Figure 2.2: Sampling phase of SAR ADC.
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Figure 2.3: 4-bit conversion example.
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is Cact

Ctot
(1

2
Vrp − Vin), where Ctot is the sum of all capacitors, including the comparator input

parasitic capacitance. Therefore, the comparator compares Vin to Vr1 = 1
2
Vrp. In our case,

Vin >
1
2
Vrp, and the comparator output is equal to one. In the next phase C3 stays connected

to Vrp since the previous comparator decision was one, and C2 is also connected to Vrp, as
in Figure 2.3.b). This way the input signal is compared to Vr2 = 3

4
Vrp. Since Vin < Vr2,

the output of the comparator is equal to zero. Consequently, C2 is connected to Vrn and
C1 is connected to Vrp, as shown in Figure 2.3.c) to effectively create a new reference level
Vr3 = 5

8
Vrp. Vin is smaller than Vr3 causing the comparator to produce a zero. Finally, in the

last step, C1 is connected to Vrn and C0 to Vrp, as shown in Figure 2.3.d). The last reference
to which the input signal is compared to is equal to Vr4 = 9

16
Vrp. Vin > Vr4, which produces

a one at the output of the comparator for the final conversion output of 1001.
In the most convenient case, when α = 2, the SAR ADC performs a binary search

algorithm, and the saved outputs of the comparator represent the final conversion output.
Otherwise, it performs a radix-based search, and the saved bits from the comparator output
need to be weighted and summed up to get the final conversion output. Even though radix-2
SAR ADCs avoid the need for the digital summation logic, a reduced-radix architecture
(α < 2) is used in this work. The reasoning behind this decision is explained in the next
section.

2.2 Static Nonlinearities

The transfer function or transfer characteristic of an ADC is a function that assigns a
digital code to the analog value of the input signal. Ideally, in the case of a perfect radix-2
SAR ADC, the input signal range (from Vrn to Vrp) is divided into 2N equal segments and each
segment is assigned a unique digital code from 0 to 2N − 1 in ascending order, so that lower
digital codes correspond to the smaller input analog voltage. In practical implementations
a perfect radix two can never be achieved due to capacitor mismatches. Sufficiently small
mismatches can be obtained if large capacitors are used, but that comes with power and
area penalty. It is often beneficial to use minimum-sized capacitors dictated by the thermal
noise requirements, and to allow for bigger mismatches if they can be somehow corrected.
These mismatches will create deviations from the ideal transfer function. To examine these
deviations, it is useful to study the transfer functions of the SAR ADCs that have a radix
higher and smaller than two.

The first step in obtaining a transfer characteristic of a SAR ADC is to plot the transfer
function of its capacitive DAC and construct a staircase-shaped curve, as shown in Figure
2.4 for the case of a 6-bit ADC with radix 2.2 (a) and 1.8 (b). Digital codes on the vertical
axis are the inputs and the outputs are formed as the weighted sum of the bits in the binary
representation of the input digital code. In the case of the radix-2.2 ADC, for any analog
input signal there is only one output digital code. Therefore, the transfer function of the SAR
ADC is identical to the curve constructed from the DAC transfer function. The situation
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Figure 2.4: Constructing transfer functions of SAR ADC for a) radix 2.2 and b) radix 1.8.
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is more complex in the case of radix 1.8. For some input signal (e.g. 0.5 in Figure 2.4)
there are more than one output codes. Since the MSB bits are resolved first during the
conversion process, the largest code will be produced as the output for a given input signal.
The constructed SAR ADC transfer function is shown in Figure 2.4.b).

The deviations from the ideal transfer function that create nonlinearities manifest as large
horizontal segments in the case of radix greater than two, and as large vertical segments in
the case of radix less than two. The large horizontal and vertical segments are known as
missing decision levels and missing output codes, respectively. The segmentation of the
input signal range (horizontal axis) is completely determined by the sizes of the capacitors
in the capacitive DAC. Therefore, the missing decision levels can be corrected only in analog
domain by changing the values of the capacitors. The missing output codes can be corrected
in digital domain by assigning different weight coefficient to the output bits. This is the
reason why the reduced radix is needed if digital calibration is to be used. As shown in [25],
in order to have a transfer function without missing decision levels, it is sufficient that the
following condition is satisfied:

Ci < C0A +
i−1∑
j=0

Cj, for i = 1..N − 1. (2.2)

2.3 Basics of Time-Interleaving

Time-interleaving of A/D converters is a technique used to achieve sampling speeds that
would not be realizable with a single converter or would be prohibitively power-inefficient.
A simple block diagram of a time-interleaved converter with an interleaving factor of M is
shown in Figure 2.5. It consists of M converters (channels) that sample the input signal
at the same frequency fs/M , but with clocks that are equally phase-shifted. The phase of

the ith clock is 2π(i−1)
M

rad. The outputs of the ADC channels are multiplexed to form a
stream of the output data that correspond to the input signal sampled at the frequency fs.
If all ADC channels are identical, this time-interleaved ADC is equivalent to a single-channel
ADC sampling at fs. Unfortunately, in practical implementation the interleaved channels
can have different offsets, gains and bandwidths, and the phases of the sampling clocks are
not necessarily equidistant. The effects of these nonidealities on the spectrum of the output
signal are analyzed in the following sections.
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Figure 2.5: Basic block diagram of a time-interleaved ADC.

2.4 Offset Mismatch

An ADC offset is a random additive error typically coming from the comparator offset.
In a single-channel ADC the offset error creates a DC tone that can be easily removed and is
often ignored in many communication applications. The impact of the offset errors is much
more detrimental in time-interleaved ADCs. If o(i) is the offset of the ith channel, then, for
a given input signal vin(t), and assuming no other errors, the output signal can be written
as:

Dout(n) = vin(nT ) + o((n− 1) mod M + 1), (2.3)

where mod is a modulo operation. o((n− 1) mod M + 1) is a periodic discrete signal with a
period equal to M . This means that in addition to our desired signal vin(t), the spectrum of
the output signal will have tones at frequencies that are multiples of fs

M
. The magnitude and

relative strength of these tones depends on the amplitude and the shape of the introduced
periodic error signal. An example of the output spectrum of a time-interleaved ADC with
offset mismatches only is shown in Figure 2.6 for a 4-way time-interleaved ADC.

2.5 Gain Mismatch

Gain errors manifest itself as a change in the slope of the transfer function of an ADC. The
gain error can come from a difference in reference voltages or from the sampling operation
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Figure 2.6: Spectrum of a 4-time interleaved ADC with offset mismatches only.

(e.g. charge injection). The gain of the ith channel can be expressed as 1 + ∆gi, where ∆gi
is the gain error in the ith channel. The composite output of the time-interleaved ADC can
be written as:

Dout(n) = vin(nT ) + ∆g((n− 1) mod M + 1)vin(nT ). (2.4)

∆g((n−1) mod M+1) is a periodic discrete signal with a period of M and can be represented
in frequency domain by discrete tones at frequencies kfs

M
, k = 0..M − 1. If the input signal is

a sinusoid with the frequency fin, the mixing effect of multiplying the input signal with the
periodic signal ∆g((n−1) mod M +1) will create tones at frequencies kfs

M
±fin. An example

of the output spectrum with gain mismatches in the case of a 4-way time-interleaved ADC
is shown in Figure 2.7.

Figure 2.7: Spectrum of a 4-time interleaved ADC with gain and/or timing mismatches.
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2.6 Timing Mismatch

The phase difference between the clocks of the neighboring channels should ideally be
equal to 2π

M
. The phase (or, equivalently, timing) errors are unavoidable in a practical

implementation due to finite propagation of the clock signal and variations in the clock buffers
and sampling switches. At high input signal frequencies even small timing mismatches can
create significant errors. If we denote the timing mismatch in the ith channel by ∆t(i), then,
for a sinusoidal input signal, the output signal can be expressed as:

Dout(n) = cos(ωnT + ω∆t((n− 1) mod M + 1)). (2.5)

The input signal effectively becomes phase modulated by the periodic signal ω∆t((n−1) mod
M + 1) with period M that has spectral components at kfs

M
. Therefore, the spectrum of the

output signal will have the undesired spurs at kfs
M
±fin, as shown in Figure 2.7. The location

of the spurs is same as the location of the spurs that stem from the gain mismatches. Unlike
in the case of the gain mismatch, the magnitude of the spurs depends on the input frequency.
This gives a way of isolating the gain mismatches by performing a low-frequency testing,
where the artifacts due to timing mismatches are not visible.

2.7 Bandwidth Mismatch

A finite bandwidth of the analog front-end produces different gain (attenuation) and
phase shift at different frequencies. Having different bandwidth in different channels of
a time-interleaved ADC will therefore create a frequency-dependent gain and timing mis-
matches. The dependence of the amount of the gain and timing mismatches on the nominal
value of the bandwidth of the analog front-end can be easily analyzed in the case of a
single-pole system. The nominal gain and phase are given by

A(ω) =
1√

1 +

(
ω

ω0

)2
(2.6)

and
ϕ(ω) = − arctan

ω

ω0

, (2.7)

where ω and ω0 are the input frequency and the bandwidth, respectively. The relative gain
error due to the bandwidth mismatch can be calculated as:

∆A

A
(ω) =

(
ω

ω0

)2

1 +

(
ω

ω0

)2

∆ω0

ω0

. (2.8)
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The timing error due to the bandwidth mismatch is:

∆t(ω) =
1

ω0

1

1 +

(
ω

ω0

)2

∆ω0

ω0

. (2.9)

The error signal can be expressed as:

e (t) = (A+ ∆A) vin(t+ ∆t)− Avin (t) ≈ ∆Avin (t) + A
∂vin (t)

∂t
∆t. (2.10)

For a sinusoidal input signal the signal-to-distortions ratio (SDR) due to the bandwidth
mismatch can be calculated as:

SDRBW =
1(

∆A

A

)2

+ ω2∆t2
. (2.11)

By substituting the expressions for ∆A
A

and ∆t from (2.8) and (2.9), and assuming a large
number of time-interleaved channels, the expression for SDRBW on a dB scale becomes:

SDRBW [dB] = −10 log

(
ω

ω0

)2

1 +

(
ω

ω0

)2σ
2
∆ω0
ω0

, (2.12)

where σ2
∆ω0
ω0

is the standard deviation of the relative bandwidth mismatch. The dependence

of SDRBW on the relative input frequency ω/ω0 is plotted in Figure 2.8. As it can be seen,
to maintain the SDR better than 60dB with the bandwidth mismatch of 1 %, 2 % and 4 %,
the bandwidth has to be approximately 10, 20 and 40 times larger than the largest input
signal frequency, respectively. It can be very difficult to achieve this kind of bandwidth in
ADCs that sample at multiple GHz frequencies.

Since the bandwidth mismatch creates frequency-dependent gain and timing errors, the
timing and gain calibration cannot eliminate these errors at all frequencies. However, they
can correct it completely at a given input frequency. This will effectively change the shape
of the SDRBW dependency on the relative input frequency.

After the gain and timing calibration at the input frequency ωcal the new effective gain
will be given by

Acal(ω) = (A(ω) + ∆A(ω))
A(ωcal)

A(ωcal + ∆A(ωcal)

≈ A(ω) + ∆A(ω)− A(ω)
∆A(ωcal)

A(ωcal)
.

(2.13)
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Figure 2.8: SDR due to bandwidth mismatch vs. relative frequency.

The new relative gain error is

∆Acal
A

(ω) =
Acal(ω)− A(ω)

A(ω)
=

∆A(ω)

A(ω)
− ∆A(ωcal)

A(ωcal)
(2.14)

or

∆Acal
A

(ω) =

(
ω

ω0

)2

−
(
ωcal
ω0

)2

(
1 +

(
ω

ω0

)2
)(

1 +

(
ωcal
ω0

)2
)∆ω0

ω0

. (2.15)

The new timing error is

∆tcal(ω) = ∆t(ω)−∆t(ωcal) =
1

ω0

(
ωcal
ω0

)2

−
(
ω

ω0

)2

(
1 +

(
ω

ω0

)2
)(

1 +

(
ωcal
ω0

)2
)∆ω0

ω0

. (2.16)
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Finally, the effective SDRBW after calibration at the frequency ωcal can be calculated by
substituting (2.15) and (2.16) into (2.11):

SDRBW,cal = −10 log


((

ω

ω0

)2

−
(
ωcal
ω0

)2
)2

(
1 +

(
ω

ω0

)2
)(

1 +

(
ωcal
ω0

)2
)2σ

2
∆ω0
ω0

. (2.17)

The new dependence of the SDR on the relative input frequency is shown in Figure 2.9
for the standard deviation of the bandwidth mismatch of 1 %, 2 % and 4 %. The calibration
frequency, ωcal, is chosen such that the SDR at ω = 0 is equal to 60 dB. It can be seen that
the bandwidth requirements to achieve the SDR of 60 dB are significantly reduced. In the
case of 1 %, 2 % and 4 % bandwidth mismatch, the bandwidth needs to be approximately 2,
3 and 4.4 times larger than the highest input frequency, compared to 10, 20 and 40 times in
the case with no gain and timing calibration.

Figure 2.9: SDR due to bandwidth mismatch vs. relative frequency after timing and gain
calibration.
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Figure 2.10: SDR at DC vs. relative calibration frequency after timing and gain calibration.

To achieve a high bandwidth, the value of the calibration frequency, ωcal, should be the
highest that still satisfies the SDR requirements at low frequencies. The value of the SDR
at DC can be obtained by setting ω = 0 in (2.17):

SDRBW,cal(0) = −10 log


(
ωcal
ω0

)4

(
1 +

(
ωcal
ω0

)2
)2σ

2
∆ω0
ω0

. (2.18)

This dependence of the SDR value at DC on the calibration frequency is shown in Figure
2.10 for the bandwidth mismatch of 1 %, 2 % and 4 %. The new relative cut-off frequency
can be defined as the frequency at which the SDR drops to its DC value, and it can be
calculated by setting (2.17) to be equal to (2.18):

ωcutoff
ω0

=

√(
ωcal
ω0

)4

+ 2

(
ωcal
ω0

)2

. (2.19)
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The new relative cut-off frequency is independent of the bandwidth mismatch and its de-
pendence on the calibration frequency is plotted in Figure 2.11.

Figure 2.11: Relative cutoff frequency vs. relative calibration frequency after timing and
gain calibration.

2.8 Finite Sampling Aperture

The bandwidth mismatch analysis from the previous section assumed that the transfer
function of the analog front-end is same as the continuous transfer function of the underlying
analog RC circuit H(jω) = 1

1+jω/ω0
. This is not entirely true since the analog front-end of

an ADC is a sampled circuit, and it becomes noticable when the timing constant of the RC
circuit is comparable to the width of the sampling aperture.

The effect of the finite sampling aperture can be easily analyzed in the case of the simple
RC sampling circuit. For a sinusoidal input signal the sampled voltage in the time domain
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can be expressed as

vout(t) =
1√

1 +

(
ω

ω0

)2
sin

(
ωt− arctan

ω

ω0

)
+

+

vout (t−MT )− 1√
1 +

(
ω

ω0

)2
sin

(
ω (t−DT )− arctan

ω

ω0

)e−ω0DT ,

(2.20)

where D, T and M are the duty ratio of the sampling clock, the sampling period and the
interleaving factor, respectively. The sampling aperture is equal to DT .The exponentially
decaying term in (2.20) represents the initial condition on the sampling capacitor. The initial
condition depends on the previous sampled signal value and the value of the input signal at
the moment of closing of the sampling switch. If the sampling capacitor is reset after every
cycle, then vout(t−MT ) = 0 in (2.20).

In frequency domain, without the capacitor reset, the equivalent transfer function can be
derived as

Heq (jω) = H (jω)
1− e−ω0DT e−jωDT

1− e−ω0DT e−jωMT

≈ H (jω)

(
1− 2je−ω0DT sin

ω(M −D)T

2
e

−jω(D+M)T
2

)
.

(2.21)

With the capacitor reset, the equivalent transfer function becomes

Heq (jω) = H (jω)
(
1− e−ω0DT e−jωDT

)
. (2.22)

The new equivalent transfer functions contain an additional term whose magnitude is propor-
tional to e−ω0DT . For a target speed of 3 GHz and resolution of 8 effective bits the bandwidth
higher than the sampling frequency can be easily achieved. This makes the e−ω0DT term much
smaller than one and the overall transfer function practically insensitive to small variations
of the sampling aperture.
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Chapter 3

Calibration of Static Nonlinearities in
SAR A/D Converters

This chapter presents new techniques for calibration of capacitor mismatches in SAR
ADCs. The core of the calibration techniques are two different types of switching during
conversion - here referred to as direct and reverse switching. The presented calibration
techniques can be used for calibration of conventional single-channel SAR ADCs, split-ADCs
[30], as well as time-interleaved converters, and can be performed both in analog domain, by
using electronic trimming of capacitors, and in digital domain, as an adaptive background
postprocessing.

3.1 Overview of Techniques for Linearity Calibration

in SAR ADCs

As discussed in Chapter 2, the capacitor mismatches in SAR ADCs create nonlinearities
in the ADC transfer function. Many different calibration techniques have been developed in
order to reverse the effect of mismatch-caused nonlinearities. Based on the point at which
the nonlinearities are corrected, the techniques can be analog or digital.

One group of analog techniques corrects the mismatches by subtracting a signal equal
to the error caused by the mismatches from the output of the capacitive DAC. A single
calibration DAC combined with a digital logic can be used for this subtraction [23] or every
capacitor in the main DAC can have its own calibration DAC [37] . The other group of analog
techniques corrects the mismatches by modifying the effective value of the capacitors in the
main DAC. This can be achieved by using small trimming capacitors that are connected
in parallel with the main DAC capacitors [35]. The mismatches can be measured by using
a known precise input signal [6] or by using a self-calibration technique [23]. In the self-
calibration technique the difference between each capacitor in the array and the sum of all
capacitors at the lower bit-positions is measured and later used for the mismatch correction.
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All these techniques are performed in the foreground and require an interruption in the
operation of the ADC.

The digital calibration techniques measure or infer the values of the capacitors, repre-
sent them as a set of digital coefficients, and then correct the nonlinearities in the digital
domain by calculating weighted sums of those coefficients for each conversion. Inherently,
the correction is performed in the background, but the process of obtaining the capacitor
values can be performed both in the foreground and the background. An example of the
foreground calibration can be found in [6] for a resistive DAC or in [8] for a capacitive DAC.
The coefficients are obtained by using a known input signal, such as a precise DC volt-
age, a ramp signal or a sinusoidal signal. The background calibration techniques typically
rely on converting the same input signal sample twice in two different ways, or injecting a
dithering signal. One way of obtaining two different conversion results is presented by Liu
et al. in [24]. An additional accurate reference channel, which samples and converts the
input signal together with the ADC that is being calibrated, is introduced. A calibration
based on the least-mean-square (LMS) algorithm minimizes the difference between the two
conversion results, thus correcting the nonlinearities caused by the capacitor mismatches.
This approach requires a design of an additional ADC, which doubles the design effort. In
[26] a small capacitor is added to the capacitive array to introduce a perturbation signal.
The two conversion results are obtained by converting the same sample twice with different
sign of the perturbation signal. The capacitor weights are adaptively calculated from the
difference of the two conversion results by using the LMS algorithm. Since every sample is
converted twice by a single ADC, the conversion speed is reduced by a factor of two in this
approach. Xu et al. [41] used the capacitors from the main DAC to inject a pseudo-random
dithering signal and obtained the capacitor weights by correlating the output result with the
dithering sequence. Since the capacitors used for dithering cannot be used for conversion,
this approach also uses two conversions per sample to avoid estimation errors due to large
code gaps. Also, a long pseudo-random sequence is needed for a small estimation error,
which makes the calibration time prohibitively long for many applications.

The goal of this research is to develop a fast and low-overhead background calibration
technique for time-interleaved converters. The calibration is based on a reference channel,
as in [24], but the reference channel is an identical copy of the time-interleaved channels.
This way the design of an additional slow and accurate ADC is avoided. Also, since the
reference channel can convert the input signal at the same speed as the interleaved channel,
the calibration time is significantly reduced compared to the solution in [24]. The developed
technique naturally extends to the digital calibration of a single-channel ADCs, as well as the
analog calibration of both single-channel and time-interleaved ADCs. All different versions
of the calibration algorithm are presented in this chapter. The background necessary for
understanding of these calibration algorithms is presented in the next section.
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3.2 Direct and Reverse Switching

The basics of the SAR ADC operation have been described in Chapter 2 together with its
main building blocks. While Chapter 2 describes only one way of performing the conversion
of the input signal, there are at least two different ways. This section describes these two
modes of conversion, called direct and reverse switching, that will later be used as a basis
for development of the nonlinearity calibration techniques.

After the input signal is sampled onto all capacitors in the array, the first most significant
bit (MSB) needs to be resolved. In direct switching, which is usually considered a standard
way of performing conversion, the top plate of the MSB capacitor CN−1 is connected to
the positive reference Vrp, while the top plates of all other capacitors are connected to the
negative reference Vrn as shown in Figure 3.1.a. In the reverse switching CN−1 is connected
to Vrn, while all other capacitors are connected to Vrp as shown in 3.1.d. After the input to
the comparator has settled the comparison is triggered and the first bit is resolved. If the
resolved bit is ’1’ in the next bit-testing phase CN−1 is connected to Vrp. If the resolved bit
is ’0’ CN−1 is connected to Vrn. This is true for both direct and reverse switching. In the
next bit-testing phase CN−2 is connected to Vrp in direct switching, and to Vrn in reverse
switching as shown in 3.1.b and 3.1.e. After the second bit is resolved CN−2 is connected
to Vrp if the second bit was ’1’ or to Vrn if the second bit was ’0’ in both direct and reverse
switching. This process continues until all N bits are resolved as shown in 3.1.c and 3.1.f.

Assuming Vrn = 0 for simplicity, the relation between the input voltage and the output
bits in the case of direct switching is given by

Vin = Vrp

N−1∑
i=0

ddi
Ci
Cact

− Ctot
Cact

VOS +
Ctot
Cact

VQd , (3.1)

where Cact is the sum of all capacitors in the array including C0A, Ctot = Cact + CP , ddi
and VQd (VQd ≥ 0) are the ith output bit and the quantization error in direct switching
conversion, respectively. In the case of reverse switching this relation becomes

Vin = Vrp

(
1−

N−1∑
i=0

dri
Ci
Cact

)
− Ctot
Cact

VOS −
Ctot
Cact

VQr =

= Vrp

(
N−1∑
i=0

dri
Ci
Cact

+
C0A

Cact

)
− Ctot
Cact

VOS −
Ctot
Cact

VQr ,

(3.2)

where dri and VQr (VQr ≥ 0) are the ith output bit and the quantization error in reverse
switching conversion, respectively.

The easiest way to understand differences between (3.1) and (3.2) is to plot transfer
characteristics for the same converter, but with different types of switching. Figure 3.2.a
and 3.2.b show these characteristics for the case of nominal radix-2 and radix-1.8 arrays with
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Figure 3.1: Direct and reverse switching in SAR ADC.

capacitor mismatches, respectively. By careful examination of the plots it can be seen that
the transfer characteristics are 180◦ rotated around center with respect to each other. This
effect can be explained by noticing that reverse switching conversion of the input signal Vin
is equivalent to a direct switching conversion of the signal Vrp− Vin, but the output result is
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Figure 3.2: Transfer characteristics of direct and reverse switching in SAR ADC.
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coded in the complement one code, e.g. all bits are inverted. Due to inherent symmetries of
the SAR ADC transfer characteristic, these two characteristics can overlap only in the case
of perfect radix-2 array.

If the input signal is converted twice using direct and reverse switching, the difference
between the two conversion results can be used as an input error signal to the algorithm
that will minimize the error by forcing the transfer characteristics to look like the ideal
radix-2 curve. This can be done either by adjusting the actual value of the capacitors in the
DAC using very small capacitors and switches as in [35] (this technique is called electronic
trimming or simply trimming), or by inferring the values of capacitors in digital domain. As
explained in Chapter 2, a radix less than two is needed in the case of digital calibration.

3.3 Trimming-Based Calibration

In trimming-based algorithms the physical values of capacitors are adjusted to form the
ideal radix-2 capacitive DAC, thus avoiding need for further digital processing of the output
bits and the additional latency that would come from the digital processing logic. This
could potentially lead to slightly lower power since the calibration logic can be completely
turned off once the calibration has converged, but it comes with additional complexity in
the analog domain and can be impractical for extremely small capacitors. Trimming-based
calibration can be used in single-channel single-core, single-channel dual-core (split ADC),
and time-interleaved ADCs. The following sections detail these three cases.

3.3.1 Single-Channel Single-Core SAR ADC Calibration

After the input signal is sampled in a SAR ADC its value is stored as a charge on the
bottom plates of the DAC capacitors and the top plates of the parasitic capacitances at
the input of the comparator (CP ). Assuming the leakage is negligible, the sampled input
signal can be converted multiple times. In our case every input sample can be converted
using direct and reverse switching, and the difference between conversion results can be used
to tune values of the capacitors. The final output is obtained by averaging the outputs
of two conversions. To derive an algorithm for capacitor tuning we observe that the goal
of the calibration is to minimize the quantization error. From (3.1) and (3.2) the sum of
quantization errors VQd and VQr can be derived as:

VQr + VQd =
Cact
Ctot

Vrp

N−1∑
i=0

(dir − did)
Ci
Cact

+
C0A

Ctot
Vrp . (3.3)

Since both quantization errors are positive we need to minimize the expression on the
right side of (3.3). This can be done adaptively by calculating the gradient of VQr+VQd with
respect to the vector of the capacitor values and moving in the opposite direction. Therefore,
the calibration algorithm can be summarized in the following four steps:
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1. Sample the input signal.

2. Perform direct and reverse switching conversions and obtain the digital bits {dir} and
{did}.

3. Update the values of the capacitors in the capacitive DAC:

Ci <= Ci + (did − dir) ∆C . (3.4)

∆C is the value of the small trimming capacitor, i = 0..N − 1.

4. Go to the step 1.

3.3.2 Single-Channel Dual-Core SAR ADC Calibration

Single-channel dual-core ADC is similar to the split-ADC concept described in [30]. The
input signal is sampled into two SAR ADCs (two cores) simultaneously. The two cores
convert the input signal and the final output is obtained by averaging the outputs of the
two cores. Both cores can have different capacitor mismatches and different offsets, and we
need to make sure that after the calibration their transfer characteristics are both equal and
linear. SAR ADCs do not exhibit the gain mismatch problem as long as all channels use
the same reference voltages [27]. The calibration technique previously described for single-
channel single-core SAR ADC can be easily extended to the case of single-channel dual-core
ADC. Instead of having each input sample converted twice with a single core now we have
each input sample converted twice with two different cores. To avoid the situation where both
converters are equal but nonlinear, it is sufficient to have one of the cores alternate randomly
between direct and reverse switching . Also, the offset of the comparator has to be adjusted
in the way that reduces the error. Many different techniques for offset adjustment [40], [32],
[4] are available and can be used in this algorithm as well. The calibration algorithm can be
summarized as follows:

1. Sample the input signal into two cores.

2. In the first core randomly choose the type of switching. The second core can always
perform the same kind of switching or have it chosen randomly independent of the first

Table 3.1: Operators ⊕ and 	 for different types of switching.

SAR1 SAR2 ⊕ 	
Direct Direct + −
Direct Reverse + +

Reverse Direct − −
Reverse Reverse − +
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core. Perform the conversions and obtain the digital bits {d1
i } and {d2

i }, where the
subscript index denotes the bit position and the superscript index is the core number.

3. Update the capacitor values according to the following equations:

C1
i <= C1

i ⊕
(
d1
i − d2

i

)
∆C

C2
i <= C2

i 	
(
d1
i − d2

i

)
∆C .

(3.5)

The operations ⊕ and 	 are dependent on the type of switching and are defined in
Table 3.1.

4. Update the offset values according to the following equations:

V 1
OS <= V 1

OS − sgn
(
D1 −D2

)
∆VOS

V 2
OS <= V 2

OS + sgn
(
D1 −D2

)
∆VOS ,

(3.6)

where Di is the conversion output of the ith channel.

5. Go to the step 1.

3.3.3 Multi-Channel SAR ADC Calibration

In a multi-channel time-interleaved architecture, M channels sample the input signal at
a frequency of fs/M and phase shift of 2πk/M , where fs is the aggregate sampling frequency
and k is the channel number. The algorithm used for split-ADC can be easily generalized to
this architecture if we introduce one additional ADC channel (reference channel). This ADC
can be identical copy of all other channels and needs to sample input signal at the frequency
fs/(M + 1) and with phase that is aligned to other channels. This way the first sample of
the additional channel is aligned with the first channel, the second sample is aligned with
the second channel, and so on. After kth sample of the reference channel the capacitor and
offset values of the the channel number k and the reference channel itself are updated. The
algorithm can be summarized as follows:

1. Initialize i = 0.

2. Sample the input signal into the reference channel and the channel number k = i mod
M + 1 (mod is modulo operation).

3. Randomly choose the type of switching in the reference channel. The type of switching
in the kth channel can always be the same or randomly chosen independently of the
reference channel. Perform the conversions and obtain the digital bits {d0

i } and {dki },
where the subscript index denotes the bit position and the superscript index is the core
number. The superscript 0 denotes the reference channel.
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4. Update the capacitor values according to the following equations:

C0
i <= C0

i ±1

(
d0
i − dki

)
∆C

Ck
i <= Ck

i ±2

(
d0
i − dki

)
∆C .

(3.7)

5. Update the offset values according to the following equations:

V 0
OS <= V 0

OS − sgn
(
D0 −Dk

)
∆VOS

V k
OS <= V k

OS + sgn
(
D0 −Dk

)
∆VOS .

(3.8)

6. Update i = i+ 1. Go to the step 2.

3.4 Digital Background Calibration

In many cases electronic trimming of capacitors can be impractical due to a multitude of
reasons. Practical limits in the size of the trimming capacitors, which need to be multiple
times smaller than the LSB capacitor, can limit the usability of the trimming calibration
techniques in the low- to moderate-resolution ADCs. Also, estimation of the necessary
trimming range in the design phase can be a difficult problem. Lastly, the wiring and layout
overhead of adding many small capacitors and switches can be unacceptable in some cases.

In order to avoid all the limitations of the trimming calibration, the background digital
calibration can be used instead. In digital calibration a digital weight coefficient Cdi is
assigned to every capacitor Ci in the capacitive DAC, and a digital offset VOSd is assigned
to every comparator offset VOS. The final conversion output is calculated as a weighted sum
of the output bits

D =
N−1∑
i=0

Cdidi + VOSd . (3.9)

The offset term is optional in a single-channel single-core configuration. The calibration task
is to figure out the values of the digital coefficients and offsets. This is often done using
adaptive algorithms such as the LMS algorithm.

It is important to note that the digital calibration linearizes the transfer characteristic
of an ADC by assigning different output values to segments of input signal range created
by physical values of the capacitors. Since we are not changing the capacitor values, this
division of the input signal range into small segments cannot be changed. In radix-2 ADCs
some of these segments can be much larger than the intended least significant bit (LSB)
size creating big errors in the conversion result. Therefore these errors (known as missing
decision levels in ADC literature) cannot be corrected with digital calibration. To ensure
that our starting ADC transfer characteristic is free of missing decision levels, a radix less
than two should be used in the SAR ADC [25]. Exact value of the radix depends on the
expected level of random variation and systematic layout mismatches.
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3.4.1 Single-Channel Single-Core SAR ADC Calibration

The linearization of a SAR ADC characteristic can be done by minimizing the difference
between the conversion results in direct and reverse switching. This difference can be used
as an error signal which is fed into an LMS algorithm that adaptively calculates the values
of the weight coefficients Cdi. The error signal is given by

e =
N−1∑
i=0

Cdi (ddi − dri) . (3.10)

By applying the LMS algorithm, the update equations for digital coefficients can be written
as

Cdi,j+1 = Cdi,j − µ
∂ (e2)

∂ (Cdi)
=

= Cdi,j − 2µe (ddi − dri) .

(3.11)

Cdi,j is the ith digital weight coefficient at the jth time step of adaptation, and µ is the LMS
coefficient constant. If µ is a power of two, the multiplication by µ can be realized as a
simple shift operation and does not require any dedicated hardware. The multiplications by
ddi and dri can be realized as logic AND operation since ddi and dri are digital bits that can
be either zero or one. Therefore, both (3.9) and (3.11) can be realized in hardware using only
additions, subtractions and logic AND operations, which makes it suitable for a low-power
hardware implementation.

Finally, the algorithm can be outlined as follows:

1. Initialize digital weight coefficients:

Cdi,0 = αi , i = 0..N − 1 . (3.12)

2. Sample the input signal.

3. Perform direct and reverse switching conversion and obtain the digital bits {ddi} and
{dri}.

4. Calculate the error signal using (3.10).

5. Update the digital coefficients using (3.11).

6. Go to the step 2.
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3.4.2 Single-Channel Dual-Core SAR ADC Calibration

Same as in the case of the trimming calibration, the two cores in the single-channel
dual-core architecture sample the input signal at the same time. At least one of the cores
randomly chooses the type of switching. The conversion outputs are formed according to
(3.9). The error signal that needs to be minimized is formed as the difference between the
conversion outputs of the two cores, and it can be expressed as

e =
N−1∑
i=0

C1
did

1
i −

N−1∑
i=0

C2
did

2
i − VOSdeq (3.13)

Ck
di is the ith digital weight coefficient in the kth channel, dki is the ith digital bit in the kth

channel, and VOSdeq is the equivalent offset voltage that is equal to the difference of the
digital offsets in the two cores. The following update equations for digital weight coefficients
can then be derived using the LMS algorithm:

C1
di,j+1 = C1

di,j − 2µed1
i

C2
di,j+1 = C2

di,j + 2µed2
i ,

(3.14)

where Ck
di,j is the value of the coefficient Ck

di at the jth iteration of the LMS algorithm. For
digital offset the update equation is

VOSdeq,j+1 = VOSdeq,j + 2µe , (3.15)

where VOSdeq,j+1 is the value of the offset coefficient VOSdeq at the jth iteration of the LMS
algorithm.

The algorithm can be described by the following steps:

1. Initialize digital weight coefficients in both cores according to (3.12), and the digital
offset to zero.

2. Sample the input signal into the two cores.

3. In the first core randomly choose the type of switching. The second core can always
perform the same kind of switching or have it chosen randomly independent of the first
core. Perform the conversions and obtain the digital bits {d1

i } and {d2
i }

4. Calculate the error signal using (3.13).

5. Update the digital coefficients using (3.14).

6. Update the offset using (3.15).

7. Go to the step 2.
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3.4.3 Multi-Channel SAR Calibration

The analog part and clock generation of a digitally calibrated multi-channel time-interleaved
SAR ADC operate in the same way as in the case of the trimming calibration. Every channel
has its own set of digital weight coefficients and a digital offset that are adaptively updated.
Every sample of the reference channel corresponds to a sample in one of the time-interleaved
channels (channel number k). The difference between the reference channel output and the
corresponding (kth) interleaved channel represents the error signal, which can be expressed
as

e =
N−1∑
i=0

C0
did

0
i −

N−1∑
i=0

Ck
did

k
i − V k

OSdeq , (3.16)

where Ck
di is the ith digital weight coefficient in the kth channel, dki is the ith digital bit

in the kth channel, and V k
OSdeq is the equivalent offset of the kth channel relative to the

reference channel. The reference channel is denoted by the superscript 0.By applying the
LMS algorithm to (3.16), the following update equations for the weight coefficients and
channel offsets can be derived:

C0
di,j+1 = C0

di,j − 2µed0
i

Ck
di,j+1 = Ck

di,j + 2µedki ,
(3.17)

V k
OSdeq,j+1 = V k

OSdeq,j + 2µe , (3.18)

where Ck
di,j and V k

OSdeq,j+1 are the values of the coefficients Ck
di and V k

OSdeq at the jth iteration
of the LMS algorithm, respectively.

The algorithm can be summarized as follows:

1. Initialize i = 0.

2. Sample the input signal into the reference channel and the channel number k = i mod
M + 1 (mod is modulo operation).

3. Randomly choose the type of switching in the reference channel. The type of switching
in the kth channel can always be the same or randomly chosen independently of the
reference channel. Perform the conversions and obtain the digital bits {d0

i } and {dki }

4. Calculate the error signal using (3.16).

5. Update the digital coefficients using (3.17).

6. Update the offset using (3.18).

7. Update i = i+ 1. Go to the step 2.
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3.5 Simulation Results

To verify the functionality and the effectiveness of the proposed algorithms, flexible be-
havioral simulations for both trimming and digital calibration have been implemented. To
make simulations more realistic, the effects of random jitter and thermal noise, both from
sampling switches and comparators, are included in the simulations. The plots in this section
show simulation results for the case of SAR ADCs with quantization noise set to 11-bit level.
This was achieved by 11 raw bits in the radix-2 ADCs for the trimming calibration, and by
12 raw bits in the radix-1.865 ADC for the digital calibration. The jitter and thermal noise
are both set to 11-bit level. The thermal noise is equally split between the sampling switch
and the comparator noise. The capacitor values were randomly generated using normal dis-
tribution with standard deviation inversely proportional to the square root of the nominal
capacitor value. Comparator offsets were also normally distributed with standard deviation
equal to 1% of the reference voltage. For multi-channel architecture the simulations are
performed at the speed of the reference channel to reduce simulation time.

Figures 3.3.a), 3.3.b) and 3.3.c) show typical convergence of effective number of bits
(ENOB) for the single-channel single-core, the single-channel dual-core, and the 8-way time-
interleaved SAR ADC, respectively. The ENOB is defined as

ENOB =
SNDR− 1.76

6.02
, (3.19)

where SNDR is signal-to-noise-plus-distortion-ratio. The simulation results shown are for
single tone test for both trimming and digital calibration, respectively. These plots are
generated by taking a windowed FFT of length equal to 1024 samples. The window is
shifted in steps of 128 samples. The calibration is turned on after the first 1024 samples, so
the first point in the graph represents non-calibrated performance.

To get a fair comparison of the convergence speeds the LMS coefficient and the minimum
trimming capacitor are set such that 2µ = C0

∆C
. This ensures that the finest relative step

in which capacitor values or digital coefficients can change are the same. As expected, the
convergence of the trimming calibration is significantly slower since the capacitor values are
changed by at most one minimum step size at a time. The convergence speed can always
be traded-off with the accuracy of the converged results. The convergence time in time-
interleaved converters increases with the number of interleaved converters, which is expected
since only one channel is updated at a time.

The final converged value of ENOB is approximately the same in the case of trimming
and digital calibration. The ENOB in the multiple-channel ADC is lower than in the single
channel ADCs by approximately 0.5 bits. This is because in the time-interleaved ADC the
output is taken from a single time-interleaved channel, while in the single-channel ADCs the
output is calculated as the average of two different conversions, which reduces the impact of
all noise sources by 3 dB.

Figures 3.4.a) and 3.4.b) show the FFT plots in the time-interleaved case before and
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after the trimming calibration. The FFT plots for trimming calibration look very similar.
Improvements of about 40 dB in SFDR and more than 30 dB in SNDR can be observed. In
a more detailed simulation the SFDR would probably limited by the analog front-end and
sampling distortions.

3.6 Algorithm Limitations

All described algorithms are based on the minimization of the error signal obtained as a
difference between two conversion results of the same input signal. As it can be seen from
Figure 3.2, for some values of the input signal, the error can be equal to zero, even though
the direct and the reverse transfer characteristics are different. If the error for every sample
of the input signal is equal to zero, the value of the capacitors or digital coefficients will not
be updated.

In order to have the calibration algorithms that converge to the right values, the input
signal has to be ”busy”, e.g. the input signal samples need to take values that are diverse
enough to contain the information about all the capacitors in the array. The exact definition
of ”busy” signal is not known, but some necessary and a sufficient condition that the input
signal needs to satisfy can be easily derived. First, it is obvious that the number of different
input signal samples has to be larger than the number of unknown variables (digital coeffi-
cients representing the capacitor and offset values). Otherwise, the problem is equivalent to
solving a system of equations that has less equations than unknowns. From (3.4), (3.5) and
(3.8) it can be seen that, in the case of the trimming calibration, the updating of a given
capacitor value occurs only if the bits at the corresponding location from the two conversions
are different. The same holds for the digital calibration of a single-channel single-core SAR
ADC, as evident from (3.11). In the case of digital calibration of a single-channel dual-core
or multi-channel SAR ADCs, the updating of a given coefficient occurs only if the corre-
sponding digital bit is equal to one. This gives a more restrictive necessary condition: the
input signal samples have to contain the values that will produce different bits at location
of the capacitor that needs to be calibrated, in the case of trimming calibration and digital
calibration of a single-channel single-core SAR ADC, or produce output bits that are equal
to one in the case of digital calibration of a single-channel dual-core and multi-channel SAR
ADCs. For example, the input signal cannot take values only in the lower half of the input
signal range, where the MSB bit is always equal to 0, providing no information about the
MSB capacitor to the calibration algorithms.

A sufficient condition can be obtained if K subsequent error expressions in (3.3), (3.10),
(3.13) and (3.16), where K is the number of unknown variables, are set to zero and treated
as a system of equations. If the rank of the corresponding system is equal to K for every
K subsequent equations, the system has a solution and the calibration will converge to the
right values.
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Figure 3.3: Typical ENOB learning curves for a) single-channel single-core, b) single-channel
dual-core and c) eight time-interleaved SAR ADC calibration .
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Figure 3.4: FFT of a sinusoidal signal (a) before and (b) after digital calibration for eight
time-interleaved SAR ADCs
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Chapter 4

Calibration of Timing Mismatches

In high-speed time-interleaved ADCs the sampling edges of the clocks in time-interleaved
channels need to be set with precision of a fraction of a picosecond. With finite speed of
clock signal propagation, systematic layout mismatches, delay variation of clock buffers,
and threshold voltage variation of the sampling switches, it is almost impossible to achieve
this level of accuracy only with a careful layout, and some form of timing calibration is
needed. This chapter presents calibration techniques based on the LMS algorithm and using
a mixed-signal feedback to fine-tune the clock edges in order to compensate for timing errors.

4.1 Overview of Timing Calibration Techniques

The problem of timing mismatches can be solved by introducing a common front-end
sampler [10], [13], [15], [16], but this approach comes with a power and noise penalty in terms
of buffering the sampled voltage and resampling it in the individual channels. It is more
desirable to sample the input signal directly into the interleaved channels and correct the
timing mismatches using a calibration with low power and area overhead. Every calibration
entails two components: the estimation and the correction of timing mismatches.

The estimation of the timing mismatches can be performed in the foreground or in the
background. In [34] and [14] a sinusoidal input signal and FFT processing was used to extract
the timing mismatches in the foreground from the phase of the transformed output signal.
These approaches require complex digital circuits not readily available in many systems. A
ramp signal with a known slope can be used to measure the timing errors in the foreground
[17]. The estimation of the timing errors using a ramp signal can be done in the background
as well, if the ramp signal is added to the input signal and the output is filtered by a low-
pass filter [19]. However, this requires a zero-mean input signal and it reduces the available
input signal range. El-Chammas et al. [11] used an additional single-bit ADC channel for
timing calibration. A background calibration algorithm maximizes the correlation between
the calibration and time-interleaved channels, effectively forcing the zero-crossings in the
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reference and the time-interleaved channels to occur at the same time, thus minimizing the
timing errors. This approach is heavily reliant on the statistics of the input signal. Jamal et
al. [18] proposed the chopping of the output signal and a FIR approximation of the Hilbert
filter [33] to estimate the timing mismatches. For a 10-bit ADC, this approach needs a 21-tap
FIR approximation of the Hilbert filter with 10-bit coefficients.

Once the value of the timing mismatches is known, the correction can be performed
in the analog or in the digital domain. All analog approaches perform the tuning of the
edges of the sampling clock, which can be achieved by inserting a variable capacitive load
in the clock path or by tuning of the clock buffers. Digital correction algorithms use digital
interpolation filters to recover ideal samples from a non-uniformly-sampled input signal. A
digital timing correction that uses adaptive fractional delay filters has been proposed in [18]
for a 2-way interleaved ADC. For a 10-bit ADC, it needs a 29-tap FIR correction filter with
10-bit coefficients. In [19] and [17] an iterative algorithm based on Neville’s method [7] was
used for interpolation. K ∗ (K − 1) multiplications and K ∗ (K − 1)/2 subtractions per
sample are needed [17], where K is the number of samples used for interpolation. For a 10-
bit ADC, K = 11 is used in [17] and the interpolated values were re-quantized to 10 bits. In
[12] a noncausal IIR filter and a frequency-domain filtering are used for interpolation. Even
in today’s fine technologies, the power of the digital circuits necessary for these calibration
algorithms would dominate the power consumption of the converter.

The goal of this work is to develop a simple background calibration algorithm with low
complexity and relaxed requirements for the input signal statistics. The core of the algorithm
are an estimation of of the input signal derivative, which is used to aid the estimation of
the timing mismatches, and a mixed-signal feedback, which is used to fine-tune the edges of
the sampling clocks. The details of the proposed calibration algorithm are presented in the
following sections.

4.2 Basic Idea

Timing mismatches can be corrected if sampling instances of all time-interleaved channels
are aligned to the sampling instance of the same reference channel that is used for linearity
correction. The reference channel samples the input signal at the rate of fs/(M + 1) while
all other channels sample at fs/M , so all time-interleaved channels are corrected in this
manner. Let us assume that at time kT the kth time-interleaved channel is supposed to
sample the input signal together with the reference channel, but due to different factors
mentioned above, there is a timing mismatch of ∆t. Neglecting the quantization error and
all other error sources the conversion results in the two channels can be written as

Dr = vIN(kT )

Dk = vIN(kT ) +D∆t ,
(4.1)
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where Dr and Dk are conversion results from the reference and the kth channel, respectively,
and D = ∂vIN

∂t

∣∣
t=kT

is the derivative of the input signal at the time kT . The error signal,
defined as the difference between the reference and the time-interleaved channel outputs, can
be approximated to the first order by

e = Dr −Dk = −D∆t . (4.2)

The goal of timing calibration is to estimate the value of the timing mismatch ∆t. One
way of estimating ∆t is using an iterative algorithm, such as the LMS algorithm. Applying
the LMS equation to (4.2) produces the update equation for the digital estimate ∆tidig of ∆t

in the ith iteration:

∆ti+1
dig = ∆tidig − µ∆t

∂ (e2)

∂(∆t)
= ∆tidig + 2µ∆teD , (4.3)

where µ∆t is the LMS coefficient in the timing calibration loop. Once the estimate of ∆t
is known, we can use it in different ways to obtain the correct value of the input signal at
the nominal sampling time. The simplest way would be to just subtract the error given by
(4.2) from the conversion result. This would require a knowledge of the precise value of the
derivative D at every single sampling time instance. Derivatives can be computed in digital
domain using digital differentiators. For a timing error of 5 ps and a sampling frequency of
3 GHz, the maximum error of approximately 5 % can be expected for the input signal close
to the Nyquist frequency. To reduce the error to less than a half LSB in a 10-bit ADC,
the derivative should be known with a precision higher than 1 %. As reported in [36], a
20-tap FIR filter with floating-precision coefficients produces a magnitude error better than
1.092 %. To keep the quantization error in this 20-tap filter under 1 %, the coefficients with
at least 12-bit precision are needed. The power and area of the digital multipliers necessary
for the realization of this digital differentiator could easily exceed the available budget in a
low-power design. Precise estimation of derivatives in analog domain is not an easy problem.
Another approach is to use fractional delay filters as in [18]. This approach also requires bulky
digital filters that need to run at full speed all the time, and is not very suitable for low power
specifications. Lastly, the estimate given by (4.3) can be used to fine tune the actual edge
of the sampling clock in analog domain. Note that even though (4.3) includes the derivative
D, its value does not need to be known precisely. As it will be seen later, it is good enough
to have sufficiently accurate estimation of the derivative that will yield convergence ∆tdig
possible. Once ∆tdig has converged to the right value, the error signal is equal to zero and
the value of ∆tdig does not change anymore. This is the mixed-signal approach used in this
work - the updates of ∆tdig are calculated using simple digital circuitry, but the correction
is applied in the analog domain.
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4.3 Derivative Estimation

The most important property that our derivative estimation circuit should have is sim-
plicity in order not to increase the complexity of the design and the power consumption. The
simplest possible circuit that produces an output that resembles the derivative of the input
signal is an RC circuit shown in Figure 4.1. The transfer function of this circuit is given by

vOUT (s)

vIN (s)
=

sCR

1 + sCR
. (4.4)

Figure 4.1: RC circuit.

Having a zero at zero in the transfer function looks as a promising approximation of the
signal derivative. But, the information about the derivative needs to be available in digital
format, and sampling the voltage across the resistor may not be the best option.

A similar transfer function can be obtained by using two RC circuits with different
bandwidths as shown in Figure 4.2. The final output is calculated as difference of the two
voltages across the capacitors C1 and C2, and the equivalent transfer function is

vOUT1 (s)− vOUT2 (s)

vIN (s)
=

s (C2R2 − C1R1)

(1 + sC1R1) (1 + sC2R2)
. (4.5)

This circuit is more suitable for our purposes because both voltages are taken from
the capacitors, which makes it easier to incorporate it into a standard sample and hold
circuit. A simple practical realization is shown in Figure 4.3. TI and REF denote a time-
interleaved channel and the reference channel, respectively. One additional identical channel
is added (called DIFF channel) to digitize the sampled voltage on the second RC circuit.
The bandwidth of the second RC circuit is made different by adding a resistor in series
with the sampling switch. Signals e and D are calculated in digital domain by subtracting
corresponding conversion results from REF, TI, and DIFF channels, as shown in Figure 4.3.
The block ∆t represents a delay element that adjusts the edge of the sampling clock and is
typically realized as a bank of small capacitors that are switched in or out of the clock signal
path.
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Figure 4.2: Two RC circuits with different bandwidths.

Figure 4.3: Practical realization of two RC circuits with different bandwidths.

In the digital domain the derivative can be estimated by simply taking a difference of
the two consecutive input signal samples. The estimation error is small at low frequencies,
but it gets worse with increasing the input frequency. From the analysis presented later in
this chapter, the calibration using this method of derivative estimation can work only up to
a frequency that is smaller than the Nyquist frequency. The estimation can be improved
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by using a higher order digital differentiator. Even though the accuracy requirements for
the estimate are greatly reduced when the errors are corrected in the analog domain, this
approach still requires costly digital multipliers and is not further pursued in this work.

4.4 Convergence Analysis

The transfer function (4.5) is a good approximation of the derivative transfer function
only at very low frequencies. At frequencies close to the Nyquist frequency the phase of
(4.5) can be as low as low as 20 - 30 degrees. Still, this simple circuit can be used to
generate D signal needed for the timing calibration. This section explains why even such
poor approximation of the derivative satisfies our needs. It is not intention of this section to
provide rigorous analysis, but rather to provides some common sense understanding of the
strengths and weaknesses of the algorithm, and be the guide for modifications that may be
necessary to make the algorithm applicable for other uses.

From (4.3) we can see that when ∆tdig > ∆t it is necessary that the average of the
product eD be negative, and when ∆tdig < ∆t this average needs to be positive. In the
phasor domain this can be expressed in terms of scalar product as〈

~e, ~D
〉
< 0 , ∆tdig > ∆t〈

~e, ~D
〉
> 0 , ∆tdig < ∆t .

(4.6)

If the condition (4.6) is satisfied, the convergence can be ensured by choosing a sufficiently
low value of the LMS coefficient µ∆t.

A continuous-time equivalent block diagram of the timing calibration is shown in Figure
4.4. Ht(s), Hr(s), and Hd(s) are the equivalent transfer functions of analog front-ends in
TI, REF, and DIFF channels, respectively. Vost, Vosr, and Vosd are analog offsets in the TI,
REF, and DIFF channels, respectively. Since for the purpose of this analysis it is important
to have error signal e that is zero-mean, the LMS loop for compensation of the offset in the
TI channel is also included in the block diagram. Vosdig is the equivalent offset between the
REF and TI channel in digital domain. ∆t and ∆td are timing mismatches in the TI and
DIFF channel, respectively.

Using Mason’s formula, the following transfer functions for e(s) and D(s) can be derived:

e (s) =
1

µosfs

s
[
Hr (s)− es∆tHt (s)

]
1 +

s

µosfs

Vin (s) +
Vosr − Vost
µosfs

s

1 +
s

µosfs

(4.7)

D (s) =
[
Hr (s)− es∆tdHd (s)

]
Vin (s) + Vosr − Vosd . (4.8)

The second term in (4.7) is offset term that is calibrated by the offset calibration loop and
can be neglected when calculating the phase of e(s). Assuming ∆t and ∆td are small and
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Figure 4.4: Block diagram of the timing calibration.

the analog front-ends can be approximated by the first order transfer function the phase of
e(s) and D(s) relative to the phase of Vin(s) can be calculated as

∠~e ≈ − arctan
ω

µosfs
− arctan

ω

ω0

, ∆t > ∆tdig

∠~e ≈ 180◦ − arctan
ω

µosfs
− arctan

ω

ω0

, ∆t < ∆tdig
(4.9)

∠ ~D ≈ 90◦ − arctan
ω

ω0

− arctan
ω

ω0d

, (4.10)

where ω0 and ω0d are corner frequencies of Hr(s) and Hd(s), respectively. The phase differ-
ence between e(s) and D(s) can now be expressed as

∠ ~D − ∠~e ≈ 90◦ − arctan
ω

ω0d

− arctan
ω

µosfs
, ∆t > ∆tdig

∠ ~D − ∠~e ≈ −90◦ − arctan
ω

ω0d

− arctan
ω

µosfs
, ∆t < ∆tdig

(4.11)

It can be seen that condition (4.6) is satisfied if

ω0d > µosfs, (4.12)

which is easily achieved by selecting proper values of µos and ω0d.
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4.5 Algorithm Modifications

The analysis presented in the previous section has some shortcomings. Firstly, the un-
certainties in the value of D at low frequencies, where amplitude of D is small and the sign
of D can change due to secondary effects, such as residual offset and nonlinearities in the
ADC transfer functions, can cause convergence problems. Secondly, we assumed that the
analog front-ends are single-pole systems, which is never true in a real system. This can
cause our analysis to be inaccurate at high frequencies when higher order poles start in-
troducing significant phase shifts. Also, neglecting ∆t and ∆td can give misleading results
at very high frequencies. Fortunately, at low frequencies the timing mismatches don’t de-
grade the performance significantly, the timing calibration is not really necessary, and can
therefore be turned off. At very high frequencies, far above the Nyquist zone for which the
ADC is designed, the timing calibration can also be switched off. This can be achieved by
observing the amplitude of D, which is small at both low and high frequencies. Whenever
|D| is smaller than some threshold value δ, the update of ∆tdig is not performed. This is
graphically illustrated in Figure 4.5. The designer’s job is to choose the right values of the
corner frequencies in the analog front-ends and proper value of the threshold, so that stable
operation is achieved in the desired signal bandwidth.

Finally, since the amplitude of D is varying a lot with frequency, so is the loop gain of
the LMS loop. This may lead to non-smooth convergence of ∆tdig at high frequencies or
calibration being switched off at moderate frequencies where it is still necessary. To solve

Figure 4.5: D(ω) and enabling of the timing calibration.
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this problem we observe that all information needed for calibration of timing mismatches is
contained in the phases of signals e and D. Hence, instead of e and D, we can use sgn(e)
and sgn(D). Because of the problems described the sign function for D will also have a dead
zone around zero. Finally, the modified LMS update equation becomes

∆ti+1
dig = ∆tidig + 2µ∆t sgn(e) sgn(D) , (|D| ≥ δ)

∆ti+1
dig = ∆tidig , (|D| < δ)

(4.13)

The proposed modifications are illustrated in Figure 4.6. The LMS integration is repre-
sented in z-domain. The final quantizer block is inserted to limit the resolution of the circuit
that tunes the clock delay. These modifications not only improve the convergence of the
algorithm, but also simplify hardware implementation by replacing costly multipliers with
simple logic circuits.

Figure 4.6: Modification of the basic timing calibration algorithm.

4.6 Calibration Without Additional Channel

Introducing an additional ADC channel for timing calibration purposes can sometimes
present too large of an overhead, especially if the interleaving factor is relatively small. It
would be convenient if there was a way to calibrate the timing mismatches using only data
that are already available from the TI and REF channels. After all modifications to the
algorithm, it can be noted that the DIFF channel does nothing else but produce a phase-
shifted version of the input signal. Since a time-delayed version of the input signal by one
sampling period T is readily available from the neighboring time-interleaved channel, one
may consider using that output instead of introducing a completely new channel. Indeed
this is a valid option and it works with some limitations.

To explore the limitations of this alternate algorithm we will do the same type of simplified
analysis as in the case of timing calibration with DIFF channel. The equivalent block diagram
is very similar to that of Figure 4.4, except the transfer function Hd(s) is replaced by Ht(s),
and the delay element in the virtual additional channel is approximately equal to T (timing
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mismatch is neglected). While the expression for e(s) stays the same as in (4.7), D(s) can
now be calculated as

D (s) = Hr (s)
[
1− esT

]
Vin (s) + Vosr − Vosd , (4.14)

and the phase of D is now given by

∠ ~D ≈ 90◦ − ωT

2
− arctan

ω

ω0

. (4.15)

Finally, the phase difference between ~D and ~e is

∠ ~D − ∠~e ≈ 90◦ − ωT

2
+ arctan

ω

µosfs
, ∆t > ∆tdig

∠ ~D − ∠~e ≈ −90◦ − ωT

2
+ arctan

ω

µosfs
, ∆t < ∆tdig.

(4.16)

In order to have satisfied (4.6) in the first Nyquist zone the following needs to be true:

arctan
ω

µosfs
>
ωT

2
. (4.17)

Figure 4.7 shows a sketch of the left and right side of (4.17) versus frequency in the first
Nyquist zone. It can be seen that (4.17) cannot be satisfied at the frequencies close to fs/2.
In order to increase the range of frequencies for which (4.17) is true, µos needs to be set
smaller.

Assuming µos << 1, in higher Nyquist zones, arctan ω
µosfs

≈ π/2. Because the term ωT/2

grows linearly with frequency, it changes the sign of
〈
~e, ~D

〉
in every Nyquist zone. The

calibration still can be performed, but the LMS update equation (4.13) should be modified
in the following manner:

∆ti+1
dig = ∆tidig + 2µ∆t sgn(e) sgn(D) , (|D| ≥ δ) and odd Nyquist zone

∆ti+1
dig = ∆tidig − 2µ∆t sgn(e) sgn(D) , (|D| ≥ δ) and even Nyquist zone

∆ti+1
dig = ∆tidig , (|D| < δ)

(4.18)

4.7 Simulation Results

The calibration algorithm described above needs to coexist with the algorithm used to
calibrate nonlinearities, offset, and gain mismatches. Together these two algorithms form
multiple LMS loops that are extremely difficult to analyze. Practically, the only way to
verify that the whole calibration system works properly is through the means of simulation.
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Figure 4.7: Stability range in the first Nyquist zone.

A flexible behavioral simulation framework has been implemented to verify the effective-
ness of the algorithm. Although many different configurations have been simulated, the plots
shown in this chapter are for a time-interleaved ADC with 24 interleaved channels, nominal
radix of 1.85, and 11 raw bits. This corresponds to the configuration that is implemented in
the chip prototype described later. Comparator offsets and capacitor values are generated
randomly with normal distribution. Capacitor values include both random and systematic
mismatches. A brief summary of the simulation setup is shown in Table 4.1. To make simu-
lations more realistic different sources of non-idealities have been included. All non-idealities
and their levels expressed in effective number of bits (ENOB) are shown in Table 4.2.

Figure 4.8 shows typical ENOB convergence versus the number of samples in the reference

Table 4.1: Simulation setup.

Parameter Value

Interleaving factor 24
Number of raw bits 11

Radix 1.85
Offset σ 1 %Vref

Random capacitor σ 0.33× 10−9/
√
C

Systematic capacitor σ 1.66× 10−9/
√
C
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Table 4.2: Error sources included in the simulation.

Error Source Value [ENOB]

Quantization noise 10
Thermal noise 9

Jitter 9
Phase skew 6

Bandwidth mismatch 7
AFE distortions 10

channel. The value of the ENOB is calculated from 2048 point windowed FFT, where the
window is shifted in increments of 128. The convergence of ∆tdig is shown in Figure 4.9.
This diagram looks very similar for the algorithm without additional channel if the input
frequency is in the convergence range. Finally, Figure 4.10 shows ENOB vs. frequency with
timing calibration switched on and off. The improvements of almost two bits can be observed
at frequencies close to the Nyquist frequency. The residual roll-off of the ENOB at higher
frequencies is due to the simulated jitter and the finite resolution of the timing correction.

Figure 4.8: Typical ENOB convergence.
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Figure 4.9: Typical ∆tdig convergence.

4.8 Algorithm Limitations

The timing errors will be calibrated only if the amplitude of D is larger than the intro-
duced dead zone around zero. This poses a restriction on the amplitude and frequency of the
input signal. For a given input signal frequency, the amplitude of the input signal has to be
higher than a certain threshold value that is determined by the input frequency. Assuming
a single-pole approximation of the analog front-ends, the amplitude, A, of the input signal
at the frequency ω has to satisfy the following condition:

A > δ

√√√√(1 +

(
ω

ω0

)2
)(

1 +

(
ω

ω0d

)2
)

ω

(
1

ω0d

− 1

ω0

) , (4.19)

where ω0 and ω0d are the corner frequencies of the analog front-end of the REF and the
DIFF channel, respectively, and δ is the size of the dead-zone around zero introduced for the
D signal.
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Figure 4.10: ENOB vs. frequency with and without timing calibration.
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Chapter 5

Circuit Implementation

In this chapter circuit implementation details of the ADC chip are presented. The chapter
starts with the design of a single SAR ADC channel and all its building blocks. Next, the
clock generation and distribution circuitry is explained. Finally, the operation and synthesis
of digital calibration logic and full-chip integration is discussed.

5.1 Single SAR Channel

Ensuring the desired performance of a single-channel SAR ADC entails careful design
and verification of different constituent circuit blocks. The SAR ADC architecture used
in this design is based on radix-weighted capacitive DAC. The main building blocks are
shown in Figure 5.1. The capacitive DAC generates radix-weighted reference voltages during
conversion. The input signal is connected to the top plates of the capacitors in the capacitive
DAC through bootstrapped switches, and the sampling of the input voltages is performed
using bottom-plate sampling. The comparator compares the input signal to the reference
voltages generated by the capacitive DAC. Finally, the SAR logic controls the operation of
the capacitive DAC based on the comparator decisions.

Figure 5.1: Block diagram of a single SAR ADC channel

5.1.1 Capacitive DAC

In a SAR ADC the input signal is sampled onto multiple DAC capacitors of different sizes
that share one of their plates, and the sampled input signal is proportional to the charge
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sampled on the shared plates. The power of the sampled noise charge on the shared plates is
equal to the sum of the powers of the noise charges on all DAC capacitors. Therefore, the total
sampled thermal noise (kT/C noise) is determined by the sum of all capacitors in the DAC,
(Ctot). In our design we set the total thermal noise level to 9 effective bits (56 dB) and allocate
half of it to the sampling kT/C noise. For a rail-to-rail input signal with amplitude of 2.4 V
peak-to-peak differential and total kT/C signal-to-noise ratio (SNR) of 59 dB, Ctot = 50 fF.
The quantization noise is set to 10-bit level during the design phase, which means that the
smallest capacitance in the DAC should approximately be Ctot/1000 = 50 aF. Based on the
mismatch model of the capacitors, the radix of 1.85 is chosen to provide enough redundancy
for digital calibration. By combining thermal and quantization noise requirement with the
redundancy level, the final structure of the capacitive DAC is obtained. It consists of 12
capacitors: C0A = C0 = 50 aF, Ci = 1.85Ci−1, i = 1..10. The schematic of the DAC is
shown in Figure 5.2.a). The single-ended version is shown for simplicity, although the real

Figure 5.2: Capacitive DAC a) single-ended schematic and b) phases of operation.
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implementation is fully differential. The timing diagram of the phases of DAC operation are
shown in Figure 5.2.b). During the sampling phase, the switches Stpi and Sbp charge the DAC
capacitors to the input voltage. After the sampling, the switches Sni and Spi connect the top
plates of the capacitors to one of the reference voltages Vrp and Vrn during the conversion
process, as described in Chapter 3. Finally, the capacitors are reset to the common-mode
reference voltages using the switches Srti and Srb during the reset phase.

The DAC capacitors are realized as parallel-plate capacitors between two regular metal
layers. To avoid further confusion, terms bottom plate and top plate will denote the plates
that, during sampling phase, are connected to a DC common-mode level and the input signal,
respectively. Explicit number of the metal layer will be used when referring to the physical
implementation of the capacitor. Metal-4 and metal-5 layers are used in this design to provide
low parasitics to substrate, and to leave metal-6 and metal-7 for routing of references in thick
metal and isolation of sensitive nodes between neighboring channels. Metal-4 plates of the
capacitors are connected to the DAC switches, while metal-5 plates are all connected to
the comparator input and sampling switches. There are two main reason for this choice
of top and bottom plates. First and most important, choosing metal-4 plates as top plates
makes it possible to minimize the parasitic capacitance between bottom plates and wires that
connect the capacitors to the DAC switches by hiding these wires under the metal 4 plates.
Otherwise, these parasitic capacitances could easily alter the ratios of the capacitors in the
DAC. The second reason is to minimize the parasitic capacitance at the comparator input
in order to minimize the equivalent input-referred comparator thermal noise. Capacitors
with calculated values are simply instantiated from the process design kit and placed in the
layout. No special matching techniques are used. An illustration of the DAC layout is shown
in Figure 5.3.

Figure 5.3: Illustration of DAC layout.

The switches Spi are implemented as PMOS switches and connect the top plates of the
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capacitor to the positive reference Vrp = VDD, while Sni are realized as NMOS transistors
and connect the top plates to the negative reference Vrn = 0. All switches have minimum
channel length and their width is proportional to the size of the corresponding capacitors
with correction for capacitor parasitics that also need to be driven. The sizing of the switches
is determined by the settling requirement of the DAC. The DAC needs to settle to a fraction
of an LSB (this fraction determines the ADC’s DNL performance) in the most critical bit-
testing phase. The first bit-testing phase is not critical since the voltage change at the input
of the comparator is given by (5.1). This means that when the input voltage is close to the
threshold of the first bit (CN−1

Ctot
Vr) the voltage step at the comparator input ∆V1 is close to

zero.

∆V1 =
CN−1

Ctot
(Vr − Vin)− Ctot − CN−1

Ctot
Vin =

CN−1

Ctot
Vr − Vin (5.1)

Since the voltage steps at the comparator input during the remaining bit-testing phases are
directly proportional to the sizes of the capacitors at the corresponding bit-location, the
most critical phase is the second one.

The reset switches Srti and Srb are simple NMOS switches. Srti switches reset the top
plates to the input signal common-mode reference Vcmin, while the Srb switches reset the
bottom plates to the comparator input common-mode voltage Vcm. These switches do not
need to reset the capacitor voltages to zero, but only to a voltage low enough that the
memory effect is negligible at the end of the next tracking phase. Srb provides a leakage
path for the charge sampled at the bottom plates, so a transistor type with sufficiently low
leakage needs to be used.

The switches Stpi and Sbp, shown in gray, are the top- and bottom-plate sampling switches,
respectively, and they are not a part of the capacitive DAC. More details about these switches
are presented in the next subsection.

5.1.2 Top-Plate and Bottom-Plate Switches

Switches in A/D converters perform the sampling operation and a proper design is needed
to ensure input signal integrity. Different nonidealities of realistic switches contribute to the
degradation of the sampling accuracy. The most important are nonlinear signal-dependent
resistance and capacitance of the switches and signal-dependent charge injection. To pre-
serve linearity with a rail-to-rail input signal swing, two techniques have been employed:
bootstrapping of the top-plate switches and bottom-plate sampling.

The schematic of the top-plate switch together with the non-overlapping clock generator
is shown in Figure 5.4. A single-ended version is shown for simplicity. The switch is a
modified version of the bootstrapped switch proposed in [1]. φ is one of the twenty four
phases obtained by division of the main clock. The non-overlapping clock generator is used
to separate the precharging phase from the tracking phase in a robust way. The transistors
M1 and M2, together with the capacitors C1 and C2, form a charge pump that is producing
a boosted clock signal with low and high level of VDD and 2VDD ideally (neglecting charge
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Figure 5.4: Schematic of the top-plate bootstrapped switch with non-overlapping clock gen-
erator and timing diagram of clock phases.

sharing). This boosted clock is driving the gate of M3, which is precharging the boosting
capacitor CB, together with M4, when φ1 is low. Tying the body contacts of M1, M2 and M3

to VDD lowers the threshold of these devices, making the use of minimum-sized transistors
possible, and reduces the required capacitances of C1 and C2. It also improves reliability
of the circuit since no two terminals of M1, M2 and M3 experience voltage difference larger
than VDD. The transistors M5-M8 and M10 connect the CB between the input signal node
and the gate of M0, which is the actual bootstrapped switch. The sizing of M5, M6 and M10

is critical for achieving sufficient bandwidth in the bootstrapping circuit, and, consequently,
for the linearity of the switch at high input frequencies. CB has to be large enough to
minimize the effect of charge sharing between the CB and the all the parasitic capacitances
connected to the gate of M0. The M0, although drawn as a single device, actually represents
N + 1 switches with all sources and gates connected together, and drains connected to the
top plates of the capacitors in the capacitive DAC. During the precharge phase, M9 and M12

turn M10 and M0 off, respectively. M11 is a cascoded device that shields M12 from breakdown
and also reduces the leakage through M12 during the tracking phase. M13 precharges the
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gate of M0 to approximately VDD − Vth right before the tracking phase. This reduces the
effect of charge sharing and the required capacitance of CB. It also keeps transient voltage
between the source and the drain of M10 under VDD.

The schematic of the bottom plate switch and a timing diagram of its clock relative to
the clock of the top-plate switch are shown in Figure 5.5. The switch is realized as a CMOS
switch with a PMOS/NMOS width ratio that produces a flat transconductance around the
common mode level Vcm ≈ VDD/2. The importance of the flat transconductance will be
discussed in more detail in the section on clock generation. Dummy NMOS devices Md1

and Md2 are added to further cancel charge injected from the PMOS transistor, as well
as to provide symmetrical load for the clock drivers. The bottom-plate switch should be
implemented with fast switches to reduce the switch size and clock driver power, but also
the leakage current of the bottom-plate switch has to be small enough not to change the
value of the sampled signal during the entire conversion cycle. This trade-off dictates the
choice of the transistor type for the bottom-plate switch.

Figure 5.5: Schematic of the bottom-plate switch.

5.1.3 Comparator

The comparator effectively compares the input signal to the radix-weighted set of refer-
ence voltages generated by the capacitive DAC, and represents the central part of a SAR
ADC. The comparator used in this design is a StrongArm latch-based comparator [20] shown
in Figure 5.6. The StrongArm latch was chosen as a fully dynamic, simple and power-efficient
solution. The operation of the comparator is as follows. First, when the clock signal is low,
the tail transistor Mclk is turned off, and the transistors Mr1 to Mr6 reset internal nodes of
the comparator to VDD. After the clock signal goes high, the Mclk turns on and its current
is split between M1 and M2 discharging the capacitance at the source nodes of M3 and M4.
When the source voltages of M3 and M4 reach VDD − Vth, M3 and M4 turn on and start
discharging the capacitance at the gates of M5 and M6. Finally, when M5 and M6 turn on,
the regenerative action of the positive feedback in the cross-coupled inverter pair formed
by M3, M4, M5, and M6 forces one of the outputs of the comparator to go to 0 and the
other to VDD, depending on the polarity of the input signal. Either op or on output is used
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Figure 5.6: Schematic of the StrongArm latch comparator.

depending on whether the direct or reverse switching is selected. The comparator has to be
carefully designed in order to satisfy different requirements, such as thermal noise, speed,
metastability, offset, leakage, hysteresis, and kickback noise.

A detailed noise analysis of the latch-based comparator can be found in [32]. Based on
this analysis, a set of intuitive guidelines for the low-noise design is outlined here. The initial
noise voltage sampled by the reset switches is inversely proportional to the capacitances at
the internal nodes. Therefore, increasing the width of all transistors at the same time will
reduce the input-referred noise. Of course, this comes with a power penalty. During the first
phase, when the source nodes of M3 and M4 are being discharged, the input stage of the
comparator behaves as a gm-C integrator. The signal power at the output of a simple gm-C
integrator is proportional to g2

mT
2, where gm is the transconductance and T is the time of

integration. The noise voltage power is proportional to gmT [32]. This means that the signal-
to-noise ratio is proportional to gmT . The noise performance can therefore be improved in
two ways. First, it is desirable that the transconductance of the input transistors M1 and
M2 be large. This can be achieved by upsizing the input devices until they operate at the
onset of weak inversion. Second, the integration time should be increased. This can be
achieved by reducing the current of the Mclk devices, either by reducing the width of Mclk

or by reducing the input common mode of the comparator. The integration time is limited
by the speed requirement of the comparator.
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The speed of a regenerative comparator depends on the value of the input voltage. The
comparator makes the decision faster if the input voltage is larger. Therefore, it is important
to design the comparator so it can resolve the input voltage that is much smaller than one
LSB for the highest intended sampling frequency. Still, for very small inputs, the comparator
will not be able to make a decision, and the cross-coupled inverter pair in the comparator
core will be in a metastable region. This means that the voltages at the nodes yp and yn will
be close to the mid-rail. A special care needs to be taken so that, even with this voltage close
to the mid-rail, the output nodes op and on have a valid logic zero level. This can be achieved
by increasing the value of the metastable voltage at the nodes yp and yn or by decreasing
the threshold of the inverters that produce the outputs op and on. The metastable voltage
at yp and yn can be increased by increasing the driving strength of PMOS transistors in
the comparator core relative to the NMOS transistors, either by increasing their size or by
choosing a device type with a lower threshold voltages. The threshold of the output inverter
can be made smaller by increasing the driving strength of its NMOS transistor relative to
the PMOS transistor. The output of the comparator is stored in a SR latch, which is a
part of the SAR logic explained in the next section. The latch is a regenerative circuit with
positive feedback and can also enter a metastable state. A similar technique of skewing
inverter thresholds should be applied to block the propagation of the invalid logic level from
the latch to the DAC switches. These techniques prevent excessive power consumption and
reference disturbance due to a short circuit in the logic gates or in the DAC switches. They
do not solve the problem of the conversion error due to metastability that can occur if the
SR latch takes too long to resolve its output. The probability of the metastable error should
be reduced to an acceptable level for a given application by reducing the time constants in
the comparator and the latch relative to the comparator strobing period.

The calibration algorithm described in the Chapter 3 calibrates comparator offsets of all
channels. The price paid for digital calibration of offsets is that different ADC channels clip
at different values of the input signal. This effectively reduces the available input signal
range by VOS,max − VOS,min, where VOS,max and VOS,min are the maximum and the minimum
offset value among all interleaved channels. Monte Carlo simulations with global process
variations and local device mismatches are used to determine that the standard deviation of
the comparator offsets is approximately 12 mV after noise requirements were satisfied. Since
the analog front-end of the ADC was designed for rail-to-rail operation, the reduction of
the dynamic range due to offsets is smaller than 4 % with 99.8 % probability, and no coarse
calibration of offsets in analog domain was needed.

A comparator decision does not depend only on the value of the signal at its inputs. It
also depends on the initial voltages at the internal nodes of the comparator, which depend
on the previous decision of the comparator. This memory effect is known as the comparator
hysteresis, and it can be eliminated if the internal nodes of the comparator are always reset
to the same voltage before the next comparison is started. Transistors Mr1 - Mr5 reset the
internal nodes of the comparator to VDD. Since reseting these nodes exactly to VDD requires
relatively large reset transistors, the transistors Mr5 and Mr6 are introduced to balance both
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sides of the comparator during the reset.
During comparison phase the internal nodes of the comparator can couple to the input

nodes causing disturbance at the input voltage. This effect is known as the comparator kick-
back. This disturbance can propagate to other sensitive circuits, such as other comparators.
In our case, all channels use only one comparator, so the only problem is interference be-
tween the comparators in different channels. This interference would mostly occur through
the common reference voltages. At precision levels of interest, this problem can be easily
eliminated by using large decoupling capacitors on the reference voltages and low-resistance
interconnect for the distribution of the reference voltage. It should be also noted that having
smaller capacitors in the capacitive DAC reduces the propagation of the kickback noise from
one channel to the others.

5.1.4 SAR Logic

The SAR logic accepts the outputs of the comparator and produces the control signals
for the switches in the capacitive DAC in order to perform a radix-based search algorithm.
The schematic of the SAR logic is shown in Figure 5.7. It consists of SR latches with
accompanying logic, a shift register, SAR unit cells, and switch drivers. The input signals to
the SAR logic are reset, start, clk, cmp, and rs/ds. reset is the global synchronized reset
signal and is active low. start is a buffered version of the bottom-plate sampling clock, also
active low. clk is the clock signal for SAR logic derived by dividing the master clock by two.
A delayed version of this clock is also used to clock the comparator. cmp is the output of
the comparator, and rs/ds is a control signal that selects either reverse or direct switching
mode. The output signals of the SAR logic are D10 −D0, clkout, nmni, nmpi, pmni, pmpi,
i = 0A..10. D10 −D0 are the raw output conversion bits. clkout is the output clock signal
used in the calibration logic. nmni, nmpi, pmni, pmpi, i = 0A..10 are the signals that drive
the switches in the capacitive DAC.

The SR latches produce the cmpen signal, which, when low, disables the comparator
clock and turns off all the switches from the capacitive DAC, thus enabling the sampling
of the input signal. When reset is low, the cmpen is also low. After the reset is released,
and after the first negative pulse of the start signal, the cmpen can be set high by the t0,
which marks the beginning of the first bit-testing phase during the conversion process. The
12-bit shift register is asynchronously initialized to ’100...0’ by the negative pulse of the start
signal before every conversion. After the negative pulse of the start signal, clk goes high,
producing t0 = 1. t0 initializes the state of all sar cell elements to D10D9...D1D0 = 10...00.
The signals D10D9...D1D0D0A drive the switches of the capacitive DAC through the sw drv
drivers. The capacitive DAC settles while clk = 1. After the falling edge of clk, the 1 in
the shift register is shifted to the next position, and the comparator is triggered. On the
rising edge of clk, the next state (D9) is set to 1, and the previous state (D10) is reset to
zero if the comparator output is equal to 1. This process continues until all bits are resolved.
The clkout signal resets D0 if cmp = 1, and its falling edge is used to write the state of
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Figure 5.7: Schematic of the SAR logic.

the sar cell blocks, which represent the final conversion output, to a register. clkout also
resets the cmpen signal, its rising edge is used to clock the calibration logic that follows the
interleaved channels, and a buffered version of clkout is used to drive the reset switches in
the capacitive DAC.

The schematic of the sar cell block is shown in Figure 5.8. The SR latch is set when both
in and clk are high, and reset either when t0 is high or both cmp and n are high. The state
of the sar cell is equal to the state of the SR latch, if direct switching is being performed
(rs = 0), or to the complementary value of the SR latch’s state, if reverse switching is
selected (rs = 1).

The schematic of the sar drv block is shown in Figure 5.9. It is a simple combinational
logic that produces the appropriate logic values necessary to drive the DAC switches. A
special care needs to be taken during the design to ensure that no low-resistance path is
created between Vrp and Vrn during the transient switching.
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Figure 5.8: Schematic of the sar cell block.

Figure 5.9: Schematic of the sw drv block.

5.1.5 SAR Layout Plan

The layout of a SAR ADC that is used as a channel in a time-interleaved ADC can differ
significantly from the layout of a single-channel SAR ADC. The minimization of wiring
parasitics in a single-channel ADC often results in an approximately square shape of the
layout. In high-performance time-interleaved ADCs the distribution of the common sensitive
analog signals and supply lines gets a higher priority compared to the local wiring parasitics.
To minimize the length of the wires used for these analog signals, the height of the ADC
channel needs to be as small as possible. This results in a layout with a large aspect ratio.
A good empirical rule is that the layout of the resulting time-interleaved ADC should have
approximately a square shape.
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The layout plan used in this design is shown in Figure 5.10. The aspect ratio used is
roughly 6:1. The layout is divided into four parts: top-plate switch, comparator and bottom-
plate switch, DAC and SAR logic. The DAC occupies the largest area and is placed in the
middle of the layout, between the SAR logic, on the right, and the comparator, the bottom-
plate switch and the top-plate switch, on the left. This arrangement requires relatively long
wires to connect the DAC to the SAR logic and the top-plate switch, but it is desirable since
it minimizes the height of the ADC channel (30µm in this design).

The arrows indicate the location and the routing direction of the common signals and
supplies. The analog input signal and the sampling clock are routed outside of the ADC
channels in parallel vertical metal-7 wires and connections to the channels are made from
the left side. This minimizes the systematic timing skew between different channels if the
delay on the clock and the input signal lines is approximately equal. In order to minimize
the coupling between the input and the clock, the distance between the clock and the input
signal wires is made much larger than the distance from the metal 7 to the substrate, and
twisting of the wires is used for the clock signal. Additionally, the ground and the clock
supply lines are routed in multiple metal layers between the clock and the input wires (not
shown here). Multiple reference lines (one of the references is ground) are routed above
the DAC. This provides the low impedance on the references and it also provides additional
isolation of the sensitive comparator inputs. Analog supplies and the common-mode bias
voltages are routed above the analog circuits, while the digital supply is placed above the
SAR logic, same as the SAR logic clock and the reset signal.

Figure 5.10: Layout plan of a SAR ADC channel.
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5.2 Clock Generation

Providing multiple phases of the clock to different channels is one of the most challenging
problems in a time-interleaved ADC architecture. An alternative solution of having a single
front-end sampler that operates from one phase of a full-speed master clock is possible[10],
[13], [15], [16], but it requires resampling and buffering, which increases the noise and the
power. Sampling the input signal directly in different time-interleaved channels can lead to
significant power savings if sufficiently accurate multiple phases of the clock can be generated
in a power-efficient way, and if the input signal can be delivered to the multiple channels
through an analog front-end network that has sufficiently low bandwidth mismatch. This
section describes a simple clock generation scheme that produces multi-phase clocks with
low timing skew and low jitter.

A simplified schematic of the sampling network of the time-interleaved ADC is shown
in Figure 5.11, together with timing diagrams of the different clocks needed for the circuit
operation. CS, although shown as a single sampling capacitor, represents the whole bank of

Figure 5.11: Clock signals with timing diagrams.
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capacitors from the capacitive DAC. In addition to the M(= 24) time-interleaved channels
and the reference channel, two dummy channels sample the input signal while the reference
channel is performing the conversion. This way the same impedance is present at the input of
the ADC for every sample. Also, the second reference channel for timing calibration with its
set of two dummy channels is implemented, but not shown in the Figure 5.11 since its clocks,
while being physically separate signals, have the same timing diagrams as the ones for the
first reference channel. Every channel needs two clocks, one for the top-plate switch, and the
other for the bottom-plate switch. The falling edge of the bottom-plate clock needs to occur
before the top-plate switch closes in order to get the benefits of the bottom-plate sampling.
This way, the bottom-plate switch always has the same terminal voltages and ”sees” the
same impedance while sampling the input signal. Consequently, the charge injected by the
bottom-plate switch is independent of the input signal and it contributes only to a constant
offset. Also, since the action of sampling is performed by the bottom-plate switches, the
precision requirements for the bottom-plate clocks are much more stringent.

The top plate clocks φ1, ..., φM have the same frequency of fs/M , but different phases
equal to k 2∗π

M
, k = 0..M − 1. They are generated using a simple circular shift register. The

shift register is clocked by a buffered version of the master clock. After the global reset is
released, and after the first rising edge of the master clock, φ1 is set to one and φ2 to φM are
set to zero. The one in the circular shift register is shifted every rising edge of the master
clock, so only one of the φ1..φM is active at a time, which creates the desired multi-phase
clocks. φr, φd1, and φd2 are generated by flip-flops that are clocked by the same clock as the
circular shift register to achieve the same delay from the master clock to multi-phase clocks.
The inputs of these flip-flops are controlled by a digital counter with modulo M + 1 and a
simple digital logic. The frequency of the reference clock is fs/(M + 1) and its first pulse
after the reset coincides with the first pulse of φ1.

The circuit that generates the bottom-plate clocks is shown in Figure 5.12. The input
clock is a sinusoidal differential signal and it is AC-coupled to the chip using the big capacitors
CB. The first stage buffer is common for all channels, thus minimizing the timing skew
between channels, and it is realized as a simple inverter with low-threshold transistors and a
large bias resistor RBIAS ≈ 80 kΩ connected between the input and the output of the buffer.
The output of the first stage buffer is distributed to all channels using thick low-resistance
metal-7 wires. In each channel, the pseudo-differential clock is gated by two simple CMOS
switches. These switches are controlled by the same clock signals used to drive the top-
plate switches. The second (and last) stage of buffering is also realized as simple inverters
with low-threshold devices. The bottom-plate switches are CMOS switches and are driven
pseudo-differentially. A simplified version of the bottom-plate switches without dummies
is shown in Figure 5.12. The big resistors RBIG ≈ 45 kΩ at the input of the second-stage
buffers keep the bottom-plate switches closed during the conversion process. The variable
capacitors CD2T are used for fine-tuning of the edges of the sampling clocks, and their value
is controlled by the timing calibration algorithm.

An interesting property of this simple two-stage buffering scheme is that it can effectively
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Figure 5.12: Low-jitter bottom-plate sampling.

reduce the jitter coming from the supply noise, if buffers are designed with fast low-threshold
devices, and if used with appropriate switches. The effect of the supply change on the edges
of the sampling clock is shown in Figure 5.13. The dotted and dashed-dotted lines show
the edges when the supply voltage is higher and lower than nominal, respectively. The
rising and the falling edges of the clocks shift in opposite directions in a way that makes
the voltage difference between the clocks less dependent on the supply voltage. This may
be counterintuitive to someone who is used to think of inverters as of digital circuits whose
delay is inversely proportional to the supply voltage, but it can be easily understood if the
two-stage buffers are treated as fast analog amplifiers. If the transconductance of the CMOS
sampling switch is flat around Vcm ≈ VDD/2 then the transconductance change in time,
and, consequently, the effective sampling instance, will depend on the voltage difference
between φke and φke, rather than the individual voltages of φke and φke. This is exactly the
effect achieved by the shifting of edges in the opposite direction, as shown in Figure 5.13.
Effectively, this reduces the jitter caused by the supply noise. Circuit simulations of jitter
expressed as the ENOB calculated at fin = 1.5 GHz versus the RMS value of the supply noise
in the case of single-ended and pseudo-differential sampling are shown in Figure 5.14. It can
be seen that for a desired ENOB of 9 bits the RMS supply noise of higher than 15 mV can
be tolerated in the pseudo-differential case versus only around 1.5 mV in the single-ended
case.
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Figure 5.13: Effect of supply voltage change on the sampling-clock edges.

Figure 5.14: Jitter ENOB calculated at fin = 1.5GHz vs. RMS supply noise for single-ended
and pseudo-differential sampling.

The implementation of the clock tuning is shown in Figure 5.15. The variable capacitors
CD2T are implemented as a bank of 31 small MOS capacitors of approximately 5 fF that can
be switched in or out of the clock path, enabling a 5-bit control of the capacitor value. This
simple circuit acts as a digital-to-time converter. To ensure monotonicity, the switching of
the MOS capacitors is controlled by thermometer-coded outputs from the timing calibration
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Figure 5.15: Implementation of clock tuning.

algorithm. Since the values of the control word can only change by plus or minus one (by
algorithm design), the thermometer coding is implemented by a 31-bit shift register. The
bits 1-15 are initialized to 0 and the bits 16-31 to 1 to set the initial state at the middle of
the tuning range, so that both positive and negative timing errors can be corrected. The
increment or decrement of the control word value is performed by two signals, up and down,
that come from the digital calibration logic. The tuning resolution is ∆t = 300 fs and the
tuning range is approximately ±4.8 ps.

5.3 Calibration Logic

Calibration logic consists of two parts: the first one calculates the weighted sum of digital
raw output bits from all ADC channels, and the second one implements the LMS algorithm
and iteratively calculates the value of digital weight coefficients. The first one needs to be
running all the time, while the second one can be shut down after the calibration converges,
can be run periodically to track the environment changes, or can be run continuously if it can
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be guaranteed that the input signal is going to be ’busy’. The inputs to the calibration logic
are the raw output bits from all ADC channels, M multi-phase clocks at fs/M frequency
generated by the time interleaved ADC channels, and a clock at fs/(M + 1) frequency from
the reference channel. The outputs of the calibration logic are final conversion results. The
calibration logic can be bypassed in order to capture the raw outputs for testing purposes.

The summation logic performs the following operation:

Dj =
N−1∑
i=0

Cj
did

j
i + V j

OSdi, (5.2)

where Cj
di, d

j
i , V

j
OSdi, and Dj are the ith digital weight coefficient, raw digital bit, offset

coefficient, and final conversion result, respectively, all in the jth channel. The multiplications
from (5.2) can be realized as simple AND logic operation since dji are single bits that can be
either zero or one. All N + 1 coefficients in (5.2) are prone to quantization errors. Assuming
that all the coefficients are represented with the same accuracy, the final result can have
N + 1 times larger quantization error in the worst case. To minimize the quantization error
in the final result, the coefficients are represented with higher accuracy (4 binary places),
and the final result is truncated to have only one binary place, for a total of 11 bits. The
length of the coefficients is optimized to minimize the area and the power of the digital logic.
The MSB and LSB coefficients are represented using 14 and 8 bits, respectively.

The logic that implements the LMS algorithm performs the following computations:

Ck
di,j+1 = Ck

di,j + 2µedki (5.3)

V k
OSdeq,j+1 = V k

OSdeq,j + 2µe (5.4)

∆ti+1
dig = ∆tidig + 2µ∆t sgn(e) sgn(D) , (|D| ≥ δ)

∆ti+1
dig = ∆tidig , (|D| < δ) ,

(5.5)

as described in Chapter 4. In addition to (5.3), (5.4), (5.5), arithmetic overflow checks need
to be performed, and, if an overflow is detected, the maximum or minimum allowed value
for a given coefficient is chosen.

The calibration logic has been described in the Verilog hardware description language.
Synthesis from a register transfer level description and place-and-route have been performed
to obtain the final physical design with the area of 0.23 mm × 0.76 mm and an estimated
power of approximately 10 mW. The circuit’s functionality has been verified using mixed-
signal simulations with models of the analog part of the chip. The timing has been verified
using static timing analysis on the circuit with extracted parasitics.
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5.4 Full-Chip Integration

Integrating all different blocks previously described on a single die, while preserving the
integrity of sensitive signals, can be a challenging task, and careful planning and layout are
necessary. The layout of the whole chip is shown in Figure 5.16. The analog part of the chip
is on the right-hand side. The odd- and even-numbered channels are physically separated
and have separate reference voltages. This is to minimize the cross-talk between even and
odd channels that have 180◦ shifted operation of their SAR logic, and, consequently, their
DAC settling and comparator active time are out of phase. Large decoupling capacitors of
approximately 0.8 nF are used for both sides of the reference voltages. The input and clock
signals are fed to the chip in a fully differential fashion from the opposite sides of the chip
(top and bottom side in Figure 5.16), and are routed in thick metal in the same direction
alongside the time-interleaved channels to minimize the phase mismatch coming from the
finite speed of the signal propagation. Separate supply voltages are used for clock generation
and distribution circuits, comparator and top-plate switches, and SAR logic. The digital
calibration logic is inside the block named ’filter’. To facilitate testing and to minimize
the number of pins, a large memory block is placed on the chip, and it is used to capture
the conversion outputs from all interleaved and reference channels. The memory content is
slowly read out using a scan-chain circuits. The scan chain is also used to set some control
signals and to read the values of internal registers.
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Figure 5.16: Chip layout.
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Chapter 6

Measurement Results

This chapter explains the measurement setup and shows the measurement results of the
ADC prototype. First, the values of the radices in the capacitive DAC and timing mismatches
have been measured in order to confirm that they are inside the correction range of the
calibration algorithm. Then, a single-tone test has been performed for different input and
sampling frequencies, input signal amplitudes, and supply voltages. Finally, the output for
two-tone input signal has been measured to evaluate the intermodulation distortions.

6.1 Measurement Setup

The challenge of testing a sensitive analog circuit, such as a high-performance ADC, is
in separating the non-idealities coming from the laboratory equipment and the environment
from the nonidealities of the sensitive circuit itself. A well-designed measurement setup will
keep the equipment and environment nonidealities below the precision level of the device
that is being tested A block diagram of the measurement setup used to obtain the results
presented in this chapter is shown in Figure 6.1. Low-jitter signal generators need to be
used as both the input and the clock signal. Since the harmonic distortion performance of
a typical signal generator is on the order of 30 to 50 dB below the fundamental [2], [3], a
bandpass filter is used to filter out the undesired harmonics and tones from the input signal.
Bandpass filtering is also applied to the clock signal to help further reduce the wideband
phase noise. A standard laboratory voltage supply source is used to provide a single 3.5 V
supply to the testing board. The data and control signals are communicated between the
testing board and a computer running the Matlab software.

A block diagram of the test board is shown in Figure 6.2. The power section consists
of linear voltage regulators and decoupling capacitors that provide clean voltage supplies to
different parts of the chip. For improved flexibility, five voltage regulators with adjustable
output voltages are used to generate supplies for the clock generation circuits, comparators
and bootstrapped switches, references, digital circuits, and the pad ring. The input and
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Figure 6.1: Block diagram of the measurement setup.

Figure 6.2: Block diagram of the testing board.
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clock sections consist of an SMA connector, a wideband transmission-line-based balun with
1:1 ratio, termination resistors, and AC coupling capacitors. A microcontroller has been
put on board to facilitate communication between the chip and the computer for data post-
processing. The microcontroller communicates with the chip through a scan chain, and with
the computer via a USB serial interface. The chip has been assembled directly on the board
using chip-on-board assembly technique. A photo of the chip is shown in Figure 6.3.

Figure 6.3: Chip photograph.

6.2 Radix Measurements

The digital calibration of nonlinearities caused by the capacitor matching is possible only
if capacitor ratios satisfy certain conditions. This is one of the major concerns during the
design phase, since the capacitor models are not very reliable at sub-fF capacitor values.
The radices can be measured by optimizing the SNDR at the output of one SAR ADC chan-
nel when a sinusoidal input is applied with respect to the digital weight coefficients. The
measurement procedure is as follows. A filtered sinusoidal signal is applied to the input of
the ADC and the raw output bits from one of the channels are obtained. Low input and
sampling frequencies are used to minimize the effects of dynamic imperfections. The final
conversion outputs are formed by multiplying the raw output bits by their corresponding
weight coefficients and summing all the products, where the weight coefficients are the un-
knowns that we want to measure. Out of all possible coefficient values, the best SNDR is
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obtained for the coefficients that correspond to the values of the capacitors in the analog
domain. By optimizing the SNDR with respect to the weight coefficients, the value of the
capacitors, up to a scaling factor, can be inferred. The radices in the reference channel of
four different chips are shown in Figure 6.4. The radices slightly higher than two at lower
bit-positions will create a small DNL at the LSB level, which is set to approximately 10 bits
by the capacitor sizing in the design phase. This is not a significant factor for our perfor-
mance goals. Using the same method, the radices in all time-interleaved channels on one of
the chips have been obtained. The mean values and standard deviation for all bit positions
are shown in Figure 6.5 and Figure 6.6.

Figure 6.4: Measured radices for 4 different chips.
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Figure 6.5: Averaged radices across 24 different channels on a single die.
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Figure 6.6: Standard deviation of radices across 24 different channels on a single die.
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6.3 Timing Mismatches

Another big concern during the design phase is the tuning range of the clock edges. The
tuning range has to be relatively small because of the finite resolution of digital-to-time
converter and required tuning step, as well as to preserve the falling and rising time of
the sampling clock edges. In our design, the tuning range is ±4.8 ps with a tuning step of
300 fs. Measured converged values of timing mismatches in four different chips are shown in
Figure 6.7. The maximum timing mismatch is ∆tmax = 2.1 ps, which is more than two times
smaller than the available tuning range. The standard deviation of the timing mismatches
is σ∆t = 0.69 ps. At the input frequency of 1.4 GHz, this translates into an SDR of 44 dB,
which means that even without timing calibration the performance of seven effective bits
would have been possible.

Figure 6.7: Measured timing mismatch for 4 different chips.
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6.4 Bandwidth Mismatch

Bandwidth mismatch between time-interleaved channels is equivalent to frequency-dependent
gain and timing mismatches. This kind of error is not possible to identify in a single-tone test
with continuously running calibration, but can be a big problem in a real-world application.
Therefore, it is important to ensure by design that the bandwidth mismatch is sufficiently
low. One way to measure the level of bandwidth mismatch is to compare converged values
of timing and gain errors at different input frequencies. This has been done with the input
frequencies of 450, 900 and 1450 MHz, and the results are shown in Figure 6.8 and Figure 6.9,
respectively. Since the parasitic capacitances of the comparator, top-plate and bottom-plate
switches are significant compared to the sampling capacitance, the analog front-end does not
behave as a single-pole system. The incomplete reset coupled with a narrow sampling pulses
further increases the order of the equivalent analog front-end circuit. This makes it difficult
to determine the exact value of the bandwidth mismatch, but the difference in the timing
and gain errors of the same channels at different frequencies implies that the bandwidth
mismatch is sufficiently low to enable more than 60 dB of resolution, which is significantly
higher than required by our specifications.

Figure 6.8: Measured timing mismatch for 3 different input frequencies.
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Figure 6.9: Measured gain mismatch for 3 different input frequencies.

6.5 Single-Tone Measurements

Single-tone test consists of applying a sinusoidal analog signal at the input of the ADC
and observing its digital output. Discrete Fourier transform (DFT) is usually used to analyze
the output signal in the frequency domain. The input and sampling clock frequencies should
be chosen so that the maximum number of different samples is obtained. In other words,
the transfer characteristic of the ADC should be exercised as much as possible. Also, it
is desirable that an integer number of periods of the input signal is sampled, so that the
fundamental and all harmonics of the output signal fall into a single bin. If this condition is
not met, the output signal needs to be multiplied by a window function before calculating
the DFT.

All measurements presented in this chapter were performed with a single set of calibration
coefficients. The calibration was done at one input frequency (around 900 MHz) and the
sampling frequency of 2.8 GHz. This way, the bandwidth mismatch effect is included in the
measurements, since the frequency-dependent gain and timing mismatches are not calibrated
at each frequency separately. The amplitude and the frequency of the input signal were
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chosen to ensure that the input signal is ”busy”. The amplitude of 2.2 V was used, which
covers almost the full input range, with a sufficient margin to avoid clipping due to different
channel offsets. The exact value of the input frequency was chosen such that it provides
10000 different input signal samples from the input signal range. After allowing sufficient
time for the calibration convergence, the values of the coefficients were frozen and used in
all subsequent measurements.

Examples of the output spectrum after a single-tone test are shown in Figure 6.10 for
the input signal frequency of 19.88 MHz, and in Figure 6.11 for the input frequency of
1379.56 MHz. Two DFT plots are shown for each frequency - one before and one after the
calibration. The calibration improves both signal-to-noise-plus-distortions ratio (SNDR) and
spurious-free dynamic ratio (SFDR) by more than 19 dB.

To verify performance of the ADC across different input frequencies, the input signal
frequency has been swept from 5 MHz to 3 GHz. The range of the input frequencies was
limited by the bandwidth of the balun that converts the single-ended input signal from the
signal generator to a differential signal. The sampling frequency was 2.8 GHz and the supply
voltage was 1.2 V. The performance plots are shown in Figure 6.12. The plot shows signal-to-

Figure 6.10: Spectrum before and after calibration for fin = 19.88 MHz.
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Figure 6.11: Spectrum before and after calibration for fin = 1379.56 MHz.

noise-plus-distortions ratio (SNDR), signal-to-noise ratio (SNR), spurious-free dynamic ratio
(SFDR), total harmonic distortions (THD), signal-to-timing-and-gain tones ratio (T&G),
and signal-to-offset tones ratio (OFFSET). T&G is calculated as the ratio of the input signal
power and the sum of powers of all tones produced by the timing and gain mismatches.
OFFSET is defined as the ratio of the input signal power and the sum of powers of all
tones produced by the channel offset mismatches. SNR curve was obtained by nulling first
thirteen harmonics in software post-processing and all interleaved offset, timing and gain
tones, and treating the remaining spectral content as noise. A visual inspection has been
performed to ensure that no other visible tones were present. The ADC achieves the SNDR
of 50.9 dB at low input frequencies, and maintains the SNDR higher than 48.2 dB up to
the Nyquist frequency. The SFDR stays above 55 dB up to 2 GHz. The 3 dB effective
resolution bandwidth is 1.5 GHz. The THD is limited mainly by the third harmonic, except
at low frequencies where the second harmonic dominates due to a high phase and amplitude
imbalance in the input balun. Different harmonic distortions (HD2 to HD5) are shown in
Figure 6.13. The SNDR is limited by thermal noise at low input frequencies, as intended. At
higher frequencies the jitter noise starts to dominate. The rms jitter value of 320 fs explains



CHAPTER 6. MEASUREMENT RESULTS 83

Figure 6.12: Performance plots vs. input frequency (fs = 2.8 GHz, VDD = 1.2 V).

the high frequency behavior at most frequencies, except around kfs/2, where the rms jitter
value is lowered to 110 fs. This can be explained by the layout of the ADC. Even- and odd-
numbered ADC channels are placed on the separate sides of the chip, effectively creating two
interleaved ADCs that sample at the frequency of fs/2. When the input signal frequency is
close to kfs/2, the sampled input signal in both halves of the ADC is equivalent to a low-
frequency signal. Signal-dependent switching in the SAR logic changes slowly from sample
to sample, and only small number of output buffers, which drive the long wires connecting
the ADC channels to the calibration logic, switches every cycle. This lowers the coupling
of the digital gates to the clock buffers through substrate and common ground connections,
which, in turn, lowers the jitter on the sampling clocks.
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Figure 6.13: Harmonic distortion vs. input frequency.
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The ADC has been tested with different sampling frequencies. The SNDR plots vs.
the input frequency for the sampling frequencies of 1 GHz, 2GHz, 2.8 GHz, and 3 GHz are
shown in Figure 6.14. The SNDR at low input signal frequencies is slightly higher for lower
sampling frequencies, but it drops faster with increase of the input frequency. This is due to
more charge leakage in the bootstrapping circuit of the top-plate switches.

Figure 6.14: SNDR vs. input frequency for different sampling frequencies.
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All performance plots for the supply voltage of 1.1 V are shown in Figure 6.15. The
performance start to degrade at slightly lower sampling frequencies, so the measurements
with fs = 2.7 GHz are shown.

Figure 6.15: Performance plots vs. input frequency (fs = 2.7 GHz, VDD = 1.1 V).



CHAPTER 6. MEASUREMENT RESULTS 87

The SNDR vs. the input signal amplitude is shown in Figure 6.16 for three different
input frequencies. The SNDR levels off at approximately 3/4 of the full scale because the
distortion from the top-plate switches starts to increase at that level. When some of the
channels begin to saturate, the SNDR falls off sharply. A similar plot of SNR vs. the input
signal amplitude is shown in Figure 6.17. The theoretical curves with combined thermal and
quantization noise of 52.8 dB and jitter of 320 fs (110 fs for fin = 1.4 GHz) are plotted in
dotted lines. These curves prove that the high frequency noise indeed behaves as jitter.

Figure 6.16: SNDR vs. input signal level.
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Figure 6.17: SNR vs. input signal level.
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The final conversion results at the output of the digital correction circuit are formed as
14-bit words to minimize the accumulation of the quantization noise, and then the outputs
can be rounded to the desired number of bits. All results shown so far are with the outputs
rounded to 11 bits.. Lower number of bits can be desired in order to reduce the complexity
and power of the digital circuits that follow. The SNDR performance with the output results
rounded to 11, 10, 9, and 8 bits are shown in Figure 6.18. As it can be seen, the performance
loss of less than 0.5 dB is observed when the output resolution is reduced from 11 to 10 bits.

Figure 6.18: SNDR vs. frequency for different number of output bits.
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6.6 Two-Tone Measurements

In realistic conditions, the ADCs almost never sample a single-tone input signal. A
two-tone test is typically used to characterize the nonlinear effects called intermodulation
distortions in ADCs. The intermodulation distortions are represented by undesired tones
that appear in the output signal at the frequencies that are equal to the linear combination
of the input frequencies. Particularly important are the second order intermodulation dis-
tortions that, for input signal consisting of two tones at the frequencies f1 and f2, appear
at the frequencies f1 − f2 and f1 + f2, and the third order intermodulation distortions, that
appear at 2f1−f2, 2f2−f1, 2f1 +f2, and 2f2 +f1. An example of the output signal spectrum
with two input tones at the input is shown in Figure 6.19.

Two types of two-tone tests have been performed. First, the central frequency fc, defined
as fc = f1+f2

2
is swept, while the frequency gap ∆f = f2−f1 is kept constant. After that, the

central frequency was kept constant, while the frequency gap was swept. The powers of the
two tones at the input of the ADC was the same, and the phase was randomly selected. The
amplitudes are adjusted so that the input peak-to-peak signal value is equal to the peak-to-

Figure 6.19: DFT with two input tones (fc = 999.88 MHz, ∆f = 31.92 MHz).
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peak value of the input signal in the single-tone test. This is justified by the nonlinearities
of the input analog front-end stemming mostly from the nonlinear bootstrap switches and
nonlinear charge injection, both deteriorating with the increase of the input signal range.

The IM2 and IM3 dependences on the central frequency with ∆f = 5 MHz are shown in
Figure 6.20. The dependence on the frequency gap with the central frequency fc = 800 MHz
is shown in Figure 6.21.

Figure 6.20: IM2 and IM3 vs. central frequency, ∆f = 5 MHz.
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Figure 6.21: IM2 and IM3 vs. ∆f , fc = 999.88 MHz.
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6.7 Performance Summary

With the sampling frequency fs = 2.8 GHz this ADC achieves the SNDR of 50.9 dB
at low input frequencies and retains the SNDR higher than 48.2 dB across the entire first
Nyquist zone. The SFDR stays above 55 dB up to fin = 2 GHz. The 3 dB effective resolution
bandwidth is 1.5 GHz, and the 3 dB power bandwidth is higher than 3 GHz. The performance
summary is shown in Table 6.1. The total power consumed by the ADC at fs = 2.8 GHz
and VDD = 1.2 V with ongoing calibration is 44.6 mW. The power consumption breakdown
is shown in Figure 6.22. Most of the power is consumed by the SAR logic (43 %) and digital
calibration logic (23 %). The rest of the power is divided between clock generation and
distribution circuits (19 %), comparators and switches (12 %), and the power drawn from
the references (3 %). The figure of merit (FoM), defined as

FoM =
P

2 ∗min(fs/2, ERBW ) ∗ 2ENOB
(6.1)

is 56 fJ/conversion-step calculated with low-frequency ENOB, or 78 fJ/conversion-step, if
calculated with the minimum ENOB in the first Nyquist zone. The energy per conversion
Ec = P/fs for this ADC is 16 pJ.

Table 6.1: ADC performance summary

Sampling rate 2.8 GS/s
Resolution 11b (10b with < 0.5 dB SNDR loss)

Peak SNDR 50.9 dB
SNDR > 48 dB (up to 1.5 GHz)
SFDR > 55 dB (up to 2 GHz)
ERBW 1.5 GHz

Input bandwidth > 3 GHz
Input 1.8 Vp−p,diff

Chip area 1.7 mm2

Analog core area 0.18 mm2

Technology ST 65 nm
Supply voltage 1.2 V

Power 44.6 mW
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Figure 6.22: Power consumption breakdown at fs = 2.8 GHz, VDD = 1.2 V.

6.8 Comparison to Prior Art

A comparison of energy per conversion of this ADC to the prior-art ADCs with sampling
frequency higher than 1 GHz published at the ISSCC and VLSI conferences from 1997 to
2012 is shown in Figure 6.23. As it can be seen, the ADCs from this group of designs with
similar effective resolution have an order of magnitude higher energy per conversion, and
the ones that achieve the same level of energy efficiency have at least 8 dB lower resolution.
Another way to express the energy efficiency of an ADC is its standard figure of merit (6.1).
The figure of merit plot from the introductory chapter of this dissertation is repeated here in
Figure 6.24, but with the results from this work included. It includes the figure of merit of
all ADCs with resolution between 6 and 10 bits and the sampling frequency between 10 MHz
and 10 GHz published at ISSCC and VLSI conferences from 1997 to 2012. Again, an order
of magnitude improvement in the figure of merit can be observed compared to the ADCs of
similar speed in this group of designs. The figure of merit lower than 100 fJ/conversion-step
was previously achieved only by the ADCs with sampling speed lower than 300 MS/s.

It may be argued that it is only fair to compare the ADCs with a similar level of perfor-
mance since the design considerations differ greatly among different corners of the sampling
frequency/resolution space. To address this concern, a more detailed comparison to the
work presented in [9] is given. This ADC is designed in a 65 nm CMOS technology, uses a
time-interleaved SAR architecture, samples at 2.6 GS/s and achieves the SNDR higher than
48.5 dB in the first Nyquist zone. First, the specifications in which this design outperforms
our design are discussed. It has slightly better low-frequency performance (52.8 dB SNDR vs.
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Figure 6.23: Energy per conversion for all ADCs with fs > 1 GHz published at ISSCC and
VLSI conferences from 1997 to 2012.

50.9 dB in our design), but it also has a faster roll-off due to the lack of timing calibration.
Better jitter performance (< 110 fs vs. 320 fs) is achieved using current-mode logic (CML)
buffers, which are powered from a higher-than-nominal supply of 1.3 V and consume a DC
current. The THD performance of this ADC in the first Nyquist zone is about 3 dB better
than in our design. One of the main techniques for achieving good linearity was the use of the
feedforward-feedback interface, which requires input buffers that also consume a DC current
and are powered from a 1.6 V supply. However, the main difference between this ADC and
our work is the energy and area efficiency. The energy per conversion and the standard figure
of merit of our design are approximately 11.6 and 10.9 times lower, respectively. The area of
our design, including the analog core, the digital calibration logic and decoupling capacitors,
is approximately 6.9 times lower than the one reported in [9] (it is not clear weather this
number includes the area of decoupling capacitors). The large improvement in the power
and area in our design comes mostly from the use of the minimum-size capacitors in the
DAC, which leads to a compact design. This, in turn, enables easy distribution of the input
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Figure 6.24: Figure of merit of all ADCs with resolution between 6 and 10 bits and sampling
frequency between 10MHz and 10GHz published at ISSCC and VLSI conferences from 1997
to 2012, including this work.

signal without a need for power-hungry buffers, a simple low-power clock generation and
distribution scheme, and the distribution of common reference voltages without reference
buffers. The use of the minimum-size capacitors is supported by a low-overhead calibration
of capacitor mismatches. The timing calibration helps maintaining a flat response over a
wide range of input frequencies.

Since the calibration algorithms are one of the main contributions of this work, a brief
comparison to other state-of-the-art background calibration algorithms is also given. The
main feature of the calibration algorithms presented in this dissertation is their low over-
head. The power consumed by the calibration circuits is around 23 %. If the calibration
coefficients are frozen, the power overhead is estimated to be between 10 and 15 %. The area
of the calibration circuits represents approximately 25 % of the whole ADC area (including
the decoupling capacitance). In the analog domain, the calibration requires two additional
channels, one for linearity and the other for timing calibraiton. With 24 time-interleaved
channels, this amounts to approximately 8 % of the analog power and area. These two
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channels can be turned off after the calibration algorithm converges.
First, the linearity calibration algorithms are compared. The algorithms presented in [24],

[26], [41] and [30] all have high overhead, each in different way. Although the calibration
circuits in [24] are of a similar complexity as in our design, the overhead is in terms of the
design effort. This algorithm requires a linear reference ADC that needs to be designed
separately from the time-interleaved channels. The algorithms in [26] and [41] require two
conversions per sample, therefore creating an overhead in terms of the conversion time. The
algorithm in [30] is formulated for algorithmic ADCs, but it could be extended to SAR ADCs
as well. The algorithm is based on an iterative matrix inversion and it has a complexity of
o(K2) (number of arithmetic operations is proportional to K2), where K is the number
of unknown calibration coefficients, compared to o(K) complexity of our algorithm. Since
the number of coefficients in a SAR ADC is much higher than in an algorithmic ADC, the
overhead of this calibration would be much higher in SAR ADCs.

The calibration speed of the algorithm was not measured on the chip prototype due to a
limited size of the memory buffer used for testing and limited control available in the digital
on-chip hardware. From the behavioral simulations and the formulation of the algorithm,
it can be concluded that it can achieve much faster convergence than previously published
algorithms. The speed advantage compared to [24] comes from the speed of the reference
channel, which is the same as the speed of other time-interleaved channels in our design,
and much slower in [24]. The algorithm presented in [30], if applied to SAR ADCs, would
update the calibration coefficients every K samples, whereas our algorithm performs the
update every sample. The algorithm in [41] is inherently slow, as it requires long correlation
sequences to achieve the desired accuracy.

The overhead of the timing calibration algorithm is even smaller than the overhead of the
linearity calibration algorithm. This is a big advantage over the digital calibration algorithms
presented in [18], [19], [17] and [12], as detailed in Chapter 3. To the best of the author’s
knowledge, no silicon implementation of these algorithms is available at the time of writing
this dissertation. The algorithm presented in [11] has similar complexity as our algorithm,
but it has very stringent requirements for the input signal during the calibration since it is
based on aligning the zero-crossings of the input signal in the reference and time-interleaved
channels. Our algorithm relaxes the input signal requirements, as explained in Chapter 3.

6.9 Design Limitations

The key limitation of this design stems from the limitations of the calibration algorithms,
as described in Chapters 3 and 4. The input signal has to be ”busy” and of certain ampli-
tude and frequency content during calibration. This is not a problem in the systems with
a foreground calibration or in many communication systems, where the calibration signal
can be included in the preamble. This accounts for most commonly encountered practical
applications. The requirements for the input signal make it hard to integrate this design
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only into the systems that require uninterrupted operation and can have an arbitrary input
signal.

The jitter was a limiting factor in achieving better SNR performance at higher frequency.
It is believed that the jitter comes from the interference of the digital SAR logic and the
output buffers with the clock buffers. More careful isolation would need to be applied
to reduce jitter if this design should be used in subsampling applications or for further
interleaving.
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Chapter 7

Conclusion

This dissertation has explored the possibility of designing energy-efficient high-speed
moderate-resolution ADCs by the means of massive parallelism and digital correction of
analog impairments. The energy efficiency has been achieved by both optimizing the ef-
ficiency of the interleaved channels and by minimizing the overhead of interleaving. The
efficiency in the individual channels has been achieved by using the minimum capacitor size
in the capacitive DAC of only 50 aF. This miniaturization is also a key to minimizing the
overhead of interleaving since small ADC channels ease the task of distribution of input, clock
and reference signals. Additionally, the overhead is minimized by using simple background
calibration techniques that correct the offset, gain and timing mismatches, as well as the
capacitor mismatches in the interleaved channels. The concepts have been demonstrated on
an ADC prototype that operates at 2.8 GHz sampling rate with effective resolution of 8 bits,
while consuming less than 45 mW of power. Around two thirds of the power is consumed
in the digital domain, which makes this approach even more suitable for implementation in
finer technologies.

7.1 Key Accomplishments

The key accomplishments of this research are:

• Showed that it is possible to use capacitors as small as 50 aF to design radix-weighted
capacitive DACs for use in SAR ADCs. This capacitor size is an order of magnitude
smaller than previously reported and it enables a compact and energy-efficient design
of the SAR ADCs.

• Analyzed error sources in single-channel and time-interleaved SAR ADCs and showed
that, for a given level of bandwidth mismatch, the bandwidth requirements can be
greatly relaxed in the systems that have timing and gain calibration.
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• Developed a background calibration technique for correction of capacitor mismatches
in SAR ADCs. The technique uses an additional reference channel identical to the
time-interleaved channels and two modes of conversion in order to make the transfer
characteristics of all channels equal and linear. The calibration is based on the LMS al-
gorithm and it is executed in the background. The power overhead of the calibration is
reasonably small compared to the overall power of the ADC, thus proving its practical-
ity. The complexity and speed compare favorably to previously published background
calibration techniques.

• Developed a background timing calibration technique for parallel ADCs. The technique
uses an additional reference channel with intentionally mismatched bandwidth of the
sampling network in order to estimate the derivative of the input signal. The derivative
information is forwarded to the LMS algorithm that estimates the timing mismatches
between the channels and tunes the edges of the sampling clocks using a mixed-signal
feedback. The technique can be applied to any time-interleaved ADC architecture.
The power overhead of this calibration is very small and it reduces the statistical
requirements of the input signal compared to previously published timing calibration
techniques.

• Improved the energy and area efficiency over the current state-of-the-art ADC design
with comparable performance by an order of magnitude.

7.2 Future Work

We suggest several directions for further research and improvement of our work:

• The capacitors used in our design were implemented as parallel plate capacitors be-
tween two regular metal layers. Much smaller design, and consequently lower power,
can be achieved if more compact capacitor structure, such as multi-layer finger capac-
itors, is used.

• Interleaving two or four current designs to further increase the sampling rate could
yield a very energy-efficient ADC design in 10 GHz sampling frequency range.

• The calibration techniques developed in this work require a ”busy” input signal in
order to work properly. It would be desirable to define the term ”busy” in a more
mathematically strict way and to develop the algorithm that would detect the ”busy”
input signal condition. This would make the calibration algorithm truly background
and completely transparent to the end user.

• In a design with even higher speed and resolution requirement the bandwidth mismatch
can become a serious issue. In Chapter 2 we showed that timing and gain calibration
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with a sinusoidal input signal can reduce the bandwidth requirements for a given
bandwidth mismatch. Further reduction in the bandwidth requirements would be
possible if the calibration was performed with a signal that has a wider spectral content.
Finding the optimal input signal would be an interesting topic of research.

• Finally, the calibration can be extended to include bandwidth correction by fine-tuning
the bandwidths of the input analog front-ends. This would be particularly beneficial
if even higher speeds need to be achieved with more parallelism.
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