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Abstract

Statistical algorithms in the study of mammalian DNA methylation

by

Meromit Singer

Doctor of Philosophy in Computer Science

and the Designated Emphasis

in

Computational and Genomic Biology

University of California, Berkeley

Professor Lior Pachter, Chair

DNA methylation is a dynamic chemical modification that is abundant on DNA sequences and
plays a central role in the regulatory mechanisms of cells. This modification can be inherited across
cell divisions and generations, providing a “memory mechanism” for regulatory programs that is
more flexible than that coded in the DNA sequence. In recent years, high-throughput sequenc-
ing technologies have enabled genome-wide annotation of DNA methylation. Coupled with novel
computational machinery, these developments have enabled unperceivable insight to the character-
istics, biological function and disease association of this phenomenon. The collaborations between
experimental and computational researches who take part in these efforts has been closer than ever
before due to the need to involve computational methodologies throughout the entire research
pipeline, from experimental design through bias correction to the analysis of large datasets.

In the first part of this thesis we present contributions to the field of high-throughput DNA
methylation. We introduce statistically sound criteria for the detection of methylation signatures
in DNA sequence, and present an algorithm for the annotation of an informative non-overlapping
subset of such regions that is optimal under biologically motivated assumptions. Our method out-
puts a sequence-generated list of regions that are of interest with respect to their methylation states.
We then present a Bayesian network to infer corrected site-specific methylation states from a favor-
able but biased experimental method, and describe its incorporation in a software package. Along
with site-specific methylation calls our package annotates experiment-specific regions of interest
by considering both the methylation state inferences and the genomic sequence. These regions
can serve as a basis for comparative methylation studies. In the last chapter of this section we
bring results from a genome-scale comparative study conducted on humans, chimpanzees and an
orangutan, providing evidence of DNA methylation differences that propagate through generations
and distinguish these closely related species.
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The second part of this thesis concerns error correction in high-throughput sequencing datasets.
In the course of studying DNA methylation with high-throughput sequencing we discovered a
systematic error that results in false-positive variant detection and can significantly affect biological
inferences in a variety of genomic studies. We present a classifier to correct for such errors and
show that it performs very well with respect to both sensitivity and specificity.
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Chapter 1

Introduction

1.1 Introduction to epigenetics
Epigenetic mechanisms can be defined as mechanisms that influence phenotype1 through heritable,
but potentially reversible, regulation of gene expression [30]. A number of different mechanisms
have been determined as epigenetic (e.g. DNA methylation, histone modifications, nucleosome
positioning and replication timing [30]), and have been shown to be heritable across cell divisions
and to differ across different tissues and cell-types [41; 54; 55; 58; 121; 147]. We summarize below
the two most studied epigenetic features: DNA methylation and histone modifications.

DNA methylation. DNA methylation relates to the covalent attachment of a methyl group (-CH3)
to a cytosine nucleotide, in place of the hydrogen atom on the 5 position of the cytosine’s pyrim-
idine ring, or to the addition of a methyl group to an adenine nucleotide. Adenine methylation
has been found only in bacterial genomes [54], and the term “DNA methylation” usually, and
throughout this thesis, refers to cytosine methylation. DNA methylation has been shown to be
present in many different branches of the tree of life (some examples are its presence in human,
rice, honeybee, green algae and fungi [177]), indicating that it is an ancient feature, predating the
divergence of plants and animals [44; 177]. But it is also missing, and assumed to have been lost,
in several well studied model organisms. The spread and characteristics of DNA methylation can
differ greatly across organisms [158]. For example, while the methylation in animals is mostly re-
stricted to CpG sites2 (cytosines that are followed by guanines), in plants it is observed in a broader
collection of contexts [88]. Major events in the cell, such as cell differentiation, X-chromosome
inactivation and retrotransposon silencing to name a few, are characterized by DNA methylation,
and it has been shown to be curtail for development: inhibition of the DNA methylating enzymes
in mice results in embryonic lethality [89; 158]. Broadly speaking, DNA methylation is associ-

1See Appendix A for definitions of the biological terms used throughout this thesis.
2Annotating cytosines that are followed by guanines by the CpG notation is common in the literature and will be

used throughout this thesis. The “p” stands for the phosphate group that binds the two bases.
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ated with a heterochromatin state and silencing of transcription. It has been shown to be causal of
transcription states in some cases, and associated with, but not causal of, transcription activity in
others [109].

Histone modifications. Histones - proteins that function as the basic units around which the DNA
is packed - can incorporate various types of covalent chemical modifications. These modifications
take place at specific locations on the histones, called “histone tails”, and include lysine and argi-
nine methylation, lysine acetylation, ubiquitination and serine phosphorylation [83]. A histone
may harbor a number of different modifications at the same time, giving rise to many possible
configurations, sometimes related to as a histone code [155; 164]. Histone modifications can in-
fluence the packing assembly of the DNA by moderating a histone’s DNA-binding affinity and by
recruiting further remodeling complexes [83]. By doing so, these modifications can affect gene
expression, where some modifications are associated with transcriptional repression, and others
associated with transcriptional activation. Both types of modifications can be present at either pro-
moter or intragenic regions [28].

Epigenetic phenomena can affect gene regulation and be inherited between cell divisions through
a mechanism different than that by which they were initiated. This results in an ability to maintain
a regulatory program across cell divisions, enabling a form of cell “memory”. Epigenetics is there-
fore at the forefront of cell differentiation studies [33; 75; 103], and has been shown to be dynamic
across different developmental stages [49; 153], and to differ between different tissues [71]. Epi-
genetic states have also been associated with various diseases [141]. For example, many studies
have reported association between altered methylation states and various cancers [9; 40; 76].

Another active field of research concerns deciphering the affects of environmental factors on
epigenetic states, and the extent to which changes in epigenetic states are stochastic. For example,
it has been shown that monozygotic twins accumulate differences in DNA methylation throughout
their lives, and that the accumulated differences affect their gene expression portrait [47]. Another
study has showed that prenatal tobacco smoke exposure affects DNA methylation of the fetus [23].

An interesting direction of research involves the detection and annotation of transgenerational
inheritance of epigenetic factors. In plants for example, changes in DNA methylation that are in-
herited across generations have been shown to be rather frequent and seem to be a common way
of adapting gene regulation to a changing environment [57; 65; 143; 173]. In mouse transgener-
ational inheritance of DNA methylation has been observed in several loci [20; 107; 131], despite
wide-spread reprogramming that occurs in the zygote [152]. The implications of these phenomena
for theories of inheritance and evolution are currently being explored [151].

In this thesis we focus on DNA methylation research in the era of high-throughput sequencing.
In the next section we describe in more detail DNA methylation and its characteristics in the
mammalian genome. We then describe, in section 1.3, high-throughput sequencing technologies
and their contribution to various fields of biology research. Then, in section 1.4 we will describe
in detail how high-throughput sequencing can be used in the study of DNA methylation.
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1.2 DNA methylation in the mammalian genome
DNA methylation is an ancient phenomenon. While the genomes of central model organisms,
such as C. elegance (worm), Drosophila melanogaster (fruit fly) and S. cerevisiae (yeast), are not
methylated3, the phenomenon has been observed throughout the tree of life [11; 44; 177], and is
assumed to have been lost in those model organisms. While found in many organisms throughout
the tree of life, DNA methylation exhibits different pattens, and adheres different roles, in differ-
ent animals [158]. For example, invertibrate genomes tend to have mosaic methylation patterns
in which there are large domains that are either highly methylated or lack methylation, while ver-
tebrate genomes are highly methylated throughout with “islands” of unmethylated sites [158]. In
animals DNA methylation occurs mostly at CpG sites, and in plants it occurs at all of CpG, CpH
and CpHpH sites (where H is a nucleotide different from G). In this thesis we are concerned with
DNA methylation in mammals and we dedicate this section to describe the known behavior and
functionality in that group.

In the mammals DNA methylation occurs predominantly at CpG sites [158], with some non
CpG methylation recently detected in pluripotent cell types [94; 181]. In this thesis we restrict
ourselves to the discussion of CpG methylation, since non-CpG methylation has thus far been
observed only in pluripotent cells and its basic characteristics are still being investigated [181].
The genomes of mammals are generally methylated, with unmethylated sites mostly occurring in
clusters, many times referred to as unmethylated islands [158]. DNA methylation (or the lack
of, at certain regions) has been show to be associated with many central mechanisms (e.g. gene
expression and silencing, imprinting, suppression of viral genes and transposons [158]). Methyla-
tion states have been shown to be associated with diseases (e.g. type 2 diabetes [162]), and many
studies of cancer have shown that the genome becomes hypomethylated, with some unmethylated
regions becoming highly methylated [40]. There is a lot of interest in deepening our understanding
in this respect for risk-assessment and treatment generation.

As mentioned above, DNA methylation is structured in mammalian genomes: the majority of
the genome is methylated, and incorporates scattered “unmethylated islands” - regions in which
the large majority of CpGs lack methylation. This structure has influenced the design of experi-
ments and the analysis of datasets. Efforts have centered on determining the locations and bound-
aries of these islands as well as in determining their methylation status across different conditions,
because although they are called “unmethylated islands”, a region that is unmethylated in one tis-
sue or condition may be methylated in a different environment. The genome sequence can hold
information regarding the whereabouts of such islands because methylated CpGs tend to mutate
into TpG or CpA sites (through deamination of the methylated cytosine). Therefore, the accumu-
lation of CpG sites in a region of the genome indicates it is unmethylated or that the CpGs there are
maintained by selection. Regions of the genome that are rich in CpGs are called CpG islands, and

3There have been several studies that report low levels of DNA methylation in Drosophila [56], but homologs of
the canonical methylating enzymes have not been found, and the DNA methylation has been observed in motifs that
are different from those prevalent in animals [11]. This leads to the conclusion that any mechanism that establishes or
maintains DNA methylation in Drosophila is fundamentally different than that observed in other organisms to date.
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Figure 1.1: DNA sequencing costs per megabase (genome.gov/sequencingcosts/).

chapter 2 includes a detailed discussion of this subject in its introduction. It has been shown that
the methylation of islands at promoter regions correlates with transcription silencing [172]. The
recently introduced possibility of obtaining DNA methylation data at whole-genome scale (see
sections 1.3 and 1.4) has enabled research of the methylation status of large sets of islands across
different conditions. This has resulted in interesting observations regarding the islands’ boundaries
and definitions as well as their methylation states [73].

DNA methylation is currently a very active field, and has gained significant momentum over the
past few years due to high-throughput sequencing methods that were adjusted for DNA methylation
studies (see section 1.4). Given these recently developed abilities to annotate methylation states at
genome-wide scale, and the novel findings such studies have resulted in so far, it is expected that
this field will continue to flourish, alongside the development of bioinformatic methods for bias
correction and analysis.

1.3 High-throughput sequencing
In the past decade technologies for sequencing genomic fragments at high throughput and low cost
have been introduced, resulting in a revolution that has changed the way in which hypotheses can be
generated and tested in a wide range of fields within biology. These technologies, known as “high-
throughput sequencing” (HTS) or “next-generation sequencing” technologies, differ from classic
Sanger sequencing by two main qualities: they produce short sequences (tens of base-pairs as
apposed to hundreds) and do so at incredibly low cost (Figure 1.1) and high speed. This, combined
with the ability to adjust these DNA-sequencing protocols for the study of various fields in biology
research (see further description in section 1.3.2), has resulted in an explosion of research and
progress, the depth and breadth of which are yet to be realized.

Technologies for HTS have been introduced by several different companies in parallel, and
over the years improvements and novel technologies altogether have been introduced to the market
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(see [104] for a detailed discussion). While the protocols for sequencing differed across manufac-
tures, all introduced new sequencing methods that were relatively simple to perform and produced
extraordinary amounts of sequencing (from hundreds of thousands to hundreds of millions of DNA
molecules per run) at extremely low costs, leading to vigorous competition. It is perhaps due to this
competition that HTS technologies have been improving at an astonishing rate, both in throughput
per-run and in price of sequencing (Figure 1.1). HTS techniques have introduced many new chal-
lenges for computational biologists. This is due in part to the massive amounts of data generated
and to the different error profiles and biases compared to the earlier sequencing methods [38].

In this thesis we focus on Illumina sequencing (originally named “Solexa Sequencing”, after
the company that initiated the technology). Illumina sequencing is currently the most prevalent
method for HTS, and has been dominating the market since 2007. The experimental methods and
datasets used in this thesis make use of Illumina sequencing, and we therefore give a more detailed
description of the technology in the next section.

1.3.1 Illumina sequencing
In this section we describe the basics of Illumina sequencing, in order to give the necessary back-
ground for understanding the experimental protocols used in this thesis.

In Illumina’s HTS protocol the first step is fragmentation of the DNA, either randomly by
sonication or by one of various non-random methods (e.g. digestion with restriction enzymes).
The DNA fragments are then size-selected, reducing the sample so that the remaining fragments’
lengths are distributed around 200 base-pairs (bps) in length. This step is usually performed by
a run on an agarose gel. The fragments are then distributed onto a chip called a flow cell, each
fragment “sticking” at some location. A PCR amplification step is conducted to the fragments on
the flow cell to produce clusters; each cluster being a collection of (nearly) identical sequences.
It is this PCR step that requires the size-selection of the fragments: since the amplification is
done on the flow cell using a bridging technique, fragments that are too short cannot bridge well,
and fragments that are too long form overlapping bridges, resulting in overlapping clusters of
sequences. In the next step, the DNA molecules on the flow cell are sequenced one base-pair at a
time and at each cycle the base-pair added at each cluster is read and recorded. Illumina sequencing
is done in 4-color space, reading off the base that was added to each cluster by the spectrum of light
extracted. The sequences produced are called sequenced reads (or simply reads) and are typically
shorter than the length of the fragment. The current standard read length for Illumina sequencers
is 100bps. In the sequencing step, either one or both ends of the fragments can be sequenced to
produce reads. In the latter case, called paired-end sequencing, the sequenced reads are paired in
the output file, such that a fragment is represented by a pair of sequenced reads.

The protocol described above is simple to execute and can produce large amounts of data
cheaply, but suffers from various biases and error-generating mechanisms. Some examples are the
non-uniform elongation of sequences in a cluster resulting in a noisy signal that leads to erroneous
base calls [77], or bias in the extent to which a region of the genome is sequenced due to sequence
composition [7; 38]. The rapid rate at which the technologies and protocols change results in
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changes in the types and characteristics of errors and biases. However, the annotation and correc-
tion for these behaviors is extremely important when separating true signal from noise, to avoid
propagation of error to downstream analysis (e.g. [123]). An active field of research involves the
annotation of such biases and the generation of solutions. Our contribution to the correction of
error in Illumina HTS data is detailed in chapter 5 of this thesis.

1.3.2 The role of HTS in molecular biology
The technology used for HTS allows the sequencing of the ends of DNA fragments, with no restric-
tions on the sequence composition of the fragments to be sequenced, or on how those fragments
were generated. It is this ability, coupled with the low cost of sequencing, that has resulted in a
proliferation of experimental methods that make use of HTS to study different aspects of molecular
biology and functional genomics.

Such methods consist of several steps:

1) Reduction: Reducing a biological question to a counting-of-fragments problem, through a
protocol that generates an informative set of fragments.

2) Data generation: Sequencing of the fragments with HTS.

3) Data analysis: Designing a pipeline for answering the initial question from the sequencing
output.

Example: Suppose our intention is to find the locations at which a specific transcription factor is
bound to the genome (in some tissue). We can do this using HTS by:

1) Isolating from a population of cells DNA fragments that were bound by the transcription-
factor, using the CHiP protocol (see [79] for more details).

2) Sequencing of the fragments isolated in step 1.

3) Applying a bioinformatic analysis. This usually incorporates mapping the sequenced reads
to the appropriate reference genome (an established representative genome sequence for
the species) and running a specialized peak-detection algorithm on the stacked reads. The
algorithm attempts to find (in an unbiased manner) locations on the genome that generated a
significant amount of sequence due to the transcription factor binding.

The protocol incorporating steps (1) and (2) above is called CHiP-Seq, and various methods
have been proposed over the past few years for carrying out step (3), providing an answer to
the initial question [48; 120]. While step (3) might seem simple given a protocol for step (1),
the proliferation of methods available for analyzing CHiP-Seq data hint that this is not the case.
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Indeed, noisy sampling, sequencing bias of various sorts, and the fact that a population of cells is
being sequenced (rather than a single cell), all contribute to the peak-detection task on the reads that
were mapped to a reference genome being far from trivial. Moreover, the initial step of mapping
the reads onto a reference genome is in itself a challenging task, for which several methods have
been proposed [61; 85; 90].

High-throughput sequencing has been incorporated into different protocols to study various
phenomena, in a similar manner as the example above. In particular, in the field of DNA methy-
lation HTS methods have flourished, and the main methods of interest are discussed in the next
section. Other fields that have benefited from protocols incorporating HTS include cancer ge-
nomics, annotating rare variants in populations, gene expression studies, non-coding RNA anno-
tation, metagenomics, histone modifications, splicing variants, open chromatin regions, and tran-
scription elongation rate, to name a few.

As has been elicited in this section, over the past few years HTS has been deeply integrated
into experimental pipelines in the fields of genomics and molecular biology. In the great majority
of the HTS studies preformed it is the cost of analysis and interpretation, not data generation, that
is the bottleneck [95]. In many of the cases the contributions of computational biologists have been
critical for the success of such studies. First, the amounts of data generated are enormous. The
need to handle large datasets with respect to storage, computation speed, and statistical analysis is
currently being addressed by many fields, and within the field of computer science it is being ac-
knowledged that achieving effective use of large datasets is of high priority. Second, the technology
of HTS has biases that need to be found, characterized, and corrected. Third, analysis of the data
generated by the different protocols requires development of protocol-specific algorithms to ana-
lyze the sequencing data and generate probabilistic answers to the initial experimental questions.
In addition, the ability to conduct HTS studies adds relevance to existing genomic bioinformatic
studies, due to the availability of larger numbers of genomes and to the fact that the results of the
bioinformatic analysis can be used in the analysis of HTS studies. For example, a list of enhancers
generated from genomic sequences using conservation patterns can be an interesting set to use in
the analysis of HTS data aiming at mapping these enhancers.

It is currently clear that the potential of HTS is far from being exhausted. Companies that
support HTS technology are constantly releasing new and improved products, and new companies
are being launched. There is no doubt that the past decade has witnessed a revolution in the breadth
of data produced and the role computational biologists play in experimental design and analysis.
In the next years it is expected that researches build upon this accumulated knowledge to conquer
additional goals, specifically in fields of regulatory genomics and personalized medicine, through
the continued integration of experimental and computational efforts.
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1.4 High-Throughput study of DNA methylation
We have described the transformative impact of HTS technologies on many fields in biology in
the previous section. One of the fields in which these sequencing technologies have resulted in
an explosion of novel research and in extraordinary progress is epigenetics, and specifically DNA
methylation. In this section we describe different methods that use HTS to study DNA methylation,
focusing on their advantages and challenges, and explain why there is a relatively large number of
methods in use today. We will first outline several techniques that enable measurement of DNA
methylation on a genome-wide scale, and then describe the main methods that make use of these
techniques.

There are several ways to detect DNA methylation, and a detailed description of the different
techniques can be found in [16; 84]. The major techniques currently available are illustrated in
Figure 1.2 and include:

- Enzyme digestion. This technique uses restriction enzymes that in addition to being sequence-
specific are either methylation sensitive (cut only if their recognition site is unmethylated)
or methylation dependent (cut only if their recognition site is methylated). A notable exam-
ple is HpaII, which digests at CCGG sites at which the second cytosine is unmethylated (in
this thesis we denote a cytosine that is followed by a guanine as CpG, and to ease notation
denote a pair of cytosines followed by a pair of guanines as CCGG, rather than CpCpGpG).
The pattern of digestion by such enzymes can provide a read-out of the DNA methylation.
A disadvantage of this technique is the possibility of non-complete digestion and for some
enzymes, the lack of site-specific resolution.

- Sodium bisulfite conversion. Treatment of DNA with sodium bisulfite converts unmethy-
lated cytosines to uracils [170; 66]. Followed by a PCR step, the uracils are sequenced as
thymines. This procedure enables the conversion of an epigenetic mark into a modification
in the genomic sequence. Disadvantages of this technique include a reduction in sequence
complexity (see details below), the need to chemically treat the DNA which can result in
degradation, and the possibility of non-complete conversion.

- Affinity enrichment. In this process, the DNA is digested, and the digest is enriched for
methylated regions. This is achieved through the recognition of methylated regions by either
antibodies [105] or methyl-CpG binding domain proteins [179] and the separation of DNA
regions that were bound from those that were not. Disadvantages of this technique include
binding biases and the lack of site-specific resolution.
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Figure 1.2: Three common techniques for genome-scale annotation of DNA methylation. (a)
Enzyme digestion (b) Bisulfite conversion (c) Affinity enrichment

1.4.1 Methylomes and methyltypes
Methods for genome-wide measurement of DNA methylation generally use one of the aforemen-
tioned techniques coupled with either high throughput sequencing or array hybridization. Poten-
tially, methods may incorporate more than one of the techniques, but most current approaches do
not do so. The methods can be broadly classified as methyltyping versus methylome sequencing, in
analogy with genotyping versus genome sequencing for DNA. In genotyping, only a small subset
of an individual’s nucleotides are assayed (SNP locations), while in genome sequencing the whole
genome of an individual is sequenced. The advantage of genotyping is in its significantly lower
cost compared to whole genome sequencing, allowing for the inclusion of many more individuals
in an experiment of a fixed cost. The locations sampled can be used to infer the sequence at ad-
jacent locations. Similarly, methyltyping technologies allow surveying genome-scale methylation
patterns by sampling a subset of CpG sites, and emphasize low cost at the expense of high reso-
lution. In this section we discuss different methods for methylome sequencing and methyltyping,
along with the advantages and disadvantages associated with each method.

The different methods used for high throughput genomics, including those for measuring DNA
methylation, reduce to the ability of counting DNA fragments in a digest, obtained using either
arrays or sequencing. Arrays are considered less accurate than sequencing for quantification pur-
poses, mainly due to biases introduced in by the variability in hybridization. Each of the techniques
described can be followed by array hybridization, but affinity enrichment is by far the technique
that is best suited for arrays [84]. The advantage of using arrays is the low cost, but disadvan-
tages include the biases introduced in the hybridization step, as well as genome-scale array based
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whole
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Seq

No No
whole
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whole

genome
∼28M
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Array biases

Table 1.1: A summary of the characteristics of commonly used methods for methyltyping (top
three) and whole methylome annotation (bottom two) in human. For further information on the
derivation of the values in the table see [148] and [84].

methods not being site specific (there are array based methods that use either enzyme digestion or
bisulfite conversion and are site-specific, but since they sample a considerably smaller number of
CpGs, we do not consider them as genome-scale methyltyping methods).

Advances in high throughput sequencing in the past several years have brought about a large
increase in the number of available methods for mapping DNA methylation on genome-wide scale.
Whole-genome bisulfite sequencing (WGBS) involves random digestion of the genome followed
by bisulfite treatment, amplification, and sequencing, offering the ability to measure absolute lev-
els of DNA methylation as single-nucleotide resolution. While this procedure has been used in
different studies [34; 93; 94; 177], its use is limited due to it being the most expensive method for
DNA methylation annotation, because it requires the sequencing of whole genomes. Moreover,
sequencing a whole methylome is considerably more expensive than sequencing a whole genome
because of the continuous nature of the methylation phenomenon (we would like to determine the
proportion of cells in the digest in which a cytosine was methylated), requiring significantly higher
coverage than genome sequencing. Therefore, this method cannot, in the foreseeable future, be
used for large-scale comparison studies such as population studies and epigenetic association stud-
ies. Other disadvantages of the method that are not present in whole-genome sequencing include
biases introduced in the initial PCR amplification step (prior to distribution on the flow cell) and
a reduction in sequence complexity. The PCR amplification step introduces biases that are due to
unmethylated instances introducing AT-rich sequences, since AT-rich sequences are known to be
amplified by PCR at a larger pace than CG-rich sequences. The sequence complexity is reduced
because every “T” sequenced in a read could be mapped to either a “T” or a “C” in the reference
genome, reducing the number of locations producing uniquely mapping reads. A second method
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for annotating methylation across the whole genome is that of affinity enrichment followed by high
throughput sequencing. This method has been used in [98], but requires extensive sequencing, is
not site-specific, and is prone to binding biases.

The use of high throughput sequencing has enabled several methods for methyltyping, two of
which are discussed here: methyl-Seq and RRBS. In methyl-Seq the genome is digested with the
methylation sensitive restriction enzyme HpaII that digests unmethylated CpGs that are within
CCGG sites. This is followed by size selection of the fragments, a PCR amplification step and
sequencing of the fragments’ ends. Mapping sequenced reads back to a reference genome reveals
unmethylated CpGs. methyl-Seq is a convenient methyltyping strategy because it is cost-effective
due to the sequencing of only unmethylated sites (the minority of CpG sites in vertebrates [158]),
requires only small amounts of material and avoids bisulfite conversion. However, although the
experiment is relatively simple, interpretation of the sequencing data is not straightforward due to
the protocol resulting in a non-random segmentation of the genome which is followed by a size
selection step. We describe the methyl-Seq protocol and the bias that is associated with it in greater
detail in chapter 3 of this thesis.

A second methyltyping method, Reduced Representation Bisulfite Sequencing (RRBS), is
based on digestion with a methylation insensitive enzyme followed by bisulfite sequencing [102].
The procedure is enzyme digestion followed by size selection of the fragments, bisulfite treatment,
PCR amplification and sequencing of the fragments’ ends. The digestion is commonly performed
with MspI [60; 103], which digests CCGG sites, to enrich for regions of the genome that are
rich in CpG sites. RRBS is favorable due to being significantly less expensive to perform than
whole-genome bisulfite sequencing, but suffers from the same disadvantages related to methods
that use bisulfite conversion: bias introduced by the PCR amplification step and reduced sequence
complexity.

When designing an experiment in which DNA methylation is measured on genome-wide scale,
one must consider the tradeoffs between the cost of the method and the type of coverage it pro-
duces. In addition to this, the application and analysis of the different methods are complicated
by a number of other issues. The major complications of the different methods that originate from
the methylation-detection technology used were discussed above. On top of this, the analysis re-
quirements for different assays vary in difficulty, and the rapid development of the sequencing
field calls for frequent re-assessment of the comparison between methods. In [84] it was suggested
that methyl-Seq is the method with the most favorable profile of pros and cons, with respect to the
measures chosen for comparison (see Table 2 of [84]). We compare here the different methods pre-
sented, given the current stage of the field, but the reader should keep in mind that the comparison
criteria will change as the field develops and as new techniques are introduced.

Table 1.1 summarizes the main features by which methods are compared. It is divided into
methyltyping methods and whole-genome methods. We have omitted a column for a cost com-
parison due to the changing nature of the field (sequencing costs are rapidly decreasing), but it
seems certain that in the foreseeable future whole-genome methods will require significantly more
sequencing than methyl-Seq and RRBS, and that RRBS will require more sequencing than methyl-
Seq.



CHAPTER 1 12

1.5 Outline of this thesis
This thesis has two parts. The first part centers on statistical algorithms and techniques used for
the study of DNA methylation in mammals, in the era of HTS data. Chapter 2 presents a statistical
method for annotating regions of interest with respect to their methylation states based on genomic
sequence, and is based on joint work with Alexander Engström, Alexander Schönhuth and Lior
Pachter [149]. Chapter 3 presents a Bayesian network for bias correction and first analysis of
output from a methyl-Seq experiment, and is based on joint work with Lior Pachter [150] and
on joint work with Dario Boffelli, Joseph Dhabhi, Alexander Schönhuth, Gary Schroth, David
Martin and Lior Pachter [148]. In chapter 4 we discuss a genome-wide comparative study of DNA
methylation across primates, based on joint work with David Martin, Joseph Dhahbi, Guanxiong
Mao, Lu Zhang, Gary Schroth, Lior Pachter and Dario Boffelli [97].

The second part of this thesis centers on error-correction techniques for HTS. In chapter 5 we
give a characterization of a novel type of error in Illumina datasets and present a procedure to
correct for it. This chapter is based on joint work with Frazer Meacham, Dario Boffelli, Joseph
Dhahbi, David Martin and Lior Pachter [100].

We give definitions and descriptions of the biological and sequencing terms used in this thesis
in appendix A.
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Part I

Statistical algorithms in the study of
mammalian DNA methylation
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Chapter 2

Using Markov chains to annotate CpG
islands

2.1 CpG islands
The ability to annotate DNA methylation on genome-wide scale calls for the development of new
strategies for the analysis of this type of data. Studies that make use of this data usually incor-
porate an analysis approach that is either site-specific (considers the methylation states of specific
cytosines), regional (considers some statistic of the methylation states in a region, the mean methy-
lation state for example), or some combination of the two. Considering the methylation states
across regions is natural for genomes that are overall methylated and contain “unmethylated is-
lands” such as the mammalian genomes. As detailed in section 1.2, in many genomes the majority
of the CpG sites are methylated and occurrences of unmethylated CpGs tend to cluster together, in
so-called unmethylated islands. The extent of methylation at such islands has been shown to be as-
sociated with the expression levels of nearby genes [172], and in many cases aberrant methylation
of these islands is associated with diseases such as cancer [76; 154]. Computational methods based
on evolutionary principles have been used to annotate these functional regions and are based on
the fact that deamination of a methylated cystosine in a CpG dinucleotide results in a TpG (or, in
the complementary strand, a CpA dinucleotide). Since only methylated cytosines are deaminated
in such a manner, and in many organisms, in particular in mammals, cytosines are methylated at
CpG sites, one observes an overall depletion of CpGs and frequently observed C→ T mutations
in alignments of related species. Unmethylation in the germline and selection are seen as the
dominating mechanisms which shield functional regions from CpG depletion [22; 142].

Due to the connection between CpG depletion and methylation, it is possible to identify un-
methylated genomic regions based on sequence criteria alone. Interest in sequence-defining fea-
tures of unmethylated regions which are over-represented in CpG dinucleotides, known as CpG
islands (CGIs), is also motivated by the need for CGIs as ground sets in a variety of more specific
studies on the functional impacts of methylation (e.g. [71; 156; 172]). While the recent advances
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in high-throughput sequencing have been used to probe methylation states at genome-wide reso-
lution [64; 94; 148], providing tools for unprecedented progress in the study of regulatory methy-
lation, such methods cannot annotate a complete set of regions which are unmethylated at some
developmental stage or in some tissue. This is particularly relevant in intragenic regions, where
the functionality of unmethylated islands is likely to be different from that of unmethylated is-
lands overlapping promoters [72]. While most CGIs at promoters are observed to be consistently
unmethylated across different cell types and conditions [72], this is not the case for islands in intra-
genic regions [98], and it is hypothesized that methylation states of CGIs in intragenic regions are
highly tissue specific and are mostly involved in the “fine tuning” of expression [72]. Therefore,
annotating regions of interest based on genomic features (rather than experimental methylation
states) is of great relevance in this setting. Investigation of the extent of conservation to measure
methylation (pro-epigenetic selection) has recently been undertaken in this intragenic setting with
results suggesting extensive unmethylation of CpGs in developmentally related genes [22; 101].

In this chapter we present a new approach to annotate regions of interest with respect to methy-
lation from the genome sequence (CpG islands). We give a direct and simple criterion for defining
these islands—arguably the simplest criterion possible. The simplicity of our definition lies in the
fact that it only requires specification of a (Markov based) null model. We define CpG islands to
be regions where the number of CpGs significantly deviates from this null model according to a
p-value threshold. We demonstrate the utility of the p-value of a region in assessing the functional
significance of a CpG island by showing that p-values can be used to prioritize existing CpG island
predictions according to functional significance.

We then describe an algorithm for selecting a set of non-overlapping islands from among all
possible islands, which is optimal for biologically motivated criteria. This result is proved in
Theorem 1. Our algorithm is greedy, and has a stopping criterion based on the Benjamini-Hochberg
theory for controlling the false discovery rate. Coupled with a dynamic programming procedure
which allows to efficiently perform the hypothesis tests required, this algorithm yields a powerful
and utmost flexible new approach to finding CpG islands: it can easily be applied to different
genomes, or to regions subject to selective pressures that affect nucleotide composition. The only
parameter to be specified in our approach is the false discovery rate — the model parameters are
estimated directly from the data.

We showcase our approach by predicting coding CpG islands in the human genome (CpG
islands that are within regions of the genome that code for proteins). To our knowledge, we are the
first to predict such CGIs utilizing a statistical model that appropriately accounts for the excess of
CpGs expected due to coding constraints. We show that in coding regions different rules should
be applied and illustrate this by showing that previous methods miss coding CGIs in some exons
while predicting non-significant islands in others.

Related Work
The presence of unmethylated regions in mammalian genomes was reported during the 1980s [12].
These works also noted the relative abundance of CpG sites within unmethylated regions compared
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to the rest of the genome. The term CpG-rich islands was initially used in [13] and shortly after-
wards Gardiner-Garden and Frommer proposed thresholds for sequence-based annotation of CpG
islands [50]: ≥ 200bps, GC % ≥ 50 and number of observed CpGs/number of expected CpGs
≥ 0.6.

Over the years a variety of novel statistical approaches to genome-wide prediction of CGIs
have been proposed, leading to improvements and allowing genome-wide computation of CGIs in
a variety of genomes (Table 2.1). It is noteworthy that the Gardiner-Garden and Frommer (GF)
definition depends heavily on the precise implementation of the search algorithm. Since there
is no canonical choice for a search algorithm many alternative options have been suggested (see
e.g. [80; 125; 160; 171] for different sliding-window algorithms). However, it has recently been
shown that these differences can lead to nearly arbitrary differences in the sets of CGIs selected
[68; 72]. Indeed, a variety of recent epigenomic studies [39; 71; 148; 156; 172; 180] have pointed
out that the popular GF criteria, and also the later, more stringent definition due to Takai and
Jones [160], have to be adjusted. Recently, Hsieh et al. [68] and Wu et al. [175] have proposed
statistical definitions of CGIs and their methods also provide statistical approaches to identifying
non-overlapping islands. However the sophisticated statistical techniques underlying these meth-
ods make it difficult to succinctly describe the characterizing properties of the CpG islands they
predict, and it is perhaps for this reason that researchers, despite the advantages of these statistical
approaches, continue to use the Gardiner-Garden-Frommer based CpG islands available from the
UCSC genome browser.

In the case of coding regions, the problems discussed above are compounded by the selective
pressures on nucleotides (resulting from the translation of codons into amino acids) that affect nu-
cleotide composition [22; 98; 142]. The problem of modifying heuristics such as the GF definition
in order to account for coding constraints is non-trivial. In principle, current statistical approaches
to predicting CpG islands could be adapted to explicitly incorporate the characteristics of coding
regions, but we do not know of any method that has been proposed for doing so.

The approach we present in this chapter assumes as a null hypothesis that DNA sequences are
generated by Markov chains of higher order, and we will make “CpG island calls” if CpG counts
significantly deviate from the background model assumption. Short range dependencies among
nucleotides have been reported early on [2; 14; 122] where [14] even suggests that higher-order
Markov chains are, to a certain degree, “realistic” genomic sequence models. In this work we
center on 5-th order Markov models due to the benefits of such higher order models in analyzing
exonic sequences. This approach has been used before in prominent gene finding programs. One
example is GENSCAN [27], which uses “phased” 5-th order models that were in turn inspired
by earlier work on the topic [21; 51]. Use of “phased” 3-periodic inhomogeneous Markov chains
necessitates a significant increase in the number of model parameters, which we have opted to
avoid here and leave as interesting future work. There are different methods by which model order
can be chosen, such as the Bayesian or Akaike Information Criterion (BIC and AIC), as suggested
in [116], or by means of Chi-square tests, as suggested in [136]. Here, also following [136, p. 2],
we agree that model order “from a practical point of view ... also depends on the composition of
the biological sequence one wants to take into account.”, in that the 5-mer previous to a nucleotide
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Our approach 2011 No Statistical Easy 17 (16:1) No Yes
Wu et al. [175] 2010 No Both Medium (∼ 107:1) No No
Hsieh et al. [68] 2009 Yes Both Weak 3 (2:1) No No

Straussmanet et al. [156] 2009 Yes Both Weak 12 (11:1) Yes No
Sujua et al. [157] 2008 No Ad hoc Weak 5 (0:5) Yes No
Glass et al. [53] 2007 No Both Easy 5 (2:3) No No

Hackenberg et al. [62] 2006 No Ad hoc Easy 5 (3:2) No No
UCSC Genome Browser [78] 2004 No Ad hoc Weak 5 (0:5) Yes No

Wang et al. [171] 2004 No Ad hoc Weak 7 (1:6) No No
Takai et al. [160] 2002 No Ad hoc Weak 6 (0:6) Yes No

Ponger et al. [125] 2002 No Ad hoc Weak 4 (0:4) Yes No
Gardiner-Garden et al. [50] 1987 No Ad hoc Weak 4 (0:4) Yes No

Table 2.1: Comparison of different methods for CpG island annotation. “Applicability of method”
- how easily the method can be used for different sequences (such as different organisms, genomic
regions etc.). “MHT” - multiple hypothesis testing. The large number of parameters learned
for [175] is due to inferring ‘smooth deviations’ of CpG counts, individually for every genomic
segment of length 16.
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in a coding region always contains the entire codon of the previous amino acid.
Modeling exonic sequences by more involved methods such as employing hidden Markov mod-

els [31], variable length Markov models [26], drifting Markov models [167] or, as mentioned
above, 3-periodic inhomogeneous (phased) Markov chains, may further reduce the number of
false-positives. We leave it as future work to explore the use of such methods for this purpose,
and to overcome the associated technical difficulties, such as parameter estimation and the rapid
and efficient computation of p-values.

2.2 Methods

2.2.1 Notation
In the following, we denote the set of nucleotides by Σ := {A,C,G,T}. Let Σk be the set of strings
over Σ of length k (k-mers) and let Σ∗ be the set of all strings of finite length (oligomers of arbitrary
length). We write v ∈ Σk,w ∈ Σl for strings and v ·w ∈ Σk+l (or simply vw) for their concatenation.
For B ⊂ Σn−k and v ∈ Σk we write Bv ⊂ Σn for the set of strings from B extended by the string v.
In this language, genomes, or parts of the genome are collections of strings over Σ.

We write Ge
s for the substring of the string G which stretches from position s to e, including

the positions s and e. Let v,w ∈ Σ∗ be strings and define #(v,w) to be the number of (overlapping)
occurrences of the string w as a substring in v. For example, #(CGACG,CG) = 2.

Let Pn be some probability distribution over strings of length n, w=CG and v∈ Σn be a random
string drawn according to Pn. We denote by

pn,m := Pn(#(v,w)≥ m) (2.1)

the tail probability that an n-mer randomly drawn according to Pn contains at least m occurrences
of CG. A small value for pn,m indicates that a substring with m CGs contains an unusually high
number of CGs.

Let Pn and w be as before and let u ∈ Σn be a random string drawn according to Pn that begins
and ends with a CG. We denote by

pcg→cg
n,m := Pn(#(u,w)≥ m | u ∈CGΣ

n−4CG) (2.2)

the tail probability that an n-mer randomly drawn according to Pn that begins and ends with CG
contains at least m occurrences of CGs.

For a given substring Ge
s where n = e− s+1 and m = #(Ge

s,CG) we denote p(Ge
s) := pn,m and

pcg→cg(Ge
s) := pcg→cg

n,m .
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2.2.2 CpG islands and coding CpG islands
As discussed above, CpG islands may be defined in terms of a region’s functionality, but in this
study we propose a purely sequence based definition. Sequence based definitions have the ad-
vantage of being applicable to any sequenced genome without the need for further experimental
information, and can pinpoint CpG islands that are unmethylated only in particular tissues (being
maintained as CGIs due to selective pressure), and therefore hard to find by experimental mapping
of DNA methylation in a subset of tissues.

We begin by giving a statistical definition of CpG islands, and return to questions about associ-
ation with function in the Results section. Due to the higher mutation rate of methylated cytosines
to thymines, and the methylation of cytosines in mammals being mostly at CpG sites, regions that
are methylated in the germline and at which there is no selection to maintain CpG sites will be
sparser in CpG sites than regions at which the previous conditions do not apply. We postulate, as
in [50], that CpG islands should be defined in terms of the number of CpGs. Specifically, we define
CpG islands (CGIs) and coding CpG islands (CCGIs) as regions with a significantly high number
of CpGs.

Definition 1. Given a threshold for significance q, a region Ge
s is a CpG island iff p(e−s+1),m < q,

where m = #(Ge
s,CG).

Definition 2. Given a threshold for significance, q, a region Ge
s is a coding CpG island iff p(e−s+1),m <

q, where m = #(Ge
s,CG), and Ge

s is completely contained within a coding exon.

There are two immediate advantages to using our method for direct annotation of coding CpG
islands. The first being that coding exons are under strong selective pressure resulting in different
mutation rates than in the noncoding sequence and therefore in different underlying null models.
In the Results section we show the importance of choosing an accurate null model. The second
being that by limiting ourselves to a small fraction of the genome we test less hypotheses, reducing
the extent of the multiple hypothesis testing problem.

2.2.3 A Markov chain model
The definition of CpG islands depends on the probability distributions Pn, representing the null
model. In the case of CGIs we use the genomewide mutation rates to construct these distributions.
In the case of CCGIs, we choose these distributions to reflect the coding mutation rate (CMR)
present in coding exons (rather then genomewide mutation rates).

Our model needs to reflect k-mer statistics on genomic regions, and it is therefore convenient
to assume that sequences are generated by a (stationary) Markov chain, denoted as (Xt)t∈N. A k-th
order Markov chain emitting symbols from Σ is parametrized by a transition probability matrix

M = (muv)u∈Σk,v∈Σ where muv = P(u→ v) := P(Xt = v | Xt−k...Xt−1 = u)
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and an initial probability distribution π ∈ [0,1]Σ
k

that is defined as
π(v) = P(X1...Xk = v), where π is chosen such that the resulting stochastic process is station-
ary (in case of k = 1 this translates to πT M = πT ). According to the rules of Markov chains one
computes probabilities as

P(v = v1...vn) = P(X1...Xn = v1...vn) = πv1...vk ·mv1...vk,vk+1 · ... ·mvn−k...vn−1,vn.

Our objective is to use this way of modeling sequences to compute pn,m values, and throughout
this section we explain our approach to doing so. We first describe how we have chosen the order of
the Markov chain to use and what the parameters of our model are. We continue by describing how
we efficiently compute, for sequences generated by a k-th order Markov chain, the probability of
a sequence of length n to have ≥ m occurrences of CG, and to end with a sequence v ∈ Σk. Lastly,
we show that by using this computation and summing over all possibilities for v, we can compute
pn,m. In this section we also explain how such recursive computations are used to compute pcg→cg

n,m ,
which is used in the algorithm described in the next section.

In the coding regions, nucleotide sequences are organized into codons, each codon consisting
of three nucleotides. Since the different codon positions (first, second and third) have different
mutation rates, there are different transition rates between nucleotides at different positions in the
codon [22; 142]. We therefore opted for 6-mer statistics (a 5th order Markov model), in which the
entire codon of the previous amino acid is taken into account when determining the probability of
transition, giving indication of the position of the codon being predicted.

We would like the parameters of our model to reflect the CMR. In our model, we would like
π(u) to be the probability that the k-mer u is randomly drawn from a coding region and muv to be
the probability that in the coding regions a k-mer u is followed by the nucleotide v. The resulting
Markov chain encodes the k+ 1-mer statistics of the coding regions. We denote by PCMR(v) the
probability of observing a string v in a coding region under the Markov chain model described.

2.2.4 Computing p-values
Given our assumption that the underlying probability distribution follows a 5-order Markov model,
we would like to compute pcg→cg

n,m and pn,m for different values of n and m. Pattern counting statis-
tics have been extensively studied [4; 96; 113; 116; 134], and the asymptotic cases of probabilities
such as (2.1,2.2) have been considered in large deviations theory. We used a dynamic program-
ming approach to efficiently compute (see section 2.2.6 for a further discussion on efficiency) the
exact probabilities of (2.1,2.2) for Markov chains of order k.

We denote the set of n-mers that end with the string v of length k by Σn−kv. Let u ∈ Σn be a
random string generated by the Markov chain (Xt), w =CG, and v ∈ Σk be some fixed string.
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Define

πn,m(v) := PX({#(u,w)≥ m}∩{u = Σ
n−kv})

as the probability that the Markov chain (Xt) generates a string of length n that contains at least m
CGs and ends with the k-mer v. Define

πn,m := [πn,m(v)]v∈Σk

to be the vector of values πn,m(v) for all v ∈ Σk.
We recall that a k-th order Markov chain (Xt) where k > 1 can be transformed into a 1-st order

Markov chain (Yt) which acts on the alphabet Σk rather than Σ by defining

PY (v1...vk→ w1...wk) :=

{
PX(v1...vk→ wk) v2...vk = w1...wk−1

0 otherwise
. (2.3)

This generates a transition probability matrix for the new 1-st order model by using M - the
transition matrix of the k-th order model. We denote this new transition probability matrix by MY .

We recall that (Yt) generates symbols from Σk rather than Σ. Let w = w1...wk ∈ Σk and Iw :=
[mvw]v∈Σk be the w-column in MY . We define

Mw
Y := (0, ...,0, Iw,0, ...,0), MCG

Y := ∑
w s.t. wk−1wk=CG

Mw
Y and M 6=CG

Y := ∑
w s.t. wk−1wk 6=CG

Mw
Y

that is, Mw
Y results from putting all entries in MY to zero apart from those in the w-column Iw and

MCG
Y (M 6=CG

Y ) results from summing over all matrices Mw
Y where w ends (does not end) with CG.

Note that MY = MCG
Y +M 6=CG

Y . We then obtain that

(πn,m)
T = (πn−1,m−1)

T ·MCG
Y +(πn−1,m)

T ·M 6=CG
Y . (2.4)

Given πn,m, one can now compute pn,m by the identity pn,m := (πn,m)
T 1. We can use this to

compute the probability that a random string of length n generated by PX has at least m CGs and
ends with a CG by summing over the appropriate v instances of πn,m, and we can compute pcg→cg

n,m
in the case of the CMR 5-order model by initializing with

π̂5,m(v) =

{
π5,m(v) v ∈CGΣ3

0 otherwise,

and summing over the appropriate v instances of πn,m.
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Example

Suppose Σ = {G,C} is the alphabet at hand, and that we use a 2-nd order Markov chain. Sup-
pose that the parameters for our model are the following transition matrix and initial probability
distribution:

M =




C G
CC 0.5 0.5
CG 0.2 0.8
GC 0.9 0.1
GG 0.3 0.7


 π =




π(CC)
π(CG)
π(GC)
π(GG)


=




0.28
0.155
0.155
0.41


 .

For example, mGC,C = 0.9. We build MY from M for the recursive computation using (2.3) and get:

MY =




CC CG GC GG
CC 0.5 0.5 0 0
CG 0 0 0.2 0.8
GC 0.9 0.1 0 0
GG 0 0 0.3 0.7


.

We have that (π2,0)
T = (0.28,0,0.155,0.41) and (π2,1)

T = (0,0.155,0,0) and that

MCG
Y =




0 0.5 0 0
0 0 0 0
0 0.1 0 0
0 0 0 0


 and M 6=CG

Y =




0.5 0 0 0
0 0 0.2 0.8

0.9 0 0 0
0 0 0.3 0.7


 .

We can now compute pn,m recursively. For example,

(π3,1)
T = (π2,0)

T ·MCG
Y +(π2,1)

T ·M 6=CG
Y = (0,0.155,0.031,0.124),

and p3,1 = (π3,1)
T 1 = 0.3105.
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2.2.5 Determining non-overlapping CCGIs: the algorithm
Our algorithm for determining CCGIs, given a set of coding exons as input, begins with the estima-
tion of the null model PCMR. Maximum likelihood estimates for the Markov chain parameters are
determined simply by counting k-mer transitions in the set of coding exons at hand. The algorithm
takes as input these maximum likelihood estimates and a threshold, q, for determining significance
and proceeds as follows:

1. Compute probability tables (pn,m)1≤n≤N,0≤m≤n/2 and (pcg→cg
n,m )1≤n≤N,0≤m≤n/2 for a reason-

ably large N, the maximum possible length for an island.

2. Order all exonic substrings Ge
s which are bounded by CG from both ends by their tail prob-

abilities pcg→cg(Ge
s). We define pi to be the i-th smallest among these tail probabilities and

Gi = Gei
si the corresponding substring. That is

p1 = pcg→cg(G1)≤ p2 = pcg→cg(G2)≤ ·· ·
≤ pK−1 = pcg→cg(GK−1)≤ pK = pcg→cg(GK)

where K is the number of all exonic substrings that are bounded by CGs from both ends.

3. Set a threshold k∗ = max{i : pi ≤ i
K q} and choose all Gi s.t. i ≤ k∗ to construct a set of

candidate islands. Discard all other substrings from further analysis.

4. Order the set of candidate islands by their tail probabilities p(Ge
s), s.t. pi is the i-th smallest

among these tail probabilities and Gi is the matching candidate island.

5. Select a set of non-overlapping islands from the candidate island set by running:

GREEDYCCGI
1: CCGI← /0, CAND←{Gi,1≤ i≤ k∗}
2: while CAND 6= /0 do
3: i∗← argmin

i
{p(Gi) |Gi ∈ CAND}

4: CCGI← CCGI∪{Gi∗}, CAND← CAND\N (Gi∗)
5: Output CCGI as the set of coding CpG islands.

where N (Gi) is the set of candidate islands that overlap Gi.

Figure 2.1 presents an overview of the algorithm.
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Details about the different steps of the algorithm are below:

Step 1 [Computation of probabilities]
PCMR is constructed from the maximum likelihood estimates, and two tables are constructed

using the dynamic programming approach described in section 2.2.3.
We observe that, using the notation as in the previous section,

(πn,m)
T − (πn−1,m)

T = [(πn−1,m−1)
T − (πn−2,m−1)

T ] ·MCG
Y

+[(πn−1,m)
T − (πn−2,m)

T ] ·M 6=CG
Y

which by induction on n and m gives the intuitive result

πn,m ≥ πn−1,m for all v ∈ Σ
k and therefore pn,m ≥ pn−1,m ∀n,m≥ 0.

Lemma 1. Let v ∈ Σn,w ∈ Σk,k ≤ n be two sequences with equal content of CGs, that is m :=
#(v,CG) = #(w,CG). Then pk,m ≤ pn,m and pcg→cg

k,m ≤ pcg→cg
n,m , i.e., the shorter one is more signifi-

cant.

Step 2 [Ordering of p-values]
pcg→cg

n,m values are computed for each substring within an exon that begins and ends with a
CG, setting the stage for step 3. We can restrict ourselves to those substrings because Lemma 1
guarantees that only such substrings will be selected in step 5 of the algorithm. This results in
a large decrease in the number of hypotheses tested, significantly reducing both the multiple hy-
pothesis testing problem and the algorithm’s running time. We make use here of pcg→cg

n,m because
when applying an FDR correction to a set of hypothesis tests the distribution of the p-values for
the hypotheses generated by the null model needs to be uniform.

Step 3 [Benjamini-Hochberg correction]
In this step a set of candidate islands is chosen by using the Benjamini-Hochberg correction

[6; 8] with the significance threshold q. This guarantees that under our null model the expected
proportion of false-positives in our set of candidate islands is less than q. Note that our hypotheses
are dependent, for example in the case of overlap between substrings. For our case the positive
regression dependency condition required for multiple testing under dependency [8] translates to
that CG content in substrings which overlap with one another is positively correlated—which is an
obvious observation.

Step 4 [Reordering of p-values]
The candidate islands are sorted by their p-values, not conditioning on having a CG at the

beginning and end (which solely served to ensure uniformity of the p-value distribution for step 3).
This step is a preparatory for step 5.
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Figure 2.1: Illustration of the result of the CCGI algorithm. Nodes marked along the genome cor-
respond to CpG sites. An edge between every two nodes corresponds to an interval, and represents
a possible CCGI. A p-value is associated with every edge (computed by dynamic programming).
Light grey edges are intervals with p-values that do not pass the FDR threshold. Red edges denote
non-overlapping intervals chosen by the algorithm to maximize the product of the p-values subject
to the constraints in Theorem 1 .

Step 5 [Greedy algorithm]
The algorithm GREEDYCCGI receives a collection of exonic substrings Ge

s and iteratively
selects regions Ge

s with minimal p(Ge
s) = pn,m (where n = e−s+1 and m = #(Ge

s,CG)), removing
from the candidate set any substrings overlapping the chosen one. Theorem 1 shows that the
output is of maximal significance under a biologically reasonable constraint. Before we present
the theorem, we give some notation.

Let H be a superstring (in the following an exon) and {Hl}L
l=1 be a set of non-overlapping

substrings of H, ordered by position in H: H1 =He1
s1 <H2 =He2

s2 < · · ·<HL =HeL
sL , where ordering

translates to s1 ≤ e1 < s2 ≤ e2 < · · · < sL ≤ eL. Let S1 < S2 < · · · < SL < SL+1 be the strings in
between, that is

S1 ·H1 ·S2 ·H2 · · ·Sl ·Hl ·Sl+1 · · ·SL ·HL ·SL+1 = H

is the entire superstring. Based on this notation, we write

HlHk := Hl ·Sl+1 ·Hl+1 · · ·Sk ·Hk

and
←−→
HlHk := Sl ·HlHk ·Sk+1.

Theorem 1. Let {Gi}K
i=1 be a set of possibly overlapping substrings of a superstring G and

S(Gi) := log p(Gi) be a score for a substring Gi. Applying GREEDYCCGI to {Gi}K
i=1 selects

L non-overlapping substrings {Hl}L
l=1 from among the substrings {Gi}K

i=1 such that ∑
L
l=1 S(Hl) is

minimized among all choices of L non-overlapping substrings, subject to the constraints

S(G)≥ min
l≤ j≤k

S(H j) for all 1≤ l,k ≤ L, and G⊂←−→HlHk. (2.5)

In the setting of this chapter, the constraints in (2.5) translate to the property that the region
between any two CpG islands Hl,Hk does not contain a sub-region with a p-value better than the
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p-values of the islands in between Hl,Hk.

Proof. By design of GREEDYCCGI, its output clearly satisfies the constraints. Assume that there
is a set of non-overlapping substrings {Jl}L

l=1 which satisfy the constraints in (2.5) such that

L

∑
l=1

S(Jl)<
L

∑
l=1

S(Hl)

where {Hl}L
l=1 are the islands returned by the GREEDYCCGI. Let S∗ = mini{S(Gi)}, and W =

{Gi | S(Gi) = S∗} be the set of substrings with the lowest score. We prove the result by induction
on L. We show in Lemma 2 that there are no erroneous overlaps among the islands of W 1. We
distinguish between the following two cases:

• L > |W |. In this case {Hl}L
l=1 will contain all substrings of W .

– If one of the substrings from {Jl}L
l=1 is in W , upon removal of that substring from

{Jl}L
l=1 and {Gi}K

i=1, and removal of their overlapping neighbors from {Gi}K
i=1 we

obtain a new set of substrings {G̃i}K̃
i=1. By induction, GREEDYCCGI will return a set

of islands from {G̃i}K̃
i=1 which is optimal, resulting in a contradiction.

– If non of the substrings from {Jl}L
l=1 are in W , let Ĵ be some island in {Jl}L

l=1. When
considering the entire superstring G condition (2.5) is violated w.r.t. Ĵ, in contradiction.

• L≤ |W |. {Hl}L
l=1 consists entirely of elements of W , achieving the minimum score.

Lemma 2. Let {Hi}K
i=1 be a set of substrings of a set of superstrings H, p∗ = mini p(Hi) and

W = {Hi | p(Hi) = p∗}. Then there are no two islands in W that overlap and are not contained in
each other, i.e., He1

s1 ,H
e2
s2 s.t. s1 < s2 < e1 < e2.

Proof. Assume that there are two islands He1
s1 ,H

e2
s2 ∈W s.t. s1 < s2 < e1 < e2. We will show that

in this case p(He2
s1 )< p(He1

s1 ) = p(He2
s2 ), in contradiction.

Let n1, n2 and n3 be the lengths of He1
s1 , He2

s2 and He2
s1 , respectively, and let f e

s be the frequency
of CG sites (the number of CGs divided by e− s+1) in the substring starting at s and ending at e,
inclusive. Suppose w.l.g. that n1 ≤ n2. Since the two substrings have the same p-values, f e2

s2 ≤ f e1
s1

(a shorter substring must have a higher frequency of CGs to reach the same significance), and
therefore f e2

e1+1≤ f s2−1
s1 . By concatenating both Hs2−1

s1 and He2
e1+1 to He1

s2 we concatenate two strings
to He1

s2 which together are longer and have more (or equal) frequency of CGs than concatenating
just He2

e1+1. Therefore, since f e2
s2 ≤ f e2

s1 and n2 < n3, p(He2
s1 )< p(He2

s2 ), in contradiction.

1For any two islands in W that overlap, one island is strictly contained in the other. In case the algorithm encounters
overlaps, it chooses the shorter island and it can be easily seen that the proof holds for such cases.
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2.2.6 Running time and implementation
We compute two tables holding values of pn,m and pcg→cg

n,m for 1≤ n≤N := 10000 and 0≤m≤N/2
where N is an upper bound on the maximum length of a CpG island in an exon. Using dynamic
programming in the implementation of (2.4), the running time is O(|Σ|k+1 ·N2) for alphabets Σ and
model order k in general where here Σ = {A,C,G,T} and k = 5. Note that each recursive iteration
(πn,m)

T = (πn−1,m−1)
T ·MCG

Y +(πn−1,m)
T ·M 6=CG

Y , due to the sparsity of MCG
Y and M 6=CG

Y , requires
only O(|Σ| · |Σ|k) runtime. Storage of tables requires O(N2) space. Note that [115] suggests a
routine for fast computation of a single pn,m which requires O(|Σ| · L · n ·m) where L = O(|Σ|k)
depends on the model order k which coincides with the runtime of our approach.

A different algorithm presented in [138] requires a runtime of O((|Σ|k)2 ·N logN) which yields
advantages for small model orders in particular. In our case, due to evaluating powers of matrices
which yields the factor logN, one would have to call the respective routine O(N) times, yielding
an overall runtime of O((|Σ|k)2 ·N2 logN) which equally establishes no advantage.

Subsequently, we traverse each coding region and assign both pn,m and pcg→cg
n,m to each substring

which is bounded by CGs. In human, this results in 10.8M substrings with pcg→cg
n,m ≤ 0.01. In order

to allow a rapid FDR treatment, we designed and implemented a routine which yields an estimation
of the FDR threshold that is stricter than the exact FDR (guaranteeing our expected FDR to be less
than or equal to the specified α). The estimated threshold is obtained by storing for each substring
Gi, blog pcg→cg(Gi)c, assigning

i∗ := argmax
i
{blog pcg→cg(Gi)c+1≤ log(i

α

K
)},

and declaring any Gi with log pcg→cg(Gi)< blog pcg→cg(Gi∗)c as a candidate CCGI. Since blog(pi)c≤
log(pi) ≤ blog(pi)c+ 1, we are guaranteed to be taking a threshold which is at least as stringent
as that attained from the Benjamini-Hochberg procedure. Then, the greedy algorithm picks a final
list of CCGIs from the candidates.

The methods were implemented in C and the running time on a standard MacPro desktop was
7 hours for generating the p-value tables and 30 minutes for finding the CCGIs for all of the coding
exons in the human genome. The software is available upon request from the authors.
Our coding CpG islands Genome Browser track for hg18 is available at

http://bio.math.berkeley.edu/CCGI/ .
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2.3 Results

2.3.1 The p-value statistic
We began by investigating whether the p-values are indeed a good measure for determining the
extent of unmethylated CpGs, by comparing the p-value measure to the epigenetic score as defined
in [17] and to the observed/expected number of CpGs used in [50] ( #CpG

#C×#G ×N, where N is the
length of the island).

Because genome-wide methylation has not yet been characterized for a significant number of
developmental stages or cell types, we used two different datasets that are believed to be corre-
lated with functional unmethylated regions to determine our true-positive sets (whether a region
is unmethylated or not). The first dataset consisted of regions experimentally determined by the
ENCODE project as open chromatin regions in non-malignant cell types 2 [52]. Overlap of an
examined island with an open-chromatin region determined the island at hand as functional. The
second dataset consisted of genomewide site-specific methylation measurements for two cell types
[94]. A methylation score of between 0 and 1 was computed for a region as the mean of the methy-
lation scores of the CpG sites within it, and the region was considered as unmethylated if the score
was ≤ 0.3 (this is an arbitrary threshold but since the island scores are well partitioned it does not
affect our results). Only sites with coverage of at least 8 reads and islands with at least 5 such sites
were considered. An island was considered functional if it was unmethylated in both cell types.

To test whether our p-value statistic is informative we computed the p-values for the set of bona
fide CpG islands annotated in [17] and compared how well they indicate functionality compared
to the islands’ epigenetic scores and the islands’ observed/expected scores. We used the set of
bone fide islands for this comparison because they are annotated along with scores, allowing us to
compare the ordering of the assigned p-values to a different scoring method.

The p-values were computed using a first order Markov model estimated from statistics on
the entire genome (and not only on coding regions). A receiver operating characteristics (ROC)
curve for the p-values, the epigenetic scores and the observed/expected score, using the ENCODE
open chromatin data to asses functionality (Figure 2.2.A), shows that the p-value statistic achieves
better overall performance - area under curve (AUC) of 0.76 - than the two other scores (AUC of
0.73 and 0.754 for epigenetic score and observed/expected score, respectively). When using the
methylation scores from [94] to asses functionality (Figure 2.2.B), we again observe better overall
performance of the p-values: AUC of 0.865 as opposed to 0.852 and 0.844 for the epigenetic score
and observed/expected scores, respectively. This is surprising since the epigenetic scores incor-
porate functional information such as the presence of promoter activity (not from the ENCODE
project), whereas our p-values are computed from sequence alone.

2One file of open chromatin was compiled from:
ftp://hgdownload.cse.ucsc.edu/goldenPath/hg18/encodeDCC/wgEncodeChromatinMap/ using the files: wgEncode-
UncFAIREseqPeaks{H1hesc,Nhek,Gm12878V2,Huvec,Panislets}.narrowPeak
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Figure 2.2: ROC plots showing correlation of different scoring schemes (epigenetic score, p-value,
and observed over expected CG) with (A) FAIRE-Seq open chromatin regions and (B) low methy-
lation in H1 and IMR90 cell types.

2.3.2 Choice of null model
In order to asses the importance of the null model choice on the p-value scores we examined
the effect of estimating the null model parameters using only coding sequence as opposed to the
entire genome sequence. We learned parameters for a 5-th order Markov chain for the two types
of sequences, and calculated the log ratio of the p-values from the two models for the 194,586
unique, but possibly overlapping, coding exons from [128] (Figure 2.3). For all exons the p-value
from the genome null model was lower than that from the coding null model. This was to be
expected, given the higher frequency of guanine and cytosine residues in coding regions.

We then tested whether the difference in the p-values has an effect on the set of coding exons
considered significant. At an FDR threshold of 0.05, 54,596 coding exons were determined sig-
nificant when using the genome model, while 9,639 were determined significant when using the
coding model. At an FDR of 0.01, 37,597 and 7,050 coding exons were determined as significant
for the genome model and coding model, respectively. The drastic reduction in the number of
coding exons predicted as significant with respect to their CpG content shows the importance of
the specified null distribution.
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Figure 2.3: Fold change in log p-value for exons when computed using a genome null model versus
a coding null model. 82,505 exons have p-values that differ by more than a factor of 2.

2.3.3 Coding CpG islands
Using our algorithm on the coding regions of the human genome with FDR threshold 0.01, we
determined a Coding CpG island (CCGI) set for the human coding exons, that consisted of 12,445
islands.

As a first validation of the sensitivity of the CCGIs we examined a region rich in HOX genes
in chr7 (Figure 2.4.a). This region was studied in [22] where it was shown that CpGs in protein
coding exons of HOX genes are subject to pro-epigenetic selection. Our results not only define
CpG islands in every one of these HOX genes (with the exception of HOXA10 in which the 5′

exon consists of only 2 amino acids), but also provide quantitative information about the extent of
over-representation of CpGs via p-values.

We compared our CCGIs to two alternative CpG island sets: the Gardiner-Garden-Frommer
CpG island set [50] available from the UCSC genome browser (GFCGIs) and islands predicted
by the method in [74] (HMMCGIs). We chose to compare to GFCGIs, because despite its use
of arbitrary thresholds, this set of islands is very popular. The HMMCGIs represent recent work
applying state-of-the-art statistical methods to CpG island prediction. Testing the specificity of
the CCGI set is not trivial because one cannot validate that a region determined as a CCGI is not
unmethylated and functional in some developmental state or cell type. We therefore chose to test
the extent to which the CCGIs were enriched for known functional regions (Table 2.2).
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Total
Open

Chromatin
17-Cons Track First Exon Near A-TSS

CCGIs 12445 2734(0.21) 11041(0.88) 5539(0.44) 7248(0.58)
CCGIs \
GFCGIs

3000 189(0.06) 2687(0.89) 433(0.14) 1248(0.41)

CCGIs \
HMMCGIs

802 25 (0.03) 706 (0.87) 82 (0.10) 286 (0.35)

Table 2.2: Overlap of CCGI sets with different functional regions. The proportion for each com-
putation is in parentheses. “Open Chromatin” - The same regions used in section 2.3.1. “17-Cons
Track” - Regions of the UCSC 17-way Conservation track. “First Exon” - First exons of RefSeq
genes. “Near A-TSS” - Regions of ±500 bps from alternative transcription start sites [168].

Total H1 (r1) H1 (r2) IMR90 (r1) IMR90 (r2)
CCGIs 12445 0.075 (73/961) 0.108 (439/4047) 0.168 (663/3912) 0.164 (565/3429)

GFCGIs in
exons

1143 0.053 (14/262) 0.052 (43/817) 0.072 (60/826) 0.065 (48/737)

HMMCGIs in
exons

3617 0.029 (26/895) 0.023 (55/2312) 0.039 (86/2177) 0.037 (77/2066)

Table 2.3: Proportion of islands completely within exons determined as unmethylated from the
data in [94]. The absolute counts in parentheses are the number of unmethylated islands over the
total number of islands for which there was sufficient data do determine the methylation state.
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In a comparison to the GFCGIs, we found 3,000 CCGIs that did not overlap any GFCGI. In
contrast, of the 1,143 CGIs that were completely within some exon (and therefore could have been
detected by our algorithm) only 34 did not overlap a CCGI. Although many of our CCGIs are
located in the first exon of genes (44%), of the set not overlapping GFCGIs we found only 14% in
first exons. This suggests that the GFCGIs are missing coding CpG islands in exons not located
adjacent to large CpG islands in promoters. To better understand why the GFCGIs were missing
in many exons, we examined the properties of the CCGIs that they did not overlap. We found
that these CCGIs were mostly shorter than the 200bp cutoff for GFCGIs (2,689 out of the 3,000).
Moreover, the constant threshold for accepting an island as a GFCGI (#CpG observed / expected
> 0.6) implicitly leads to more stringent requirements for longer regions to be declared islands,
and can lead to a higher rate of false-negatives for the longer lengths than for the shorter lengths
(for example, an island of length 1,500 bps with #CpG observed / expected ratio of 0.5 is much
more likely to be an unmethylated island than a 200 bps island with the same ratio, but the constant
threshold does not account for this). To verify this, we calculated the correlation between the log
of the p-values of GFCGIs and their length, and found it to be −0.78 (with a fitted line of slope
−5.164).

The CCGIs we found not overlapping GFCGIs did mostly overlap HMMCGIs. In fact, of
our 12,445 CCGI predictions, only 802 did not overlap HMMCGIs. However the comprehensive
coverage of HMMCGIs comes at a price of specificity. We examined the set of 1,636 HMMCGIs
that are completely within some exon (and therefore could have been predicted by our method)
but do not overlap with a CCGI, and found that their average p-value was 0.105. This surprisingly
large number suggests that many of these islands are being predicted on the basis of an incorrect
null model.

Differential Methylation. In order to further investigate the characteristics of the CCGIs we
used the dataset from [94], in which methylation was measured for two different cell types - H1
(human embryonic stem cells) and IMR90 (fetal lung fibroblasts). We computed a methylation
score for each CCGI and determined unmethylated CCGIs in the same manner as described in
section 2.3.1. In all experiments (two replicated for each cell type) the large majority of the CCGIs
was found to be methylated (Table 2.3). To validate that this is a general phenomenon for CpG
islands inside exons we examined the GFCGIs and HMMCGIs that were completely within exons
and found that the large majority of those CpG islands were methylated (Table 2.3). This supports
the hypothesis that CpG islands present within exons play an important role in tissue specific reg-
ulatory mechanisms. Interestingly, in all island sets tested, the percentage of unmethylated CpG
islands in IMR90 was consistently larger than the percent of unmethylated CpG islands in H1 cells,
suggesting that in the stages after differentiation the intragenic CpG islands have a greater regu-
latory role. We compared the methylation status from the two different cell types (using replicate
2 of H1 and replicate 1 from IMR90 since they produced data for a larger number of islands) and
found that of the 2,956 CCGIs for which there was sufficient data in both experiments, 249 islands
were unmethylated in both samples and 103 were differentially methylated (38 were unmethylated
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Figure 2.4: UCSC genome browser screen shots. (A) A HOX gene cluster showing our CCGI pre-
dictions. (B) A differentially methylated CCGI on an alternatively spliced exon was not detected
as a GFCGI or a HMMCGI. Histone marks associated with promoters and enhances (bottom track)
are seen mostly in the NHLF cells (seen in pink, normal human lung fibroblasts). This aligns well
with the CCGI being unmethylated in IMR90 cells and methylated in H1 cells.

in H1 and 65 were unmethylated in IMR90). Figure 2.4.b presents an interesting example of such
a CCGI which was not detected as a GFCGI or an HMMCGI.

2.4 Conclusions
We have presented a novel method for annotating CpG islands in coding regions. Our method is
based on a simple, statistically natural, criterion: the statistical significance of the CpG content of
a genomic region. Based on this idea, we have developed an algorithm which provably optimizes
a biologically motivated criterion for selecting islands while controlling the false discovery rate.

We found that we can reduce the number of false positives in existing annotations while discov-
ering previously undetected coding CpG islands which are likely to contain unmethylated CpGs.
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Chapter 3

Bayesian networks for methyl-Seq analysis

3.1 Introduction
New methods that use high-throughput sequencing to assay epigenetic modifications at whole
genome scale reveal insights into cell differentiation, development and gene expression regula-
tion [5; 18; 10; 25; 42; 71; 76; 94; 103; 117; 119; 130; 156; 172; 174; 180]. Moreover, in-
corporation of genome-scale epigenetic data into case-control studies is now becoming feasible,
and has the potential to be a powerful tool in the study of disease [132; 165]. Recent evidence
has suggested that epigenetic variation is heritable, and may underlie phenotypic variation in hu-
mans [97; 99; 106]. Such comparative studies rely both on the ability to obtain genome-scale
epigenomic information cheaply and efficiently, and on the availability of methods for analysis of
the data produced.

High-throughput sequencing technologies have catalyzed the development of new methods
for measuring DNA methylation, enabling the study of this phenomenon on genome-wide scale.
These methods can be broadly classified as methyltyping versus methylome sequencing, in anal-
ogy with genotyping versus genome sequencing for DNA (see section 1.4.1 for further discussion).
Methyltyping technologies allow for the assessment of genome-scale methylation patterns, while
emphasizing low cost at the expense of high resolution. In contrast, whole-genome bisulfite se-
quencing offers the ability to measure absolute levels of DNA methylation at single-nucleotide
resolution [34; 93; 94], but it is expensive because it requires sequencing of whole genomes. A
recent analysis (Table 2 in [84]) suggested that methyl-Seq is the method with the most favorable
profile of pros and cons, with respect to the measures chosen for comparison.

methyl-Seq is a convenient methyltyping strategy because it is cost-effective, requires only
small amounts of material, and avoids bisulfite conversion. However, although the experiment
is relatively simple, interpretation of the sequencing data is confounded by the dependence of
read depth at a given site on the methylation status of neighboring sites. This has limited the
use of methyl-Seq and previous studies either pointed out the need for a method of site-specific
normalization [25], or attempted to deal with the bias by removing problematic sites from the
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analysis [5] (resulting in the loss from the analysis of more than 19% of the potentially informative
sites in CpG islands, see Methods).

In order to make effective use of methyl-Seq for genome-scale methyltyping we designed a
Bayesian network that models the process by which the reads are generated from the experiment,
incorporating biases inherent in methyl-Seq experiments. We could then make use of this model to
infer the methylation states at individual CpG sites. We have implemented this method in a freely
available software package, called MetMap. An additional important feature of MetMap is the
annotation of strongly unmethylated islands (SUMIs) which, as opposed to the current definition
of CpG islands, incorporate information from both a reference sequence and genome-scale methy-
lation data. We have validated MetMap’s site-specific analysis, as well as its unmethylated-island
annotation, with bisulfite sequencing of specific regions.

We demonstrate the use of methyl-Seq with MetMap by methyltyping neutrophils from four
male human individuals, and annotating their unmethylated islands. We show that the picture re-
vealed by such analysis is sufficient to survey methylation states across the genome. Such analysis
gives significant insight into the methylome of each specimen, inside and outside of CpG islands,
at site specific resolution. MetMap identifies numerous unmethylated regions, of varying lengths,
which have not previously been annotated as CpG islands and are associated with other features
indicative of transcriptional function. We conclude that our approach leverages the cost-efficiency
and practical ease of methyl-Seq to produce informative genome-scale methylation annotations
(methyltypes) that are suitable for both region- and site-specific comparative studies.

This chapter is organized as follows. We begin by examining the methyl-Seq method in detail
in section 3.2, focusing on significant biases that are specific to the method. In Section 3.3 we in-
troduce a Bayesian network for the analysis of methyl-Seq data. A recurring theme is the interplay
between the model used to glean information from the technology, and the view of methylation
that drives the model specification. In section 3.4 we describe the implementation of our model in
a the MetMap software package and in section 3.5 we describe the validation of MetMap’s proce-
dure, using the methyltypes of neutrophils from four human individuals. In section 3.6 we discuss
the contributions of our introduced procedure and the implications of the novel findings presented
of methylation states in the human neutrophil, and in section 3.7 we give further details of the
methods used throughout this chapter.

3.2 The methyl-Seq method
In this section we describe the methyl-Seq experiment and the experimental bias it introduces. An
outline of the methyl-Seq experiment is given in figure 3.1. In this experiment, the genomic DNA
is digested with a methylation-sensitive restriction enzyme, in our case HpaII. HpaII digests at
CCGG sites in which the second cytosine is unmethylated. This step obtains a digest of DNA
fragments such that at all of the fragment ends there is an unmethylated HpaII site1 and all HpaII

1We use HpaII site and CCGG site interchangeably throughout this thesis.
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Figure 3.1: An outline of a methyl-Seq experiment. Genomic DNA is digested with HpaII, a
methylation-sensitive restriction enzyme. Unmethylated HpaII sites (in blue) are digested and thus
found at the ends of restriction fragments, while methylated HpaII sites (in red) are not digested.
Restriction fragments are size-selected according to the Illumina protocol; fragments that are either
too long or too short are removed. Fragments that pass the size-selection are sequenced, producing
paired-end reads from each fragment. Finally, the reads are aligned against the reference genome
by a software of choice.

sites within a fragment (not including the ends) are methylated (assuming complete digestion).
Then, the fragments are size-selected using a run on an agarose gel, where the common length
accepted is between 50 and 300 bps. This size selection is important to achieve good sequencing
throughput when using Illumina machines. A library is constructed from the fragments that pass
the size selection step and, followed by a PCR amplification step, the ends of the fragments are
sequenced. The paired sequenced reads are then mapped to a reference genome using an aligner
such as Bowtie [85]. The library constructed in this experiment can be either paired- or single-
end. Notice that when constructing a paired-end library the sequencing experiment returns pairs
of sequences, where each pair is the product of sequencing the ends of one fragment. Using this
protocol one can conclude which fragments of DNA where present in the digest. Throughout this
chapter we will assume the construction of a paired-end library, and will describe how we deal
with single-end sequencing in section 3.4.

After the digestion step has completed, all unmethylated HpaII sites are present at the ends
of digested fragments (Figure 3.1), but the size selection step required by the sequencing protocol
limits sequencing to fragments of a narrow size range. This results in many cases in which one
cannot determine the extent to which a site is methylated based on its read counts alone. Figure 3.2
shows three different scenarios of epialleles, and the fragments generated by them that pass the size
selection step and are sequenced. When determining the methylation state of the highlighted site,
cases (2) and (3) are indistinguishable if one considers only sequenced fragments originating at that
site: in both cases, there are no fragments sequenced that have the highlighted site at either end.
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Figure 3.2: In many cases the methylation state of a site cannot be determined from the extent
to which it was present at the end of sequenced fragments, but can be determined by integrating
sequencing data from its neighborhood.

However, in case (2) we see that the sites on both sides of the highlighted site are unmethylated,
and therefore if the highlighted site was methylated we would have sequenced a fragment of length
60 bps in which it was in the middle (as sequenced in case (3)). Since such a fragment was not
sequenced, we can conclude that the site is unmethylated. In case (3), since the highlighted site was
present in the interior of a fragment, we can conclude that it was methylated. While the examples
in this figure assume binary methylation states, when relating to a population of cells, methylation
states are assumed to be continuous variables, because the methylation states can be heterogeneous
even within a population of a single cell type [5; 180]. It can easily be seen that the examples above
can be generalized to the case of continuous variables, where one cannot determine the extent to
which a site is methylated in a sample given the read counts at that site alone, but can do so when
making use of the fragments generated from the site’s neighborhood.

3.3 A Bayesian network for site-specific inference
We have seen in the previous section that while methyl-Seq is a favorable method for methyltyping
due to its cost-effectivness and simplicity, the bias present in the method needs to be corrected for.
We recall that the main bias present is due to the non-random digestion that is followed by a
size selection step. When performing a methyl-Seq experiment, we would like to gain knowledge
of the extent to which each HpaII site is methylated. More precisely, we would like to know
for each HpaII site the proportion of cells in the digest that were methylated at that site. What we
observe however is the number of times each fragment was sequenced in the experiment. Using our
knowledge of the experimental procedure, we take a generative approach to model the procedure
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by which the methylation states of the HpaII sites impact the number of times each fragment is
sequenced. On the basis of this generative model we can infer the expected methylation states of
the HpaII sites, given the observed fragment counts.

In this section we discuss how the methyl-Seq experiment can be modeled as a Bayesian net-
work, and how that Bayesian network can be used to infer the methylation states of the HpaII sites
given the fragment counts. We begin by introducing a generative model for our data. We continue
by describing a Bayesian network that models bias in the methyl-Seq setting; we explain how prior
knowledge of the behavior of DNA methylation in mammals can be incorporated into the model
through the addition of random variables and dependencies. We then explain how the parameters
of such a model can be learned using the expectation maximization (EM) algorithm and describe
how the learned parameters together with the observed fragment counts can be used to infer the
methylation states of individual HpaII sites.

3.3.1 Notation
In this chapter we will denote random variables by uppercase letters, and a specific assignment
to a random variable by the corresponding lowercase letter. For example, three coin tosses can be
modeled by the random variables X1,X2 and X3 for the first, second and third toss, respectively, and
an assignment to X1 is denoted by x1. We will denote sets of random variables by bold uppercase
letters, and an assignment to the set of random variables by the corresponding bold lowercase
letter. For example, we would denote by X the three random variables X1,X2 and X3, and by x an
assignment to all three variables.

3.3.2 A generative model
In this section we describe a generative model for the methyl-Seq experiment. Given a reference
genome, let F be the set of genomic sequences that have a HpaII site at each end. Notice that
these regions may also have HpaII sites within them. We note that although theoretically F is the
set of fragments that may be present in the digest of a methyl-Seq experiment, some fragments
have probability of being sequenced which is essentially zero, like fragments spanning whole
chromosomes, but we disregard that now to ease notation. For every HpaII site we assign a random
variable {Yi}i=1,...,N ∈ [0,1], where N is the number of HpaII sites in the reference genome. Yi
represents the proportion of cells from the digest in which site i was methylated.

In our generative model, we assume that at each step a cell is drawn at random, and the methy-
lation state of each HpaII site is determined as 1 (methylated) or 0 (unmethylated) using Bernoulli
draws with probability yi (in the case of diploid genomes this sampling is done twice, once for
each of the chromosomes). The methylation assignment to all HpaII sites of the chromosome
determines what fragments will be generated from this cell. Let {Zi}i=1,...,|F | ∈ [0,1] be random
variables for the proportion of instances from which fragment fi was generated. In other words,
let {Zi}i=1,...,|F | be random variables for the proportion of times that the methylation configu-
ration of the HpaII sites of a chromosome generated fragment fi. In this generative approach,
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Figure 3.3: A Bayesian network representation for the generative model. Variables that are ob-
served in the methyl-Seq experiment are filled in grey.

zi ∼N (µi,
µi(1−µi)

wq ) where µi = (1− ys)(1− ye)Πym and ys and ye are the sites on the upstream
and downstream boundaries of fragment fi, ym are the sites between ys and ye, q is the number of
cells in the digest and w is the number of chromosome copies in each cell (for human w = 2)2.

Let {Xi}i=1,...,|F | be random variables for the number of times fragment fi was sequenced (the
number of paired-end reads that were sequenced from fragment fi). In our generative model Xi fol-
lows a Poisson process in which the expected number of reads to be sequenced is λi = ziθli , where
θli is a factor determined by the length of the fragment, and depends on the specific experiment
technicalities, such as the total amount of sequencing in the experiment. We condition Xi on the
length of fi since the size selection step in the experiment is not precise, and moreover, fragments
of different lengths have different probabilities of being sequenced, due to technicalities of the
sequencing machinery. Figure 3.3 shows the dependencies of our generative model in a graphical
model representation.

We have made a few simplifying assumptions in this generative model that greatly simplify
the dependencies among variables and result in a tractable model that is convenient to work with
for inference purposes. The first simplifying assumption we make is that the methylation states
of neighboring HpaII sites are independent. Second, unlike many generative models of RNA-
Seq [118], in this model we assume Xi, the number of times fragment fi is sequenced, depends on

2The number of occurrences of fragment fi in the solution follows a Binomial distribution B(wq,µi), for which
N (wqµi,wqµi(1−µi)) is a good approximation. Therefore, the proportion of samples from which fi was generated
can be approximated by the distribution N (µi,

µi(1−µi)
wq ).
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the proportion of cells from which fi was generated (Zi), but not on the relative proportion to which
fi is present in the digest ( zi

∑
|F |
j=1 z j

). We allow ourselves to make this assumption in the methyl-Seq

case because, unlike RNA-Seq, the contribution of each fragment to the digest is bounded by the
number of cells (each cell can contribute at most w · fi fragments), making the differences between
fragment-frequencies much smaller than in RNA-Seq experiments. This, together with the fact that
in methyl-Seq the number of possible fragments (contributors) is much larger than the number of
transcripts in RNA-Seq experiments, brought us to relax the dependency on the relative proportion
of fi in the solution.

3.3.3 Genomic structure as a prior on methylation status
In the generative model described in the previous section we did not assume any prior knowledge
about distribution of the methylation states at different HpaII sites. However, it is well known that
one can make use of the genomic sequence to gain some information regarding the probability that
a specific HpaII site is methylated. This is because in vertebrates unmethylated sites tend to cluster
together, and CpG sites that are constitutively unmethylated are more conserved than other CpG
sites. This results in regions that tend to be unmethylated being CpG rich compared to regions
that tend to be methylated. There are several methods to annotate such CpG-rich regions, based on
genomic sequences, in an effort to find regions that have interesting DNA methylation behavior.
Such regions are called “CpG islands” (see chapter 2 for a detailed discussion).

The precise definition of CpG island regions and their methylation states is a challenging task
that has been the subject of much research throughout the years [13; 50; 53; 68; 149; 156; 157; 160;
175], including chapter 2 of this thesis. This is not surprising if we recall that DNA methylation
states are more dynamic than the DNA sequence. For example, DNA methylation states may be
different across the different tissues of an individual [71; 156]. Thus, a purely sequence based
definition of a “CpG island” is problematic. Nonetheless, in the case of experimental annotation
of unmethylated sites, clusters of CpGs provide evidence against methylation that should ideally
be incorporated into our model.

We therefore add a hidden random variable for each HpaII site, {Wi}i=1,...,N ∈{1,0}, indicating
whether the ith HpaII site is in an unmethylated cluster or not. We note that in our setting we
assume that there are unmethylated clusters in the experiment, and the W variables denote the
presence of a HpaII site in such a cluster. Different methyl-Seq experiments, on different tissues
for example, may have a different set of unmethylated clusters. In addition, we add for each HpaII
site two observed variables, denoted by C and D. {Ci}i=1,...,N ∈ {1, . . . ,cmax} indicates the number
of CpG sites between the (i−1)th HpaII site and the ith HpaII site (any CpGs that are not part of a
CCGG site). {Di}i=1,...,N ∈ {1, . . . ,dmax}, indicates the distance in bps between the (i−1)th HpaII
site and the ith HpaII site. A graphical model representation of the model augmented with these
additions can be seen in Fig. 3.4.
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X

L

C - number of CpG sites between previous site and current site
D - distance in bps between previous site and current site
W  - presence in an unmethylated island
Y - proportion of cells methylated at location
Z - proportion of cells generating fragment 
L - length of fragment
X - number of times fragment was sequenced

Z
Fragment 
Variables

Genomic 
Variables

θL

Y

D

C

θW |W−1,C,D

W
θY |W

Figure 3.4: A Bayesian network representation for our generative model incorporating genomic
structure. Variables that are observed in the methyl-Seq experiment are filled in grey.

3.3.4 Parameter learning and inference of posterior probabilities
Now that we have a model in place, recall that our objective is to infer the posterior probability for
each Yi, given the observed variables. In this section we will describe how we can use learning and
inference algorithms to attain estimates of the hidden Y and W variables given the experimental
results. For this purpose we will make a few simplifying changes to our model: we discretize the
Y variables such that {Yi}i=1,...,N ∈ {0.1,0.3,0.5,0.7,0.9} and we assume that the Z variables are
determined deterministically by the Y variables, such that zi = µi.
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To summarize, the list of variables, parameters and dependencies in our model is as follows:

Variables:

W1, . . . ,WN ∈ {1,0}: indicates for HpaII site i whether it is present in an unmethylated
cluster (1) or not (0).

Y1, . . . ,YN ∈ {0.1,0.3,0.5,0.7,0.9}: for each HpaII site, the proportion of cells in the
digest that are methylated.

Z1, . . . ,Z|F | ∈ [0,1]: the proportion of cells from which fragment fi was generated.

L1, . . . ,L|F | ∈ {1, . . . , lmax}: the length in bps of fragment fi.

X1, . . . ,X|F | ∈ {1, . . . ,xmax}: the number of times fragment fi was sequenced.

C1, . . . ,CN ∈ {1, . . .cmax}: the number of CpG sites between the previous and current
HpaII sites.

D1, . . . ,DN ∈ {1, . . . ,dmax}: the distance between the previous and current HpaII sites.

Parameters:

θL = (θ1−20,θ21−40, . . . ,θ381−400,θ≥400).

θY |W = {θy0|w0, . . . ,θy4|w0,θy0|w1, . . . ,θy4|w1},
where 0≤ θyi|w j ≤ 1, ∑i θyi|w0 = 1 and ∑i θyi|w1 = 1.

θW |W−1,C,D = {θwa|wb
−1,c(lC ,hC),d(lD,hD)

} where

a,b ∈ {0,1},
(lC,hC) ∈ {(0,2), ..,(2k−1 +1,2k), ..,(513,1024),(≥ 1025)},
(lD,hD) ∈ {(0,5), ..,(5 ·2k−1 +1,5 ·2k), ..,(1280,2560),(≥ 2561)},
and w−1 denotes the states of the W variable that is the parent of the W variable at hand.
For all indexes, 0≤ θwa|wb

−1,c(lC ,hC),d(lD,hD),
≤ 1, and

∑t={0,1}θwt |wb
−1,c(lC ,hC),d(lD,hD)

= 1.

Dependency functions:

zi = (1−ysi)(1−yei)Π
ei−1
j=si+1y j, where si and ei are the indexes of the locations at which

fi begins and ends.

P(xi|zi, li) =
λ xi exp{−λ}

xi!
, where λ = zi f (li), and f : {1, . . . , lmax}→ θL is a function that

takes in li and returns θs−e such that s≤ li ≤ e.

The rest of the dependency functions are fully described by the model parameters.

In practice, fragments that are very short or very long relative to the boundaries of the size
selection step have probability zero of being observed, and we can omit the corresponding vari-
ables from the model. This significantly reduces the number of variables, and the complexity of
parameter learning and inference procedures.
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Although we listed {Zi}i=1,...,|F | ∈ [0,1] for convenience, we note that when the Y variables are
discrete, so are the Z variables. The number of values a specific Zi can take is directly dependent
on the number of HpaII sites that are on the fragment Zi represents. Due to the relatively small
size-selection bounds (50-300 bps) and the HpaII restriction site being of length four (CCGG), the
majority of Z variables are directly dependent on a small number of Y variables. This is important
for practical reasons, because when conducting the inference step in the EM approach (see below),
the Bayesian network is moralized3, and the running time of the procedure is exponential in the
size of the largest clique in the moralized graph. To avoid our moralized graph from encompassing
large cliques we determine a priori a maximal number of parents we allow for any Zi variable.
Variables with more parents than allowed are not incorporated into the model. While this results
in ignoring data from fragments that encompass too many HpaII sites, it has a crucial impact on
lowering the computational complexity of the inference procedure.

The direct output of a paired-end experiment is a list of paired sequenced reads. Each such
pair is mapped to a reference genome to determine which genomic fragment it originated from
(see section 3.2). In practice, some of the pairs cannot be mapped uniquely to one fragment of
the genome. To resolve this, one may add another layer to the model, taking into account the
uncertainty regarding which fragment the reads originated from. However a simpler approach is to
disregard from the model fragments that can generate pairs of reads that do not uniquely map.

In the same manner that we have a variable determining the length of each fragment, we can
consider additional variables for characteristics that affect the extent of sequencing (such as GC
content [7; 38]). However one must take into account that in the current setting this will result in
an exponential growth in the number of parameters.

We would like to compute for each Yi and Wi the posterior distribution given the observed data.
Given some parameter assignment, we can compute these posterior probabilities using the junction
tree algorithm [82]. This computation however requires a parameter assignment, which we do not
know. On the other hand, if we were to observe a full assignment of all variables in the Bayesian
network (including Y, Z and W), let such a dataset be D , we could learn a set of parameters for
our model using the maximum likelihood approach. This is a good setting to use the expectation
maximization (EM) algorithm [37], which returns a parameter assignment for models with hidden
variables, given the observed data. In the interest of clarity, we will first describe the application
of the EM algorithm to the simplified model (Figure 3.3) and then describe the application to the
full model (Figure 3.4).

3In the moralization step edges are added between all parents of each node, forming cliques, and all edges of the
graph are changed to be non-directed. For further information on moralization and its importance for exact inference
procedures see [82].
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The EM algorithm

From the Bayesian network structure of the generative model (Figure 3.3) we can construct the
likelihood function:

L(θL : D) =
[
Π

N
j=1P(y j)

]
·
[
Π
|F |
i=1P(li)P(zi|y)P(xi|zi, li)

]

∝ Π
|F |
i=1

(zi f (li))xi

xi!
e−zi f (li),

assuming a uniform prior over Y and L and that the probability of D is not zero (that all zi assign-
ments are as expected given the yi assignments). f (li) is as defined in the “Dependency function”
annotation. The log-likelihood is therefore:

`(θL : D) =
L

∑
j=1

[
|F |

∑
i=1

(xi logθL( j)− ziθL( j)) 1{ f (li) = θL( j)}

]
+C,

where θL( j) is the jth element of θL and C is the part of the equation with elements that do not
include instances from θL. We would like to find θL which maximizes the likelihood function.
Each θL( j) can be optimized separately, and by differentiating the log-likelihood, setting to zero
and solving for θL( j) we get the maximum likelihood parameters :

θ̂L( j) =
∑xi 1{ f (li) = θL( j)}
∑zi 1{ f (li) = θL( j)}

.

Given an initial assignment of (arbitrary) parameters, the EM algorithm computes the expected
values of the numerator and denominator used for the maximum likelihood parameter estimation.
It then updates the parameters of the model using the expected values computed. The algorithm is
guaranteed to converge to a stationary point of the log-likelihood function, because the likelihood
increases with every iteration [37].

We start with some (possibly random) parameter assignment, θ 1
L , and iterate between the fol-

lowing two steps:

Expectation (E-step). In this step the algorithm uses the parameters from the last M-step, θ t
L, to

compute the expected values for the sufficient statistics used in the maximum likelihood parameter
estimation. The expected values are computed for sufficient statistics that incorporate “hidden”
(unobserved) variables of the model. The expected sufficient statistic that needs to be computed
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for θL( j) is

EZ|X ,L,θ t
L
[∑

i
zi 1{ f (li) = θL( j)}] = ∑

i
EZ|X ,L,θ t

L
[zi 1{ f (li) = θL( j)}]

= ∑
i

ziP(zi|X,L,θL) 1{ f (li) = θL( j)},

and can be computed from the posterior distributions obtained by the junction-tree algorithm on
the moralized graph.

Maximization (M-step). In this step we use the expected sufficient statistics from the E-step to
preform the maximum likelihood estimation:

θ
t+1
L( j) =

∑xi 1{ f (li) = θL( j)}
EZ|X ,θ t

L
[∑zi 1{ f (li) = θL( j)}]}

.

The algorithm iterates between the E-step and the M-step until the increase in the likelihood
function is smaller than a given threshold. After the algorithm has converged at θ

f
L , we can compute

for each Yi its posterior distribution using a final run of the junction tree algorithm.

The EM algorithm applied to the full model

In order to make inferences from the full model several additional parameters need to be esti-
mated. Assuming we have a fully observed dataset, we can use the likelihood function to derive
the maximum likelihood estimators for our model parameters:

θ̂L(i) =
∑xi 1{ f (li) = θL( j)}
∑zi 1{ f (li) = θL( j)}

,

θ̂ya|wb =
∑i 1{yi = ya,wi = wb}

∑i 1{wi = wb}
,

and

θ̂wa|wb
−1,clC ,hC ,dlD,hD

=
∑i 1{wi = wa,wi−1 = wb

−1, f1(ci) = c(lC,hC), f2(di) = d(lD,hD)}
∑i 1{wi−1 = wb

−1, f1(ci) = c(lC,hC), f2(di) = d(lD,hD)}
,

where f1 : {1, . . .cmax}→ (lC,hC) takes in ci and returns a pair, (lC,hC), such that lC ≤ ci ≤ hC, and
f2 : {1, . . . ,dmax}→ (lD,hD) takes in di and returns a pair, (lD,hD), such that lD ≤ di ≤ hD.
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As before, we start with some (possibly random) assignment of the parameters, and iterate be-
tween the following two steps until we determine convergence. For convenience, we denote by θ

the complete parameter set for our model.

E-step. In this step the algorithm uses the parameters from the last M-step, θ t , to compute expected
sufficient statistics. For θL(i) this is done as previously described. Let O = (X,L,C,D) be the set
of observed variables, and H = (W,Y,Z) be the set of hidden variables. Using the junction-tree
algorithm on the moralized graph, we can compute the probability of any assignment to some
variable, Q, and its parents, U, given the observed data and θ t . In other words, after a run of the
junction-tree algorithm, we know P(q,u|O,θ t) for every assignment of Q and U, (q,u). We can
then compute the needed expected sufficient statistics. For the enumerator and denominator of
θya|wb we compute

EH|O,θ t [∑
i

1{yi = ya,wi = wb}]

= ∑
i

EH|O,θ t [ 1{yi = ya,wi = wb}]

= ∑
i

P(yi = ya,wi = wb|O,θ t)

and
EH|O,θ t [∑

i
1{wi = wb}] = ∑

i
P(wi = wb|O,θ t).

For θwa|wb
−1,c(lC ,hC),d(lD,hD)

we compute

EH|O,θ t [∑
i

1{wi = wa,wi−1 = wb
−1, f1(ci) = c(lC,hC), f2(di) = d(lD,hD)}]

= ∑
i

P(wi = wa,wi−1 = wb
−1, f1(ci) = c(lC,hC), f2(di) = d(lD,hD)|O,θ t)

and

EH|O,θ t [∑
i

1{wi−1 = wb
−1, f1(ci) = c(lC,hC), f2(di) = d(lD,hD)}]

= ∑
i

P(wi−1 = wb
−1, f1(ci) = c(lC,hC), f2(di) = d(lD,hD)|O,θ t).

We recall that the running time complexity of the junction-tree algorithm is exponential in the
size of the maximum sized clique of the moralized graph, and it is easy to see how the moralized
network can be chorded such that, aside from the cliques generated in the previous model, only
cliques of size three are introduced.
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M-step. In this step we generate an updated set of parameters, θ t+1, by using the expected suffi-
cient statistics computed in the E-step. The computation of θ

t+1
L remains the same as before, and

θ
t+1
ya|wb and θ

t+1
wa|wb

−1,dlD,hD ,clC ,hC
are updated as follows:

θ
t+1
ya|wb =

∑i P(yi = ya,wi = wb|O,θ t)

∑i P(wi = wb|O,θ t)
,

and

θ
t+1
wa|wb

−1,c(lC ,hC),d(lD,hD)

=
∑i P(wi = wa,wi−1 = wb

−1, f1(ci) = c(lC,hC), f2(di) = d(lD,hD)|O,θ t)

∑i P(wi−1 = wb
−1, f1(ci) = c(lC,hC), f2(di) = d(lD,hD)|O,θ t)

.

The algorithm iterates between the E-step and the M-step until the increase in the likelihood
function is smaller than a given threshold. After the algorithm has converged at θ f we can compute
the posterior distribution for each Yi by using a final run of the junction tree algorithm. We can
now also compute for every Wi the probability that the HpaII site at index i is in an unmethylated
cluster. We elaborate on this in the next section.

3.4 The MetMap package for methyl-Seq analysis
In the previous section we described a Bayesian network for the correction of bias introduced in
the methyl-Seq experiment. We have implemented such a model in a free, open source software
package called MetMap, available at:
http://www.cs.berkeley.edu/˜meromit/MetMap.html .
In this section we describe several aspects of the MetMap implementation, and in the next section
we present a study of the methyltypes of neutrophils from four human individuals that was used to
validate MetMap’s performance. Further details of our implementation of MetMap can be found
at [148].

Unmethylated Clusters
Unmethylated sites of vertebrate genomes tend to cluster together, and it is therefore of interest to
annotate the location and methylation states of such clusters.

Chapter 2 discussed the possibility of using the genome sequence to predict the whereabouts
of such clusters, termed CpG islands. In short, due to a high mutation rate of methylated CpG
sites into CpA or TpG sites, one can annotate regions that are constitutively unmethylated in the
germline, or that are under selection, by finding segments of the genome that are rich in CpG
sites. Chapter 2 discusses methods for the annotation of CpG islands from genomic sequences
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and highlights some of the challenges encountered in the process. The ability to make use of
the link between mutation rates and methylation status to annotate potential unmethylated clusters
is extremely powerful, but in presence of genome-wide methylation data there are several clear
benefits to making use of it in the annotation process of unmethylated clusters. For example, while
the genome sequence is uniform across tissues it has been shown that methylation states vary [71].
Given genome-wide methylation data we would like to know the actual methylation rates at regions
that are suspected (due to their sequence) of being unmethylated. In addition, methylation data
should enable finding regions that are unmethylated in the sample tested but do not have a strong
genomic signature indicating this, and are therefore not annotated as CpG islands.

An important feature of MetMap is the annotation of unmethylated islands (called SUMIs -
Strongly UnMethylated Islands) that are specific to the experiment at hand. MetMap specifies the
coordinates of these islands and outputs for each island its mean methylation score. The SUMI
regions annotated by MetMap are the union of two sets of regions. The first set consists of contin-
uous regions in which each of the W variables received a probability of being in an unmethylated
island that was larger than 0.1 and in which the methyl-Seq data directly supports the presence of
at least two fragments. This set includes regions with relatively weak direct experimental evidence
but with strong sequence evidence for being unmethylated. The second set was generated by set-
ting a 600bp interval around each HpaII site for which the probability of being unmethylated was
higher than the prior probability of being unmethylated outside of an unmethylated-island (0.1663)
and for which the posterior probability of being in an unmethylated island was smaller than 0.1.
All overlapping windows are concatenated and the regions selected are those in which at least
30% of the HpaII sites had a probability of being unmethylated larger than the prior-set threshold
(0.1663) and in which the methyl-Seq data directly supports the presence of at least two fragments.
This set includes regions with weaker sequence support for hypomethylation, but with extensive
evidence that they are hypomethylated. Each SUMI receives a score, specifying the mean of the
MetMap unmethylation scores at all sites within the SUMI. SUMIs can be used as “comparative
units”, facilitating the comparison of datasets.

Sites in the scope of the experiment
It is important to restrict analysis only to sites for which the methyl-Seq experiment holds some
information regarding their methylation state. We reffer to such sites as being within the scope
of the methyl-Seq experiment. MetMap identifies these sites from the structure of the graphical
model.

A HpaII site is in the scope of an experiment if it lies on some fragment that has HpaII sites
at its ends, and is of length l such that lmin ≤ l ≤ lmax, where lmin and lmax are the minimal and
maximal fragment lengths for the methyl-Seq experiment. MetMap’s graphical model identifies
these sites; they are all HpaII site variables (Y variables) that have an edge to some fragment
variable (Z variable). We note that this condition does not require a site to be at an end of a
fragment that satisfies the length requirements; a site may be in the interior of such a fragment.
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Single end sequencing
When given a single-end dataset as input, MetMap performs a transformation to an approximated
paired-end dataset, and proceeds as if the initial data was paired-end. Conducting such a transfor-
mation is not trivial, since there is no bijection between single-end and paired-end datasets; one
single-end dataset can be explained by different paired-end datasets. Theoretically, this issue may
be addressed by having an inference procedure consider the different possible paired-end assign-
ments for the given single-end dataset; however in our case doing so would result in an infeasible
inference procedure due to the large sized cliques the single-end variables would introduce. We
therefore chose to use a different approach.

Given a single-end dataset, each HpaII has a read count in both the upstream and the down-
stream directions, indicating the number of reads generated from sequencing starting at that site
and proceeding to a specific direction. MetMap assumes that given a read count score at a site for
a specific direction, it is most probable that most of the score originated from the shortest fragment
for which there is an abundant signal at the corresponding site (the restriction site at the other end
of the fragment). MetMap first generates a cmax value from the single-end read counts. cmax is set
to be the value two standard deviations from the mean of the counts for sites within CpG islands
(the CpG island track selected for this purpose was from the UCSC browser track [78]), assuming
the read counts follow a poisson distribution. Dynamic scores are assigned to the different sites
and different directions (meaning each site has two dynamic scores), starting out with each dy-
namic score being min(ci,cmax), where ci is the raw read count. Then, the method goes through
the fragments of the genome from shortest to longest. When reaching a fragment, i, it is assigned a
score vi = min(db,de) where db and de are the dynamic signals of the sites at the beginning and end
of the fragment, in the corresponding directions. The method then updates each dynamic signal
by subtracting vi from it’s dynamic score. After all assignments are through the leftover dynamic
scores are distributed to the shortest fragment they are at an end of.

MetMap’s output
The MetMap software takes as input: (1) the mapped reads of a methyl-Seq experiment, (2) the
boundaries on the lengths of the fragments sequenced (determined by the size-selection step), and
(3) a reference genome. The reference genome specifies the structure of the graphical model, and
the methyl-Seq data is incorporated into this model by fixing the states of the appropriate variables.
After running the inference procedure MetMap determines the methylation state of each HapII site,
represented by Yi, to be E[Yi|D ], where D is the observed fragment counts. Then, unmethylated
islands (SUMIs) are determined.

MetMap outputs two files: (1) a list of the HpaII sites in the scope of the experiment with their
inferred unmethylated states (assigning 0 to sites that are completely methylated and 1 to sites that
are completely unmethylated), and (2) a list of SUMI regions with scores indicating the mean of
the methylation states.
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3.5 Evaluating MetMap’s performance: methyltyping the hu-
man neutrophil

We carried out methyl-Seq on specimens of a single homogeneous and uncultured cell type, the
neutrophil, from four male humans. HpaII fragments were size selected in the range 50-300bp and
sequenced on a first generation Illumina Genome Analyzer yielding 23,731,359 32bp reads. Al-
though longer reads are currently available, reads for our assay only need to be sufficiently long so
that they can be mapped correctly to the reference genome. The reads were aligned to the reference
human genome (hg18 [108]) with Bowtie [85] resulting in 18,218,420 alignments, and each of the
four samples was analyzed with MetMap.
To infer methylation states from read depths, we first segmented the genome into 6,000 non-
overlapping regions (of size 0.5Mbp) that could be analyzed separately. For each region, MetMap
returned methylation probabilities for those CCGG sites for which information on site-specific
methylation could be obtained from the methyl-Seq experiment, and annotated SUMIs. The CCGG
subset contained 59% of the CCGG sites (4.8% of all CpG sites) in the human genome. Of the
sites for which information could be obtained, 80% (1,035,243 sites) were outside CpG islands as
annotated in the UCSC Genome Browser [78], and 20% (257,540 sites) were inside, resulting in a
two-fold enrichment of the proportion of CCGG sites that are in such CpG islands.
To test whether MetMap was correcting bias in the raw counts, we directly determined the methy-
lation status of 22 regions in the human genome using bisulfite sequencing [32]. Each CpG in
the bisulfite experiment received a score from the set (0,0.25,0.5,0.75,1) based on the observed
proportion of alleles in which that site was unmethylated in a sample [87].
We correlated the bisulfite scores (taken as being the true methylation status) with the read counts
and with the MetMap predictions. Each of the 46 validated sites had three different scores for the
extent to which it was unmethylated: a bisulfite score, a read count score, and a MetMap score.
The Pearson correlation coefficient between the raw read counts and the bisulfite values was 0.67
while the Pearson correlation coefficient between the MetMap methylation score of those sites and
the bisulfite values was improved to 0.90.
As the bisulfite scores may be an imprecise measure of the true extent of methylation (Methods)
we tested the sensitivity of our results to the bisulfite scores. We “adjusted” bisulfite scores, as-
signing to each value of the two sets of scores, the read-count set and the MetMap predictions set,
a separate “adjusted” bisulfite value, that is within a predetermined range. The range available
for adjustment was determined by the initial bisulfite score. After this adjustment, the correlation
coefficient of the read counts with the bisulfite scores was 0.73 and the correlation coefficient of
the MetMap scores with the bisulfite scores was 0.95. While the correlation values increased as
expected, the difference between the performance of MetMap and that of read counts remains sim-
ilar. This indicates that the improvement in using MetMap instead of raw read counts was not due
to the procedure by which bisulfite scores were assigned.
Examples of MetMap’s ability to accurately detect partially and fully methylated sites are shown
in Appendix B. Both the extent and variability of methylation in a region are better predicted by
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MetMap than by the read counts.
In order to test MetMap’s sensitivity, we considered a region in which the read counts varied
considerably between two of the human samples, and observed that MetMap’s inferences for this
region are different for the two cases (Table 3.1). As an additional test, we artificially changed the
read-counts at region chr19:4494679-4494763 and evaluated MetMap’s inferences given the dif-
ferent input. The region was predicted by MetMap as unmethylated for the actual sample data, and
was validated using bisulfite sequencing. We artificially fixed that region to be methylated, chang-
ing the read counts accordingly (assigning all to 0). MetMap’s inferences indicated the region was
methylated, as can be seen in Table 3.2.

Sample 1 Sample 4

Coordinate Read Counts
MetMap

Score
Read Counts

MetMap
Score

chr16:66244444 5 0.069005 15 0.6234
chr16:66244465 2 0.128735 12 0.71821
chr16:66244537 1 0.21895 13 0.722445
chr16:66244541 2 0.24566 7 0.70159
chr16:66244599 5 0.592835 12 0.71721

Table 3.1: Different Read Counts in samples result in different MetMap predictions. The area of
chr16:66244444-66244599 (156 bps) has different read counts across the region for two of the
human samples. This difference is reflected in MetMap’s output for this region.

Coordinate
Unmethylated

(Original Input)
Methylated

(Simulated Input)
chr19:4494679 0.999315 0.10772
chr19:4494683 0.76112 0.108185
chr19:4494716 0.97853 0.130815
chr19:4494763 0.9005 0.10113

Table 3.2: MetMap scores for bisulfite validated region, for different read-count inputs.

We next explored site-specific variability of methylation estimates among the four individuals,
within the predicted SUMIs and outside of them. We noticed that methylation states tended to be
more conserved at sites outside of SUMIs than within them (Pearson correlation was 0.955 and
0.81 for sites outside and inside of unmethylated islands, respectively), a finding also consistent
with Bock et al. [18]. We note that similar read counts at orthologous restriction sites in two or
more samples indicate that their methylation status is similar; however determination of their true
extent of methylation requires a statistical method such as MetMap. Thus the degree of consistency
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observed among MetMap’s site-specific inferences for different samples is supported by the high
correlation of the corresponding raw read counts (e.g.: a correlation of 0.667 between sample 1
and sample 4).

Although the methylation status of individual sites within SUMIs was variable, the average
probability of methylation for the whole SUMI was consistent across individuals (Figure 3.5).
This observation suggests that the mean methylation state of a SUMI is more constrained than the
methylation states of the individual sites within it, and thus a change in mean SUMI methylation
is more likely to have functional consequences than a change at a specific site. Based on this, we
propose that the mean SUMI methylation status is the more informative parameter for comparative
or association studies.

Figure 3.5 illustrates the extent of consistency among samples, for sites inside SUMIs and for
the mean MetMap scores of SUMIs. In all site-specific comparisons some sites are determined as
fully unmethylated in one sample and unmethylated to some extent in the second sample. These
can be seen as lines from the top right corner towards the bottom right corner, and from the top
right corner towards the top left corner. These are sites that differ in methylation between the two
samples, and the plots show that when a site differs in its methylation state between two samples, in
the large majority of the cases the site is completely unmethylated in one of the two samples. At the
lower right and upper left corners of the plots there are concentrations of sites that are determined
to be highly, but not completely, unmethylated in one of the samples. We hypothesized that these
concentrations occur because in those sites the prior (which is based on the genomic region in
which the sites are located) has influenced the MetMap scores to be slightly lower than their true
biological states. We confirmed this hypothesis by considering the percentage of sites that were
in the UCSC CpG island set, and showing that the relevant corners of the plots are enriched for
sites that are outside of these islands (see Methods). These findings show that MetMap’s prior
distribution does have an effect on the method’s inferences, pulling scores down at times, but the
extent to which the current prior distribution has changed the inferences for these sites is not large,
and easily allows these sites to be detected as highly unmethylated.

MetMap identifies novel unmethylated islands associated with promoters and
open chromatin regions
We mapped the 20,986 SUMIs present in at least one of the four individuals, and examined their re-
lationship to purely sequence based definitions of CpG islands (Figure 3.6). Of the 20,986 SUMIs
present in at least one of the four individuals, 4,652 do not overlap UCSC CpG islands, and 7,055
do not overlap the “bona fide” islands [17] with an epigenetic score larger than 0.5 (as recom-
mended by Bock et al. [17], termed here BF islands). This result is consistent with the higher
specificity, but lower sensitivity, of BF compared to UCSC island prediction. Details regarding the
extent of overlap between SUMIs and the BF and UCSC islands can be seen in Table 3.3.

We compared the length distribution of our SUMIs with the length distributions of both the
UCSC and BF islands (Figure 3.6.B). SUMIs were similar to BF islands, but the length distribution



CHAPTER 3 53

Figure 3.5: The average probability of methylation at SUMIs is highly stable across individuals of
the same sex. All pairings among the four individuals tested are shown. On the left side of each
pair the correlations between the site specific MetMap scores are presented for sites within SUMIs.
On the right side of each pairing the correlations of the SUMI scores are presented.

All
Neutrophil

SUMIs

Overlapping
CGIs

Not
Overlapping

CGIs

Overlapping
BFIs

Not
Overlapping

BFIs

Not
Overlapping

CGIs or
BFIs

Sample 1 16,903 14,071 2,832 12,076 4,827 2,266
Sample 2 17,595 15,008 2,587 12,834 4,761 2,044
Sample 3 18,178 15,273 2,905 13,082 5,096 2,308
Sample 4 18,699 15,274 3,425 13,229 5,470 2,729

Union 20,985 16,334 4,651 13,931 7,054 3,797
Intersection 14,308 12,838 1,470 11,123 3,185 1,116

Table 3.3: Counts of the SUMIs annotated in the four human neutrophil samples. Union - The set
of regions annotated as a SUMI in at least one of the four individuals. Intersection - The set of
regions annotated as a SUMI in all four individuals. CGIs - UCSC CpG islands. BFIs - BF-islands.

of the UCSC CpG islands resembled a geometric distribution. The process by which UCSC CpG
islands are annotated will produce false positives that follow a geometric length distribution, with
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Figure 3.6: SUMIs in the neutrophil methylome. Genomewide SUMI predictions (a) reveal un-
methylated islands that are proximal to genes and that do not always correspond to sequence based
annotations of CpG islands shown in the tracks ‘BF islands’ and ‘CpG islands’ (e.g., the promoter
of LRG1 and in an intron of SH3GL1). (b) SUMI and BF island length distributions have a differ-
ent shape than the CpG island length distribution, suggesting numerous short false positives in the
latter. (c) Some novel SUMIs appear 5’ of alternative promoter sites.

the number of false positive CpG islands increasing as a function of decreasing length (Methods).
Since the length distributions of SUMIs and BF islands do not follow the same trend as the UCSC
CpG island distribution, it is probable that at the shorter lengths the majority of predicted UCSC
CpG islands are false positives. SUMIs did not overlap completely with BF islands: of the 21,626
BF islands, 13,899 were identified as SUMIs. BF islands are determined with a support vector
machine that uses epigenetic data from multiple sources to train its prediction model. In contrast,
MetMap’s SUMI predictions originate from an experimental signal for unmethylation in the cell
type analyzed. The probable explanation for the MetMap/BF discrepancy is that the two methods
have used epigenetic data from different tissues. More data from distinct cell types will shed light
on this issue.

We validated with direct bisulfite sequencing five regions that are annotated as part of both a
UCSC CpG island and a BF island, and did not overlap with SUMIs; we also sequenced three



CHAPTER 3 55

SUMIs
UCSC CpG

islands
BF islands Novel SUMIs

Open chromatin 70.0% 52.9% 65.3% 61.0%
Conservation 71.1% 68.5% 76.2% 49.6%
Gene regions 76.9% 77.7% 79.7% 59.9%
TSS regions 59.8% 52.2% 61.4% 22.0%

Table 3.4: Percentages of neutrophil SUMIs, UCSC islands and BF islands that overlap regions
associated with functionality. For details on how the functional regions were determined see [148].

regions in BF islands that did not overlap with SUMIs or with UCSC CpG islands. In all cases
those regions were validated as methylated in the neutrophil samples (see Appendix B). This is
consistent with the notion that while these islands might be unmethylated in other cell types, they
are methylated in the neutrophil. We analyzed four cases of SUMIs with scores higher than 0.5 that
overlapped UCSC CpG islands but not BF islands. In each SUMI a region was picked and bisulfite
sequenced. All four regions were determined as fully unmethylated (all CpG sites received a score
of 1).

3,797 SUMIs do not overlap with BF islands or CpG islands, revealing new regions that are
unmethylated in neutrophil cells. Of these novel SUMIs, 2,317 (61%) are within regions exper-
imentally determined by the ENCODE project as open chromatin (Methods), 1,882 (50%) are
within regions determined as conserved by the 17-way UCSC conservation track, 2,274 (60%) are
within 2Kbp of RefSeq genes, and 837 (22%) are within 2Kbp of the 5’ end these genes (Figure
3.6.C and Table 3.4).

Consistently with their similarity to conventional CpG islands, SUMIs are enriched near the
transcription start sites (TSSs) of RefSeq genes, with a preference for the downstream side (Fig-
ure 3.7.A). We observe the same property also when we consider novel SUMIs alone (Figure 3.7.B),
or when we consider only SUMIs that do not overlap BF islands (Figure 3.7.C) or UCSC CpG is-
lands (Fig 3.7.D). This indicates that the distribution of novel SUMIs around the TSSs does not
originate from a characteristic present in only one of these sets. We find that the proportion of
SUMIs that maps at a distance from TSSs is larger for novel SUMIs than for all SUMIs, but
that novel SUMIs have a degree of association with open chromatin similar to that observed for
all SUMIs (Table 3.4); this suggests that novel SUMIs may often represent distal regulatory se-
quences.
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Figure 3.7: Transcription start sites and their close surroundings are enriched with novel SUMIs.
The number of SUMIs that overlap each location within 5Kbp from RefSeq transcription start sites
is shown for (a) all neutrophil SUMIs (b) Novel SUMIs (SUMIs that do not overlap UCSC CpG
islands or BF islands) (c) SUMIs that do not overlap UCSC CpG islands (d) SUMIs that do not
overlap BF islands.

3.6 Discussion
The possibilities and potential of DNA methylation analysis with new sequencing technologies
have been described as a “revolution” [84]. The vast number of methods for methylation anal-
ysis, along with many papers describing exciting findings, support this statement. Methods that
rely on the construction of a sequencing library produced by methyl-sensitive enzymes, followed
by sequencing to measure methylation, are the practical approach for the analysis of large num-
bers of samples [84]. The efficient use of methyl-Seq data requires a computational method that
can infer true methylation states by considering biases inherent in the technical method. We have
developed a model based on a Bayesian network, implemented in the MetMap software, which
makes it possible to use methyl-Seq for genome-scale methyltyping. MetMap facilitates the rapid
calling of restriction-site-specific methylation, and of unmethylated regions, to produce methyla-
tion maps that are suitable for comparative analysis. Validation of MetMap calls with bisulfite
sequencing shows that it compensates for bias present in the MethylSeq data. MetMap can com-
bine experimental data and genome sequence to identify many unmethylated islands (SUMIs) that
were previously unannotated, suggesting that it can identify novel functional regions.

The annotation of experiment-specific strongly unmethylated islands (SUMIs) reconciles the
original definition of CpG islands, based on their sensitivity to methylation-sensitive restriction
enzymes [13] with the sequence based definitions now used. The definition of SUMIs is func-
tionally more exhaustive than the standard definition of CpG islands, since it couples sequence
clues to methylation (abundance of CpGs) with experimental measurements of methylation. In
our comparison of four humans, we noted that the average methylation states of SUMIs were more
conserved among individuals than the methylation states of sites within them, suggesting that aver-
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age methylation is more likely to be functionally important and so is a more informative parameter.
SUMIs lie proximal to genes (77% are within 2Kbp of genes; 60% are within 2Kbp of the 5’ end),
and are likely to be directly involved in regulation of gene expression.

Overall, we predicted 3,797 SUMIs that do not overlap UCSC CpG islands or BF islands. Their
sequence conservation and correlation with open chromatin suggests that they are functional, but
they are less frequently associated with transcription start sites than the general set of SUMIs. We
speculate that many novel SUMIs are enhancers. The discovery of these novel regions illustrates
the utility of using experimental data to annotate CpG islands.

The main bias we have addressed here results from the experiment of interest (methyl-Seq)
encompassing a non-random digestion of the genome followed by a size-selection step. Bayesian
networks are suitable for such a case because they can be used to model the dependencies between
neighboring sites. The model we have presented can be adjusted to account for similar biases in
several other methyltyping methods, including the use of several different methylation sensitive
restriction enzymes. It is also expected to prove useful in other high throughput sequencing ex-
periments that are prone to such biases, for example some of the recent protocols developed for
determining RNA secondary structure [166].

3.7 Methods

MethylSeq experiment
We obtained whole blood from four young adult male humans and obtained neutrophils by first
isolating peripheral blood mononuclear cells by Ficoll separation, then purifying neutrophils with
anti-CD16 antibodies conjugated to magnetic beads (Miltenyi); we verified that the purified sam-
ples contain > 99% neutrophils by Wright-Giemsa staining and visual inspection by a hematolo-
gist. Genomic DNA was isolated using the DNeasy Blood & Tissue isolation kit (Qiagen), quan-
tified using a Nanodrop spectrophotometer, and quality-controlled for purity with an Agilent Bio-
analyzer. Genomic DNA (2µg) was digested with HpaII under conditions that make it very likely
that digestion is complete (overnight with enzyme boosting), fragments 50-300bp long were iso-
lated from an agarose gel, and single-read sequencing libraries were prepared following the man-
ufacturer’s protocol (Illumina). Libraries were sequenced on a first-generation Illumina Genome
Analyzer and 32 base reads were generated. Only reads beginning with “CGG” (the sequence of
the ends produced by restriction with HpaII) were retained and analyzed with MetMap.

Validation with Bisulfite Sequencing
DNA was treated with the MethylEasy bisulfite conversion kit (Human Genetic Signatures), PCR-
amplified with locus-specific primers that recognized human target sequences, and sequenced us-
ing standard Sanger chemistry. Since all epialleles from a single specimen were sequenced in bulk
in the same mixture, we estimated the ratio of unmethylated/methylated alleles at each CpG in the
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sequence by examining the relative heights of the ‘C’ and ‘T’ traces in the sequencing output. Each
CpG site received a score from the set (0,0.25,0.5,0.75,1), based on the relative C/T peak height
[87]. A score of 1 indicates the site is fully unmethylated, meaning that only the ‘T’ trace was
observed at the C position of a given CG, while a score of 0 indicates the site is fully methylated,
meaning that only the ‘C’ trace was observed at the C position of a given CG.

“Adjusted” bisulfite values
We tested the extent to which our results may be affected by the representation of the bisulfite
scores on a discrete five-point scale, since the true proportion of alleles that are unmethylated is a
close to continuous measure. Each data point was assigned an ‘adjusted’ bisulfite score, within a
tolerance window specified by the true bisulfite value of that data point. The ‘feasible ranges’ al-
lowed for the ‘adjusted’ bisulfite scores were as follows: (0,0.15) for a 0 bisulfite score, (0.15,0.35)
for a 0.25 score, (0.35,0.65) for a 0.5 score, (0.65,0.85) of a 0.75 score and (0.85,1) for a 1 score.
For example, for a site with bisulfite score 0.25, read count score 0 and MetMap prediction 0.4
we would get two pairings (0.15,0) for (adjusted-bisulfite, read count score), and (0.35,0.4) for
(adjusted-bisulfite, MetMap score). The score ranges were based on an assumption that assign-
ments of “0.5” scores were the least precise. The adjustment of the bisulfite score to the read
counts was done by generating a normalized read count value, in the 0-1 range, using the same
“capping” value as MetMap.

Characterization of False-Positive UCSC CpG Islands
CpG islands in the UCSC track are defined in [50] as regions with a GC content of 50% or more,
a length greater than 200bp, and a greater than 0.6 ratio of observed CpG dinucleotides to the ex-
pected number based on the GC content of the segment. The segments to consider are collected by
scoring all dinucleotides (+17 for CpG and -1 for others) and identifying maximally scoring seg-
ments . Under this model, the probability that a region from the null model (sequence which is not
an unmethylted region) fulfills these requirements increases as the length of the region decreases.
This statement holds for models in which the probability of observing an A/T in the null model
is larger than that of observing a C/G. This is indeed the case in humans. The likelihood of false
positives in the UCSC CpG island set has been noted [17; 146].

Analysis of Figure 3.5
To test our hypothesis from figure 3.5, that the concentrations of sites at the corners of the site-
specific plots are placed away from the plot borders due to the prior distribution, we took the sites
within such a concentration and determined the proportion that are part of the UCSC CpG island
set, and then compared this to the proportion in other subsets of sites. For our test we used the
comparison between samples 3 and 4, and ran our test on the sites at the lower right corner of the
plot. Specifically, we used sites that received a MetMap score for sample 3 that was between 0.1
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and 0.4, and a MetMap score for sample 4 that was between 0.85 and 0.96. Of all 202,284 sites
in the plot that compares samples 3 and 4, 80% are inside UCSC CpG islands. Of the sites that
received a MetMap score lower than 0.4 for sample 3 (the sites in the lower half of the plot), 66.4%
are inside UCSC CpG islands. Of sites with a MetMap score between 0.1 and 0.4 for sample 3,
and a MetMap score higher than 0.96 for sample 4, 64.3% are within UCSC CpG islands. Finally,
of sites with a MetMap score between 0.1 and 0.4 for sample 3, and a MetMap score between 0.85
and 0.96 for sample 4 (i.e. the sites that are part of the concentration), 31.2% are in UCSC CpG
islands. This outcome supports our hypothesis, because the sites present in the concentration at
the lower right corner are much less frequently part of a UCSC CpG island, and this characteristic
affects the prior.

Open chromatin ENCODE files
One file of open chromatin was compiled from:
ftp://hgdownload.cse.ucsc.edu/goldenPath/hg18/encodeDCC/wgEncodeChromatinMap/
using the union of the files:
wgEncodeUncFAIREseqPeaksH1hesc.narrowPeak
wgEncodeUncFAIREseqPeaksNhek.narrowPeak
wgEncodeUncFAIREseqPeaksGm12878V2.narrowPeak
wgEncodeUncFAIREseqPeaksHuvec.narrowPeak
wgEncodeUncFAIREseqPeaksPanislets.narrowPeak .
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Chapter 4

A comparative study of DNA methylation in
great apes

4.1 Introduction
Epigenetic modifications consist of a complex assortment of proteins and chemical modifications
that are associated with DNA, control its transcription [10; 24] , and mediate stable phenotypic
states. The genome and the epigenome are inherited together through cell divisions and genera-
tions, but the degree to which the epigenome is encoded by the genome is not known. Furthermore
it is not clear to what extent the epigenome is maintained in the germline and transmitted between
generations [45]. It might be reset in each generation using genetically encoded information, but
persistence of epigenetic states in the germline creates the potential for semi-independent inheri-
tance of epigenetic information [133; 139]. Finally, is not clear if epigenetic states that are present
in the germline influence somatic epigenomes, or conversely if somatic epigenetic states are gen-
erated during cell differentiation using genetically encoded information.

We have explored the use of comparative epigenomic analysis (“phyloepigenomics”) to obtain
insights into changes in the epigenome in human evolution. Epigenetic differences provide a means
to modulate the regulatory activity of noncoding regions. Functionally significant changes may be
more readily identified in the epigenome than in the genome: sequence change is not always as-
sociated with functional change [19], but the epigenome mediates genome function by controlling
transcription [10; 24], and so changes in it are more likely to reflect functional changes. Epige-
nomic comparison might thus complement the evidence of potentially adaptive genomic changes
identified with multiple sequence-based approaches [59; 124; 127; 176].

This chapter explores these questions through the study of DNA methylation. We have com-
pared the methylomes of human and chimpanzee in a homogeneous somatic cell type, the neu-
trophil, using the orangutan as an outgroup. Our comparison uses methyltypes generated by the
coupling of methyl-Seq and the MetMap software (see Chapter 3 of this thesis).

We find that while the methyltypes of human and chimp are similar, a set of approximately 1500
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stable differences in CpG island-like regions distinguishes human from chimp; these differences
identify regions that may have diverged in gene regulatory function. The methylation states can be
used to build a tree that recapitulates the phylogenetic relationship of the three species. Analysis
of CG substitution patterns in CpG island-like regions that have conserved their methylated state
in human, chimp, and orang indicates that methylation in the neutrophil reflects germline methy-
lation. This raises the question of whether a germline epigenome is transmitted along with the
genome, and if so, whether it is completely determined by genome sequence.

4.2 Results
A comparative epigenomic study should use cells of a single homogeneous type because differ-
ent cell types have distinct epigenomes [94; 103], and cells should be uncultured because the
epigenome can be distorted by cell culture [103]. Neutrophils are abundant circulating cells that
are morphologically indistinguishable in humans and chimps, and can readily be isolated as a
pure population without culturing. Since neutrophils in their circulating form are accessible and
relatively homogenous, they are a suitable cell type for an interspecies comparison. We isolated
neutrophils to > 99% purity from the peripheral blood of four young adult male humans (age 20-25
years old) and four age-equivalent male chimpanzees (age 12-16 years old, which is young adult,
after accounting for differences in age of maturity [46]). To further attempt to control environmen-
tal variation, we selected individuals who were healthy, well nourished, afebrile, and not part of
any study of infectious agents or other treatments.

In each sample, DNA was isolated from neutrophils and the methyl-Seq procedure was carried
out: the DNA was digested with HpaII, 50-300 bp fragments isolated from an agarose gel, Illumina
sequencing libraries constructed, and sequencing carried out on an Illumina sequencer. Single-
end reads were quality filtered and aligned to their respective genomes with Bowtie [85], which
produced stacks of reads at digested HpaII sites. Using methyl-Seq data and a reference genome
sequence, MetMap assigns to each HpaII site within the scope of the experiment a probability
of being unmethylated p(U) and a probability of being part of an unmethylated region p(I) (see
Chapter 3 for a detailed description of MetMap and its output). MetMap produces a reduced
representation survey of the methylome: of the 28,163,863 CGs in the human genome (the sites
that can be methylated), 2,292,175 fall within a HpaII site, and of these 1,349,376 are within the
scope of the experiment; similarly, there are 26,602,442 CGs in the chimpanzee genome; 2,122,178
fall within a HpaII site, of which 1,197,715 are within the scope of the experiment.

4.2.1 Characteristics of the human and chimp methylomes
MetMap annotates CpG island-like regions, called strongly unmethylated islands (SUMIs), based
on experimental evidence of their unmethylated state. We annotated 20,986 SUMIs in the human
neutrophil, that are present in at least one individual (Table 4.1). This set largely overlaps with
the reference CpG island annotation, but 4,651 have not previously been annotated as CpG islands
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Human1 Human2 Human3 Human4 Human
SUMIs 16,904 17,596 18,179 18,700 20,986
not CGI 2,832 2,587 2,905 3,425 4,651

Chimp1 Chimp2 Chimp3 Chimp4 Chimp
SUMIs 19,953 17,799 17,973 17,331 21,370
not CGI 4,298 3,015 3,163 2,836 5,228

Table 4.1: Summary of unmethylated islands identified in the human and chimp samples. The
number of islands identified in each individual is shown in the row labeled “SUMI”. The number
of those SUMIs that do not overlap a CpG island (CGI) is shown in the row labeled “not CGI”. The
last column of each table shows the number of SUMIs and the number of SUMIs not overlapping
a CpG island identified in at least one individual of the given species.

(Table 4.1). We obtained similar results for the chimp methylome (Table 4.1). Our comparison of
the human and chimp methylomes used the 14,316 SUMIs that could be unambiguously mapped
between the genomes of the two species.

Methylation probabilities calculated by MetMap were used to compare methylation states be-
tween human and chimp, revealing a high degree of similarity between the methylomes, but also
significant differences that often involved the loss of a methylated state. Methylation states are
more conserved at sites outside SUMIs than within them. At the 606,496 orthologous human
and chimp HpaII sites that were not in SUMIs, methylation probabilities were highly correlated
(r2 = 0.74; Figure 4.1.A); 87% of these orthologous sites had p(U) < 0.2 (inferred probability
of being unmethylated is smaller than 0.2), consistent with observations that CGs outside CpG
islands are usually methylated [94; 103]. The 122,878 methylation probabilities at orthologous
HpaII sites within SUMIs show a lower degree of correlation (r2 = 0.61 ; Figure 4.1.B). How-
ever we observed a higher interspecies correlation when using the average p(U) calculated over all
HpaII sites in each SUMI (r2 = 0.65 ; Figure 4.1.C). The higher conservation of the methylation
state of whole SUMIs, relative to the state of individual CGs within a SUMI, suggests that the
average methylation of SUMIs is more informative in a comparative study.

4.2.2 Differentially methylated islands
We used permutation analysis to empirically define thresholds and identify SUMIs whose average
methylation differs significantly between human and chimp (Methods). Among the 14,316 orthol-
ogous human and chimp SUMIs, we identified 1,525 that were significantly different at p < 0.01.
The differentially methylated SUMIs have a length distribution and CG content very similar to
SUMIs in general (Figure 4.2). Differential methylation of SUMIs between human and chimp is
unlikely to be due to substitutions or polymorphisms at CGs in their genomes: analysis of CG
dinucleotide content in these SUMIs indicates that 20% of differentially methylated SUMIs, in-
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conserved their methylated state in human, chimp, and orang
indicates that methylation in the neutrophil reflects germline
methylation. Our findings demonstrate that methyltyping can
identify differences that distinguish human from chimp and that
these differences exist in the germline. This raises the question of
whether a germline epigenome is transmitted along with the
genome, and if so, whether it is completely determined by ge-
nome sequence.

Results
A comparative epigenomic study should use cells of a single ho-
mogeneous type because different cell types have distinct epi-
genomes (Meissner et al. 2008; Lister et al. 2009), and cells should
be uncultured because the epigenome can be distorted by cell
culture (Meissner et al. 2008). Neutrophils are abundant circulat-
ing cells that are morphologically indistinguishable in humans
and chimps and can readily be isolated as a pure population with-
out culturing. Since neutrophils in their circulating form are ac-
cessible and relatively homogenous, they are a suitable cell type for
an interspecies comparison. We isolated neutrophils to >99% pu-
rity from the peripheral blood of four young adult male humans
(age 20–25 yr old) and four age-equivalent male chimpanzees (age
12–16 yr old, which is young adult, after accounting for differences
in age of maturity [Fleagle 1999]). To further attempt to control
environmental variation, we selected individuals who were healthy,
well-nourished, afebrile, and not part of any study of infectious
agents or other treatments.

DNA from neutrophils was digested with HpaII, 50–300-bp
fragments isolated from an agarose gel, Illumina sequencing librar-
ies constructed, and sequencing carried out on an Illumina se-
quencer (Supplemental Table S1). Single-end reads were quality
filtered and aligned to their respective genomes with Bowtie
(Langmead et al. 2009), which produced stacks of reads at digested
HpaII sites. Using MethylSeq data and a reference genome se-
quence, MetMap assigns to each HpaII site within the scope of the
experiment a probability of being unmethylated p(U) and a prob-
ability of being part of an unmethylated
region p(I) (Singer et al. 2010). (A HpaII
site is within the scope of the experiment
if it lies on a fragment that has HpaII sites
at its ends and is of a length that allows it
to pass the size selection step used in the
construction of the sequencing libraries.)
MetMap produces a reduced representa-
tion survey of the methylome: Of the
28,163,863 CGs in the human genome
(the sites that can be methylated),
2,292,175 fall within a HpaII site; and of
these, 1,349,376 are within the scope
of this experiment; similarly, there are
26,602,442 CGs in the chimpanzee ge-
nome; 2,122,178 fall within a HpaII site,
of which 1,197,715 are within the scope
of this experiment. Only sites within the
scope of the experiment receive a meth-
ylation probability p(U) and are consid-
ered in this analysis.

MetMap annotates CpG island-like
regions, called strongly unmethylated
islands (SUMIs), based on experimental
evidence of their unmethylated state.

Although CpG islands are typically identified by high CG content,
their key feature is hypomethylation, which is associated with
transcriptional function (Illingworth and Bird 2009) (for a detailed
discussion of the similarities and differences between SUMIs
and CpG islands, see Singer et al. 2010). The human neutrophil
methylome contains 20,986 SUMIs that are present in at least one
individual (Supplemental Table S2); they largely overlap with the
reference CpG island annotation (20), but 4651 have not pre-
viously been annotated as CpG islands (Supplemental Table S2).
We obtained similar results for the chimp methylome (Supple-
mental Table S2). Our comparison of the human and chimp
methylomes used the 14,316 SUMIs that could be unambiguously
mapped between the genomes of the two species.

Methylation probabilities calculated byMetMap were used to
comparemethylation states between human and chimp, revealing
a high degree of similarity between the methylomes but also sig-
nificant differences. Methylation states are more conserved at sites
outside SUMIs than within them. At the 606,496 orthologous
human and chimpHpaII sites that were not in SUMIs,methylation
probabilities were highly correlated (r2 = 0.74, P < 10!3) (Fig. 1A);
87% of these orthologous sites had p(U) < 0.2, consistent with
observations that CGs outside CG islands are usually methylated
(Meissner et al. 2008; Lister et al. 2009). The 122,878 methylation
probabilities at orthologous HpaII sites within SUMIs show a lower
degree of correlation (r2 = 0.61, P < 10!3) (Fig. 1B). However, we
observed a higher interspecies correlation when using the average
p(U) calculated over all HpaII sites in each SUMI (r2 = 0.65, P < 10!3)
(Fig. 1C). The higher conservation of the methylation state of
whole SUMIs, relative to the state of individual CGswithin a SUMI,
suggests that the average methylation of SUMIs is more infor-
mative in a comparative study.

We used permutation analysis to empirically define thresholds
and identify SUMIs whose average methylation differs significantly
between human and chimp. Among the 14,316 orthologous hu-
man and chimp SUMIs, we identified 1525 that were significantly
different at P < 0.01. The differentially methylated SUMIs have
a length distribution and CG content very similar to SUMIs in

Figure 1. Comparison of the human and chimp neutrophil methylomes. Methylation probabilities
p(U) are plotted, with human on the x-axis and chimp on the y-axis. Low p(U) indicates that a site is
likely to be methylated, high p(U) indicates that a site is likely to be unmethylated. Individual sites are
plotted; grayscale intensity is proportional to the number of sites at each position. Sites deviating from
the diagonal have differential methylation in the two species. (A) Methylation probabilities for 606,496
orthologous human and chimp HpaII sites outside 14,316 orthologous human and chimp SUMIs. The
sites are highly correlated (r2 = 0.74, P < 10!3 by permutation analysis) indicating conservation of
methylation states between the species. (B) Methylation probabilities for 122,878 orthologous human
and chimp HpaII sites within the 14,316 orthologous SUMIs. The sites are less correlated than sites
outside SUMIs (r2 = 0.61, P < 10!3). (C ) Mean methylation probabilities of the 14,316 orthologous
human and chimp SUMIs (r2 = 0.65, P < 10!3). The distribution of methylation probabilities along the
diagonal appears to be bimodal, with a cluster at p(U) < 0.2 and a cluster at 0.3 < p(U) < 0.9; 15% of
HpaII sites within SUMIs are methylated in at least one species.
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Figure 4.1: Comparison of the human and chimp neutrophil methylomes. Inferred probabilities of
being unmethylated, p(U), are plotted, with human on the x-axis and chimp on the y-axis. Low
p(U) indicates that a site is likely to be methylated, high p(U) indicates that a site is likely to be
unmethylated. Individual sites are plotted; grayscale intensity is proportional to the number of sites
at each position. (A) Methylation probabilities for 606,496 orthologous human and chimp HpaII
sites outside 14,316 orthologous human and chimp SUMIs. The sites are highly correlated (r2 =
0.74, p < 10−3 by permutation analysis) indicating conservation of methylation states between
the species. (B) Methylation probabilities for 122,878 orthologous human and chimp HpaII sites
within the 14,316 orthologous SUMIs. The sites are less correlated than sites outside SUMIs
(r2 = 0.61, p < 10−3). (C) Mean methylation probabilities of the 14,316 orthologous human
and chimp SUMIs (r2 = 0.65, p < 10−3). The distribution of methylation probabilities along the
diagonal appears to be bimodal, with a cluster at p(U) < 0.2 and a cluster at 0.3 < p(U) < 0.9;
15% of HpaII sites within SUMIs are methylated in at least one species.

cluding some of the most strongly differentially methylated, have no difference in CG content
(Figure 4.3); restriction of the analysis to HpaII sites whose presence in both species could be con-
firmed by MspI digestion identifies essentially the same SUMIs as being differentially methylated;
similarly, restriction of the analysis to HpaII sites that are not polymorphic in dbSNP produced the
same results.

The differentially methylated SUMIs are associated with epigenetic features, including open
chromatin (from FAIRE data) and histone tail modifications, that are consistent with these SUMIs’
involvement in gene regulation (Table 4.2). Differentially methylated SUMIs are also modestly
but significantly (p= .005) more likely than non-differentially methylated SUMIs to be associated
with genes that were found by Blekhman et al. [15] to be differentially expressed in liver, heart, or
kidney of human and chimp. Differentially methylated SUMIs are often found near transcription
start sites, but not as frequently as SUMIs in general. Taken together, these data suggest that
SUMIs in general, and differentially methylated SUMIs in particular, participate in transcriptional
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Figure 4.2: Length distribution and average CpG content of orthologous human-chimp SUMIs and
differentially methylated SUMIs. The X axes show the lengths human (left) and chimp (right)
SUMIs; the number of SUMIs of a given length is shown on the left-hand Y axes. The length dis-
tribution of SUMIs is similar between the two species, and between SUMIs that are differentially
methylated (blue bars) and those that are not (red bars). This length distribution is also similar to
that of computationally defined CG islands, as expected because these sets largely overlap [148].
CG content is reported as number of CG per hundred nucleotides (scale on right-hand Y axes).
The CG content of differentially methylated SUMIs (continuous blue line) is slightly lower than in
SUMIS that are not differentially methylated (red lines).

regulation.

4.2.3 The human, chimpanzee and orangutan methylomes recapitulate the
phylogenetic tree

The orangutan methylome provides an outgroup to infer the ancestral state of the methylation dif-
ferences noted between human and chimp SUMIs. Determination of the methylome of a single
young adult male orangutan with the same procedure used for human and chimp identified 11,718
orthologous human-chimp-orang SUMIs. To determine if characteristic methylation states iden-
tify a species, we constructed a phylogenetic tree based on mean methylation probabilities of all
11,718 SUMIs that are orthologous in human, chimp, and orang, using each of the four humans,
four chimps, and one orang as an independent operational taxonomic unit (Figure 4.4). To assign a
SUMI to either a methylated or an unmethylated state, methylation probabilities were made binary
using a stringent threshold of p(U) = 0.2. We calculated a distance matrix using Jukes Cantor-
corrected Hamming distances and built a tree using Neighbor Joining. The tree recapitulates the
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Figure 4.3: Differential methylation in human and chimp SUMIs is not related to gain or loss of
CpGs in one of the two species. The blue dots indicate individual differentially methylated SUMIs
(using the threshold of 0.2 to determine differential methylation), with the pU difference shown on
the left-side Y axis and the number of CG differences on the X axis. The red line (scale on right-
side Y axis) represents the running sum of the number of differentially methylated SUMIs with a
number of CG differences between human and chimp smaller or equal to the value indicated on the
X axis. Approximately 20% of the differentially methylated SUMIs have 0 CG differences, and
approximately 50% have 0 or 1 CG differences. SUMIs with greater differential methylation do
not have a larger number of CpG differences. Most SUMIs with the largest differential methylation
have a small number of CG differences.

established phylogeny of the three species, with orang as the outgroup and all human individuals
clustering together on a branch that is separate from the chimpanzee cluster (Figure 4.4). Bootstrap
analysis indicates that this topology is highly significant. The tree also indicates, together with fig-
ure 4.5, that methylation of SUMIs has changed more frequently in human than in chimp, relative
to the ancestral state. We obtained similar trees (with the same clusterings) using the subset of
SUMIs that have the same numbers of HpaII sites in human and chimp, the subset of HpaII sites
whose presence is confirmed by MspI digestion and deep sequencing, and the subset of HpaII sites
that do not have sequence polymorphisms reported in dbSNP. The similar structures of these trees
indicate that the tree structure in figure 4.4 is not an artifact due to sequence changes in one of the
species. A tree built from the methylation states of all orthologous HpaII sites, irrespective of their
location within a SUMI or not, also recapitulates the phylogeny of the three species. The mecha-
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FAIR H3K27ac H3K4me2 H3K4me3 H3K27me3
Orthologous HC 71% 68% 95% 87% 76%
Differentially methylated 67% 62% 92% 79% 79%

Table 4.2: Association between SUMIs and chromatin features. Percentage of overlap of SUMI
sets with chromatin features associated with transcriptional regulation. All percentages of overlap
were assigned p < 0.02 determined by 500 random permutations of the genomic locations of the
different SUMI sets.

nisms leading to the methylation differences between species are unknown. The separate clustering
of humans and chimps is consistent with the stable inheritance of methylation states within the two
species; however, it does not demonstrate that those changes were driven by selection, or establish
their functional significance, and it is also possible that at least some of the differences we observe
are caused by factors in the separate environments of the humans and chimps in this study [29].

4.2.4 Neutrophil methylation is indicative of germline methylation
The apparent heritability of methylation states could simply reflect the determination of neutrophil
methylation states by genome sequence. However it could also stem from stable maintenance of
methylation states, or other epigenetic marks that determine methylation states, in the germline (i.e.
pure epigenetic inheritance) [139]. Taken together with the tree structure in figure 4.4, evidence
of a correspondence between somatic and germline epigenetic states would support epigenetic
inheritance, although it could not prove it because of the possible dependence of epigenetic states
on genome sequence or environmental factors.

The possibility that methylation states are heritable raises the question of whether the neu-
trophil methylation states are related to germline methylation states. If they are, then SUMIs
identified as methylated in the neutrophil should have a higher rate of CG decay than SUMIs that
are unmethylated in the neutrophil. Methylated CGs undergo mutation to TG (but not to AG or
GG) much more frequently than unmethylated CGs [35]. The mutation is heritable if it occurs
in the germline; this is the basis for the underrepresentation of the CG dinucleotide in vertebrate
genomes [159]. We identified the subsets of orthologous SUMIs that had consistent methylation
levels in human, chimp, and orangutan, varying from highly methylated to highly unmethylated,
retrieved their sequences, and used Ambiore [70] to determine rates of the different substitution
types involving the C in a CG dinucleotide. The rate for CG to TG transition was proportional
to the probability that a SUMI is methylated (Figure 4.6). In contrast, rates of CG transversion
to either AG or GG were independent of the neutrophil methylation state of a SUMI. These re-
sults are consistent with the hypothesis that neutrophil methylation states are related to germline
methylation states. These inferences of germline methylation based on neutrophil methylation are
in good correlation with the published methylome of an ES cell line determined by whole-genome
bisulfite sequencing (correlation when considering all HpaII sites was 0.43). These results reveal a
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states. These inferences of germline methylation based on neu-
trophil methylation are in good correlation with the published
methylome of an embryonic stem (ES) cell line determined by
whole-genome bisulfite sequencing (corr = 0.43) (Supplemental
Fig. S8A). These results reveal a relationship between the neutro-
phil methylome and themethylome of germ cells but do notmean
that methylation is maintained at all stages of germ cell differen-
tiation; germ cells undergo multiple stages of differentiation, and
the pattern of CG decay indicates only that methylation is present
in at least some of those stages.

The CG decay result does not indicate how many of the
SUMIs that are consistently methylated in the neutrophil are also
methylated in the germline. To estimate the fraction of germline-
methylated SUMIs, we calculated CG decay rates in a large number
of subsets sampled from the 761 SUMIs that are consistently
methylated in human, chimp, and orang: The variance of CG de-
cay rates of the subsets reflects the ratio of methylated to unme-
thylated SUMIs in the whole set. The resulting distribution of CG
decay rates is best fit by a simulated distribution with a fraction of
methylated SUMIs of;0.66 (Fig. 4). This analysis also allows us to
estimate the CG to TG transition rate in methylated CGs. The CG
to TG rate in the entire set of neutrophil methylated SUMIs is
scored at 40 arbitrary units. Adjusting this figure for the proportion
of germline-methylated SUMIs derived from the subset analysis
(0.66) gives an estimated rate of the CG to TG transition rate in
methylated CGs of 60 arbitrary units. This is 13.5-fold higher than
the transversion rate for CGs (CG to AG or GG), a figure that is
consistent with other measurements of the CG to TG substitution
rate (see Discussion).

The SUMIs that are overrepresented in the subsets that gen-
erate the highest CGdecay rates in Figure 4 are the onesmore likely
to be methylated in the germline. Gene Ontology (GO) term
analysis of these SUMIs shows that they are more frequently as-
sociatedwith genes involved in biological regulation, relative to all

orthologous SUMIs (Supplemental Table
S3). A similar analysis of the 775 SUMIs
that are consistently unmethylated in
human, chimp, and orang indicates
that they are almost all unmethylated in
the germline as well (Supplemental Fig.
S9); however, they are not associated
with any specific GO term, relative to
all orthologous SUMIs. While germline-
methylated SUMIs show a slight prefer-
ence for promoter regions, they are often
found at considerable distance from pro-
moters; in contrast, SUMIs that are
unmethylated in the germline are largely
found near promoters (Supplemental
Fig. S5). The fraction of SUMIs predicted
to be methylated or unmethylated in
the germline by our subset analysis is
in very good agreement with the frac-
tion of SUMIs that are methylated or
unmethylated in the human embryonic
stem cell line H1 (Supplemental Fig. S8B).

We asked if the correlation between
methylation states in the neutrophil and
the germline is also valid for SUMIs
whose methylation state has diverged in
human, since these are responsible for
the clustering of human and chimp on

the tree in Figure 2. If the correlation is valid, we should observe an
excess of C/T polymorphism in human SUMIs that have become
methylated. We compared the frequency of C/T polymorphism
obtained from dbSNP130 in 312 human SUMIs that became
methylated and 438 SUMIs that became unmethylated, in human
relative to the ancestral state inferred using the orang methylome.
In regions that became methylated, we counted 71 CG to TG
polymorphisms out of 10,611 total CG sites; in regions that be-

Figure 3. CG decay rates in orthologous human, chimp, and orang
SUMIs. Substitution rates were calculated for all different types of sub-
stitutions involving the C in a CG dinucleotide ([diamonds] CG!TG,
[squares] CG!AG, [triangles] CG!GG) in orthologous human, chimp,
and orang SUMIs that have consistent methylation levels in the three
species. Only the CG to TG substitution rate is expected to be affected by
germline methylation. SUMIs in each p(U) bin have neutrophil methyla-
tion probabilities within the indicated bin boundaries in human, chimp,
and orang (i.e., SUMIs considered in this analysis did not change neu-
trophil methylation state during these species’ evolution). Rates of CG to
TG, but not to AG or GG, substitution vary as a function of methylation, in
a manner consistent with neutrophil methylation states reflecting germ-
line methylation states.

Figure 2. Phylogenetic tree built from mean methylation probabilities of the 11,718 orthologous
human-chimp-orang SUMIs. The separate clustering of the human and chimp specimen indicates that
certain methylation states are stably inherited within each species. The bootstrap values (1000 per-
mutations) are shown next to each branch. The scale bar indicates the number of substitutions per site.
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Figure 4.4: Phylogenetic tree built from mean methylation probabilities of the 11,718 orthologous
human-chimp-orang SUMIs. The separate clustering of the human and chimp specimen indicates
that certain methylation states are stably inherited within each species. The bootstrap values (1000
permutations) are shown next to each branch. The scale bar indicates the number of substitutions
per site.

relationship between the neutrophil methylome and the methylome of germ cells, but do not mean
that methylation is maintained at all stages of germ cell differentiation: germ cells undergo multi-
ple stages of differentiation, and the pattern of CG decay indicates only that methylation is present
in at least some of those stages.

We asked if the correlation between methylation states in the neutrophil and the germline is
also valid for SUMIs whose methylation state has diverged in human, since these are responsible
for the clustering of human and chimp on the tree in figure 4.4. If the correlation is valid, we
should observe an excess of C/T polymorphism in human SUMIs that have become methylated. We
compared the frequency of C/T polymorphism obtained from dbSNP130 in 312 human SUMIs that
became methylated, and 438 SUMIs that became unmethylated, in human relative to the ancestral
state inferred using the orang methylome. In regions that became methylated, we counted 71 CG
to TG polymorphisms out of 10611 total CG sites; in regions that became unmethylated there were
42 CG to TG polymorphisms out of 13966 total CG sites. The difference in polymorphism counts
is highly significant (p=3.6*10-05, binomial 2-sample proportion test). This data indicates that
some human-specific changes in neutrophil methylation reflect changes in germline methylation
states.
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Figure 4.5: Distribution of methylation change, relative to the last common ancestor, in human
and chimp SUMIs. The amount of change in methylation state of a SUMI was calculated as the
difference between the p(U) values of the common ancestor, estimated from human, chimp and
orang methylation states, and the extant species. The value is positive if the SUMI in the extant
species is less methylated than the common ancestor, and negative if it is more methylated. The
distributions of the amount of methylation change are shown for human (blue) and chimp (red). A
larger number of human SUMIs than chimp SUMIs shows more extreme changes in methylation
(SUMIs at the tails of the distribution).

4.3 Discussion
We have carried out a comparison of methylation states in multiple primates. Our comparison
of neutrophils in humans and chimps reveals differences that occur more frequently within CpG
island-like regions and often involve a loss of methylation relative to the ancestral state. Humans
and chimps segregate on separate branches of a tree built from the neutrophil methylation data,
and the CG decay and C/T polymorphism rates indicate that neutrophil methylation is related to
germline methylation states. The CG decay analysis was made possible by the availability of our
multispecies methylation data (to determine subsets of SUMIs with the same methylation state in
the species analyzed) combined with the availability of genome sequences (to calculate substitution
rates). It reveals regions whose methylation state is functionally constrained in human, chimp and
orang.

The choice of cell type for our comparative study was dictated by our requirement for an
accessible and homogeneous cell. Somatic tissues are composed of multiple differentiated cell
types that have different epigenotypes; differences in the proportions of these cells can potentially
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states. These inferences of germline methylation based on neu-
trophil methylation are in good correlation with the published
methylome of an embryonic stem (ES) cell line determined by
whole-genome bisulfite sequencing (corr = 0.43) (Supplemental
Fig. S8A). These results reveal a relationship between the neutro-
phil methylome and themethylome of germ cells but do notmean
that methylation is maintained at all stages of germ cell differen-
tiation; germ cells undergo multiple stages of differentiation, and
the pattern of CG decay indicates only that methylation is present
in at least some of those stages.

The CG decay result does not indicate how many of the
SUMIs that are consistently methylated in the neutrophil are also
methylated in the germline. To estimate the fraction of germline-
methylated SUMIs, we calculated CG decay rates in a large number
of subsets sampled from the 761 SUMIs that are consistently
methylated in human, chimp, and orang: The variance of CG de-
cay rates of the subsets reflects the ratio of methylated to unme-
thylated SUMIs in the whole set. The resulting distribution of CG
decay rates is best fit by a simulated distribution with a fraction of
methylated SUMIs of;0.66 (Fig. 4). This analysis also allows us to
estimate the CG to TG transition rate in methylated CGs. The CG
to TG rate in the entire set of neutrophil methylated SUMIs is
scored at 40 arbitrary units. Adjusting this figure for the proportion
of germline-methylated SUMIs derived from the subset analysis
(0.66) gives an estimated rate of the CG to TG transition rate in
methylated CGs of 60 arbitrary units. This is 13.5-fold higher than
the transversion rate for CGs (CG to AG or GG), a figure that is
consistent with other measurements of the CG to TG substitution
rate (see Discussion).

The SUMIs that are overrepresented in the subsets that gen-
erate the highest CGdecay rates in Figure 4 are the onesmore likely
to be methylated in the germline. Gene Ontology (GO) term
analysis of these SUMIs shows that they are more frequently as-
sociatedwith genes involved in biological regulation, relative to all

orthologous SUMIs (Supplemental Table
S3). A similar analysis of the 775 SUMIs
that are consistently unmethylated in
human, chimp, and orang indicates
that they are almost all unmethylated in
the germline as well (Supplemental Fig.
S9); however, they are not associated
with any specific GO term, relative to
all orthologous SUMIs. While germline-
methylated SUMIs show a slight prefer-
ence for promoter regions, they are often
found at considerable distance from pro-
moters; in contrast, SUMIs that are
unmethylated in the germline are largely
found near promoters (Supplemental
Fig. S5). The fraction of SUMIs predicted
to be methylated or unmethylated in
the germline by our subset analysis is
in very good agreement with the frac-
tion of SUMIs that are methylated or
unmethylated in the human embryonic
stem cell line H1 (Supplemental Fig. S8B).

We asked if the correlation between
methylation states in the neutrophil and
the germline is also valid for SUMIs
whose methylation state has diverged in
human, since these are responsible for
the clustering of human and chimp on

the tree in Figure 2. If the correlation is valid, we should observe an
excess of C/T polymorphism in human SUMIs that have become
methylated. We compared the frequency of C/T polymorphism
obtained from dbSNP130 in 312 human SUMIs that became
methylated and 438 SUMIs that became unmethylated, in human
relative to the ancestral state inferred using the orang methylome.
In regions that became methylated, we counted 71 CG to TG
polymorphisms out of 10,611 total CG sites; in regions that be-

Figure 3. CG decay rates in orthologous human, chimp, and orang
SUMIs. Substitution rates were calculated for all different types of sub-
stitutions involving the C in a CG dinucleotide ([diamonds] CG!TG,
[squares] CG!AG, [triangles] CG!GG) in orthologous human, chimp,
and orang SUMIs that have consistent methylation levels in the three
species. Only the CG to TG substitution rate is expected to be affected by
germline methylation. SUMIs in each p(U) bin have neutrophil methyla-
tion probabilities within the indicated bin boundaries in human, chimp,
and orang (i.e., SUMIs considered in this analysis did not change neu-
trophil methylation state during these species’ evolution). Rates of CG to
TG, but not to AG or GG, substitution vary as a function of methylation, in
a manner consistent with neutrophil methylation states reflecting germ-
line methylation states.

Figure 2. Phylogenetic tree built from mean methylation probabilities of the 11,718 orthologous
human-chimp-orang SUMIs. The separate clustering of the human and chimp specimen indicates that
certain methylation states are stably inherited within each species. The bootstrap values (1000 per-
mutations) are shown next to each branch. The scale bar indicates the number of substitutions per site.
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Figure 4.6: CG decay rates in orthologous human, chimp, and orang SUMIs. Substitution rates
were calculated for all different types of substitutions involving the C in a CG dinucleotide in or-
thologous human, chimp, and orang SUMIs that have consistent methylation levels in the three
species. Only the CG to TG substitution rate is expected to be affected by germline methylation.
SUMIs in each p(U) bin have neutrophil methylation probabilities within the indicated bin bound-
aries in human, chimp, and orang (i.e., SUMIs considered in this analysis did not change neutrophil
methylation state during these species’ evolution). Rates of CG to TG, but not to AG or GG, substi-
tution vary as a function of methylation, in a manner consistent with neutrophil methylation states
reflecting germline methylation states.

have a dramatic impact on the apparent epigenotype of a tissue. Blood is the most accessible
tissue, but nucleated blood cells are made up of several cell types in proportions that can vary
widely among individuals or even at different times in a single individual. Furthermore some types
of blood cells, such as B and T lymphocytes, are made up of multiple subtypes. Neutrophils are
among the most abundant nucleated blood cells, and they are the most homogeneous. They mature
in the bone marrow and circulate briefly (∼12 hours) as mature cells. Immature forms, principally
the band form, make up only a small proportion in healthy individuals (and were less than 5%
in our subjects). Neutrophils form part of a system of non-specific immunity: they engulf and
destroy microorganisms [112] in vertebrates and other animal species using mechanisms that do
not require antigen-specific interactions [145]. This deeply conserved function is unlikely to have
changed much in human evolution.

The SUMIs identified by MetMap are defined by criteria that include both CG content and
methylation status, so that they are functional equivalents of CG islands. The number of SUMIs
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that are methylated in the germline may be larger than established by our study, for two reasons.
First, because we wanted to compare CG decay rates in methylated vs. unmethylated SUMIs, we
restricted our analysis to SUMIs that were consistently methylated or unmethylated in all three
species. It is possible, or even likely, that some SUMIs are methylated in the germline of one of
the species but not the others, but our analysis cannot address this. Second, there may be SUMIs
that are methylated in the germline but unmethylated in neutrophils. A full definition of the set of
SUMIs that are methylated in the germline would require analysis of many cell types.

The findings that somatic methylation states are related to germline methylation states, and that
somatic methylation states recapitulate the phylogeny of human, chimp, and orang, raises some in-
triguing points. First, the phylogenetic trees built from methylation states show that epigenetic
states can be maintained as characters that are predictably transmitted within a species. The ability
to reconstruct phylogenies is not unique to CG methylation states: many phenotypic characters
can be used for this purpose [43]. However these characters are not independently heritable, but
reflect genomic sequences that encode the characters, i.e. the character merely acts as a surrogate
for information encoded in the genome. This is not necessarily the case with CG methylation:
while it may be determined by underlying genotype, it differs from other characters because it is a
covalent modification of DNA itself. Thus it is intriguing to consider that the ability to reconstruct
phylogenies using methylation states need not be a simple reflection of the inheritance of DNA se-
quence, but may instead reflect heritable epigenetic information carried by the methylation states
themselves. It is nevertheless difficult to rule out genetic control of, or contribution to, the epi-
genetic states we observe. The relationship between methylation state and genotype is complex:
examples exist in which a methylation state is completely determined by the DNA sequence on
which it resides (obligate), is influenced but not determined by the DNA sequence (facilitated), or
is purely epigenetic and can change without any change in DNA (Richards 2006) . Our data are
consistent with any or all of these scenarios.

Furthermore the evidence for germline methylation states raises the possibility that epigenetic
states are inherited directly, but does not demonstrate that methylation states per se are maintained
and inherited in the germline. Germ cells go through a number of phases of differentiation, in some
of which methylation is largely removed from the genome and subsequently replaced [126; 135].
The evidence for epigenetic resetting in germ cells implies that if methylation states are heritable,
they must be so either because they are determined by DNA sequence, or because methylation
is faithfully reestablished due to the retention of other components of the epigenome. piRNAs
have been implicated in setting of germline methylation states and are good candidates for such a
role [3].

Second, CG decay and C/T polymorphism analyses indicate that somatic methylation of SUMIs
often reflects the presence of methylation at some stage in the germline. This observation is made
possible by the availability of comparative methyltyping data, which has allowed us to obtain sub-
stitution rates in sequences with the same known methylation state. It raises the possibility that
there are previously unsuspected constraints by germline methylation states on somatic states, i.e.
that epigenetic information in the germline determines to some extent the epigenetic state of so-
matic cells. Phenotypic differences mediated by epigenetic inheritance would necessitate this type
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of control; however as discussed above, our finding does not demonstrate or require that germline
epigenetic states be independent of genotype.

Regardless of the means (genetic or epigenetic) by which inheritance of the methylation state
of a regulatory element is mediated, deviation from the inferred ancestral methylation state implies
a change in its functional potential. King and Wilson suggested that mutations in transcriptional
regulatory sequences would account for the phenotypic divergence of human and chimp [81]. A
change in methylation state can accomplish the same thing as a regulatory mutation, without se-
quence change. In particular, loss of a methylated state provides a simple mode by which reg-
ulatory activity could be expanded without requiring gain-of-function through changes in DNA
sequence. We speculate that a SUMI that is methylated in the germline remains methylated in
most somatic cell types, but is active in a restricted set of cell types in which it is demethylated;
germline transition to a demethylated state might broaden the spectrum of somatic cell types in
which such a SUMI is active, thus in effect creating a regulatory sequence in the cell types that
gain the new activity. Thus germline changes in methylation states could readily have functional
and potentially adaptive consequences. This model of regulatory evolution is simpler than one re-
quiring sequence change to create one or more transcription factor binding sites, but it remains to
be seen if methylation states change without associated sequence change. Epigenetic differences,
such as those we identified between the human and chimp methylomes, may be a novel source of
variation to explain interspecies phenotypic divergence, and possibly phenotypic variation within
a species.

4.4 Methods

Sample collection and isolation
Animal samples were collected with IACUC approval. Human samples were collected with IRB
approval after obtaining informed consent. We obtained blood samples from four young adult
male humans (age 20-25 years old) and four age-equivalent male chimpanzees (age 12-16 years
old, which is young adult, after accounting for differences in age of maturity(Fleagle [46] p.257)).
Young adults are fully developed but have not yet undergone age-related changes. To further
attempt to control environmental variation, we selected individuals who were healthy, well nour-
ished, afebrile, and not part of any study of infectious agents or other treatments. Immediately after
phlebotomy, leukocytes were isolated by Ficoll centrifugation. Neutrophils were isolated from the
leukocyte fraction with CD-16 microbeads (Miltenyi). An aliquot of each specimen was Wright-
Giemsa stained and examined microscopically; all specimens contained >99% neutrophils.

Generation of methyl-Seq libraries
DNA was extracted by standard methods, and digested overnight with HpaII. HpaII cuts the se-
quence CCGG; methylation of the central cytosine on one or both strands protects the sequence
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from digestion with HpaII [63]. HpaII fragments 50-300 bp in length were isolated on an agarose
gel. Single-read sequencing libraries were constructed from human and chimp samples using the
standard Illumina kit, and sequenced on an Illumina GA to collect reads of 32 bases. A paired-
end sequencing library was constructed from the orangutan sample and sequenced on an Illumina
GAII to collect paired reads of 36 bases; only the first read of the paired-end sequencing reaction
was analyzed in this study. As a control for the HpaII digestion, the DNA of human sample 1 and
chimp sample 1 was digested with MspI, which cuts the sequence at CCGG and is methylation in-
sensitive. Single read libraries were generated and sequenced as described for the HpaII libraries.
Sequencing data were processed by the Illumina Pipeline for base calling and quality filtering. The
first three sequencing cycles (corresponding to the ‘CGG’ sequence from the digested HpaII sites)
of the orang sample were skipped to facilitate cluster calling. Only reads passing the Illumina
quality filter (chastity filter = 0.6) were further processed. The sequence data have been deposited
in the NCBI GEO database, with accession number GSE22376.

Generation of methylation maps from sequencing data
For a detailed description and explanation of the computational pipeline for analysis of methyl-Seq
data, see the previous chapter of this thesis and [148]. Quality-filtered reads were aligned using
Bowtie v0.9.9.2 [85] to their respective reference genomes, which were retrieved from the UCSC
Genome Browser [137]: human genome (hg18, March 2006), chimpanzee genome (panTro2,
March 2006), orangutan genome (ponAbe2, July 2007). We used an alignment policy that al-
lows up to two mismatches in the first 28 bases and reports only reads that align with a single best
match (parameters: -all -m 1; in Bowtie v 0.9.9.2, hits are “stratified” by default). Reads whose
5’ end aligned to a CGG corresponding to a HpaII site were analyzed with MetMap to assign to
each HpaII site within the scope of the experiment a probability of being unmethylated p(U) and
a probability of being part of an unmethylated region p(I) . For each of these sites, a species p(U)
was determined by averaging the p(U) values of the four individuals (human and chimp) of that
species at that site. For orang, we used the p(U) values from the single individual analyzed.

Cross-genome mapping of SUMIs and HpaII sites
We define as orthologous a HpaII site or a SUMI that passes the following LiftOver procedure: a
site or SUMI is mapped from the chimp or the orang genome to the human genome using LiftOver
(hgdownload.cse.ucsc.edu/admin/exe/), and then mapped back to the first genome to ensure that it
has a unique correspondent in both genomes. Furthermore, all SUMIs whose sequence contained
a stretch of more than 10 contiguous ‘N’ in at least one species was excluded from the analysis.

Comparison of human and chimp methylomes
The human and chimp methylomes were compared using scatter plots of the p(U) values of the
729,374 orthologous HpaII sites within the scope of the experiment or of the mean p(U) values
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of the 14,316 orthologous human-chimp SUMIs. The significance of the correlation values of
each scatter plot was determined by permutation analysis (1000 permutations). To determine the
significance of differences in the methylation state of human and chimp SUMIs, we generated a
null mean-p(U) value distribution assuming that there is no significant difference in methylation
between the four human and the four chimp samples. We generated groups for the null distribution
by considering all divisions of the human and chimp individuals into two groups, such that in each
group there were two humans and two chimps. The distribution of the absolute differences in mean-
p(U) values was used to set the thresholds for p=0.01 at absolute difference 0.19. Of the 14,316
SUMIs considered, 1,525 has an absolute difference in methylation that passed the threshold, and
were therefore determined to differ in methylation between the species with a p-value < 0.01.

Overlap between SUMIs and chromatin features
Human genome (hg18) annotation of chromatin features was obtained from the UCSC genome
browser. FAIRE data (determining open chromatin regions) was obtained from
ftp://hgdownload.cse.ucsc.edu/goldenPath/hg18/encodeDCC/wgEncodeChromatinMap/ using the
files:
wgEncodeUncFAIREseqPeaks{H1hesc,Nhek,Gm12878V2,Huvec,Panislets}.narrowPeak . His-
tone tail modification data were obtained from the EncodeBroadChipSeq dataset of the UCSC
browser, using the union of the data for the cell lines: GM12878, H1hESC, HMEC, HSMM, HU-
VEC, NHEK, NHLF (H1hESC data was not available for H3K27ac). A SUMI and a chromatin
feature were scored as overlapping if they shared at least one base. To evaluate the significance
of the overlap between SUMIs and chromatin features, the location of the SUMIs was randomized
500 times using shuffleBed [129]. For each randomization, we computed the overlap between
randomized SUMIs and chromatin features; p-values are reported as the frequency of the number
of times a degree of overlap of a given chromatin feature with randomized SUMIs was equal or
greater than that with the original SUMI data.

Association between differentially methylated SUMIs and differentially ex-
pressed genes.
We considered only SUMIs that have exactly one Transcription Start Site (TSS), as defined by
the refGene table of the UCSC Genome Browser, within ±2000 bp from the SUMI boundary.
Out of 14,316 orthologous human-chimp SUMIs (HC SUMIs), there are 6,457 such cases; out of
the 1,525 differentially methylated SUMIs (diffSUMIs) there are 507 such cases. Each of these
SUMIs was associated with the its proximal RefSeq gene. Blekhman et al generated human-chimp
differential gene expression data for 17,231 genes from three tissues [15]. The intersection of
the sets of SUMIs proximal to a TSS with the genes studied by Blekhman et al identified 5,277
HC SUMIs and 384 diffSUMIs for which we had gene expression data. Of the 384 diffSUMIs,
180 (46.9%) matched a gene that was differentially expressed, as determined by Blekhman, in at
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least one of the three tissues tested. In contrast, of the 5,277 general HC SUMIs, 2,139 (40.5%)
matched a gene that was differentially expressed in at least one of the tissues they tested. To
evaluated the significance of this difference, we randomized the association between SUMIs and
genes and generated a p-value after 1,000 iterations - in each iteration 384 SUMIs were picked at
random from the 5,277 SUMI set, and the number of those SUMIs for which the associated gene
was determined as differentially expressed in one of the tissues was counted. In 5 of the 1,000
cases that number was larger or equal to 180, resulting in a p-value of 0.005 for the association of
differentially methylated SUMIs with differentially expressed genes.

Inference of methylation state in the last common ancestor.
We used the orangutan methylome as the outgroup to infer the ancestral methylation state of hu-
man and chimp SUMIs. Out of the 14,316 orthologous human-chimp SUMIs, we identified 11,718
that had an orthologous orang SUMI meeting the same criteria described above in the section on
cross-genome mapping. Only one unrooted tree topology is possible for any three species; for each
orthologous human, chimp and orang SUMI, we calculated the branch length of the unrooted tree
from mean p(U) values of the three species using the REML method for continuous traits [43].
Given the branch lengths, the methylation state of the common ancestor for each SUMI was in-
ferred using squared-change parsimony . We calculated the amount of change in methylation state
as the difference for each SUMI between the p(U) values of the common ancestor and the extant
species. The value is positive if the extant species is less methylated than the common ancestor,
and negative if the extant species is more methylated.

Construction of a phylogenetic tree based on methylation states
We built a phylogenetic tree based on the average methylation states of the 11,718 orthologous
human-chimp-orang SUMIs. Each SUMI was assigned p(U) value of 1 if its mean p(U) score
was larger than 0.2 and 0 otherwise (this conservative threshold of 0.2 for calling a SUMI ‘methy-
lated’ is consistent with the CG decay analysis) The Jukes-Cantor distances (for binary characters)
were calculated for each pair of individuals to obtain a distance matrix. We used the SplitsTreepro-
gram [69] to construct a phylogenetic tree using the Neighbor-Joining algorithm, and to bootstrap
the resulting tree (1000 permutations) [43].

CG decay analysis
From the set of the 11,718 orthologous human, chimp and orang SUMIs, we determined the sub-
sets of SUMIs in which all the three species had mean p(U) within defined thresholds, com-
puted multiple sequence alignments using ClustalW [86], and concatenated the alignments of all
SUMIs within each subset. The concatenated multiple sequence alignments were submitted to
Ambiore [70] to calculate the substitution rates of all possible substitution types involving the C of
a CG dinucleotide.
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To analyze CG decay in SUMIs that had changed methylation state in the human lineage, we
identified human SUMIs whose methylation difference with the inferred last common ancestor was
p(U)<−0.19 (identifying SUMIs that have become more methylated) or p(U)> 0.20 (identifying
SUMIs that have become less methylated). For each SUMI, C/T polymorphisms mapping to a CG
dinucleotide were retrieved from dbSNP build 130; only polymorphisms validated as “by-hapmap”
and “1000genome” were used.
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Part II

Error correction in HTS datasets
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Chapter 5

Identification and correction of systematic
error in high-throughput sequence data

5.1 Introduction
The technological advances that have enabled high throughput sequencing have opened the door
to many fascinating fields. A substantial and crucial step in many of the studies that use such
high-throughput data is determining the positions of single-nucleotide variants1 . Calling of such
variants is attempted by pinpointing places at which the sequencing data gives evidence of single-
nucleotide resolution variance in the sample (for example - an individual that has a ‘T’ at some
specific location on one chromosome and a ‘C’ at that same location on the second chromosome).
Examples in which high-throughput sequence data is used for this purpose include studies that
map rare variants across populations from the sequencing of individual genomes, RNA-editing
events from RNA-Seq data, allele-specific DNA methylation from methyl-Seq datasets, and studies
that determine differential allelic expression from RNA-Seq data, to name a few. Since high-
throughput sequencing technologies allow sequencing at low cost at the expense of higher error
rates [38; 67], improved statistical methods that accommodate these high error rates are needed
in the calling of variants (heterozygous sites) [114]. The design of effective statistical methods
requires precise characterization of error in high-throughput sequence data. Previous work has
examined the behavior of individual base-call errors in sequence reads [38; 111; 161]. In this
chapter we discuss a previously undescribed phenomenon in sequence data where these base-
call errors aggregate at specific genomic locations across multiple sequence reads. We focus on
Illumina technology, although we have observed systematic error on other platforms and return to
this in the Discussion.

1A variant is a case in which at least two different nucleotides from {A,G,C,T} are present at some genomic
coordinate, x, in the sample being sequenced. We then say that there is a variant at location x. Throughout this chapter
we use variant and heterozygous site interchangeably.
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We begin by describing the types of sequencing error that have been previously characterized,
and their relationship to the type of error we have discovered. The likelihood of a base-call error
occurring at any particular location in a sequence read is influenced by several parameters. It is
known that base-call errors are more likely towards the ends of reads and that surrounding sequence
motifs influence error frequencies [38; 111; 161]. For example, errors are more likely at positions
preceded by GG or following a number of GGC motifs [111], but regardless of the preceding motif,
errors become more likely towards the end of reads [38]. However, we have found that errors at
some genomic positions appear with greater frequency than can be explained by these effects,
and we refer to this as systematic error. Systematic error manifests as many individual base-call
errors from separate sequence reads occurring at the same genomic position (Figure 5.1). Thus,
a systematic error comprises many individual base-call errors (from different reads) that fall at the
same genomic location.

These errors have the potential to be especially troublesome because they can confound meth-
ods that identify errors based on their sparsity among reads. For example, we show systematic
errors affect current SNP (Single-Nucleotide Polymorphism) calling methods, where the first step
involves computing the posterior probability for a SNP at every site based on relative nucleotide
counts [91]. Although filters based on the depth of reads are frequently applied (mostly to screen
for indels, copy number variants, or other structural variation) [1; 169], most existing approaches
will not identify systematic errors, or distinguish them from true SNPs. Similarly, the detection of
RNA editing sites in RNA-Seq data is complicated by systematic error, because an accumulation
of errors at a transcriptome site can appear to be an edit event when compared with a reference
genome that may have been sequenced using another technology [92]. In many studies that incor-
porate variant-calling from high-throughut sequence data, such as the examples noted in the first
paragraph, the frequency at which a variant in the sequenced reads is observed is not expected to
be 0.5. For example, in the case of a population study that aggregates low-coverage whole-genome
sequencing data from many individuals, the observed frequency of a variant will be (in expecta-
tion) the frequency of that variant in the population being sequenced. We show that systematic
errors are prevalent and are found in a large range of frequencies, requiring such studies to take
special care to avoid falsely annotating systematic errors as variant calls.

In this paper we present a thorough characterization of systematic errors using Illumina short-
read sequencing data. The data we use is optimized for the detection of errors because of high
coverage and high numbers of paired-end reads in which the paired reads overlapped. We show
that systematic errors must be accounted for when annotating variants from a dataset (heterozygous
alleles), and that although improved base calling software can correct a small number of systematic
errors, it is not sufficient by itself. We present an efficient statistical algorithm for the detection of
systematic error and use it to show that systematic errors are present in other datasets, including an
RNA-Seq dataset, a viral reference genome and Illumina HiSeq 2000 data from the 1000 genomes
project.
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Figure 5.1: Types of errors. A screenshot from the IGV browser showing three types of error
in reads from an Illumina sequencing experiment: (1) A random error likely due to the fact that
the position is close to the end of the read. (2) Random error likely due to sequence specific
error- in this case a sequence of Cs are probably inducing errors at the end of the low complexity
repeat. (3) Systematic error: although it is likely that the GGT sequence motif and the GGC
motifs before it created phasing problems leading to the errors, the extent of error is not explained
by a random error model. In this case, all the base calls in one direction are wrong as revealed
by the 11 overlapping mate-pairs. In particular, all differences from the reference genome are
base-call errors, verified by the mate-pair reads, which do not differ from the reference. Given
the background error rate, the probability of observing 11 error-pairs at a single location, given
that 11 mate-pair reads overlap the location, is 1.5×10−26. Moreover, given the presence of such
errors at a single location, the probability that all of the errors occur on the same strand (i.e., on
the forward mate pair) is 1

1024 = 0.00098. Note that the IGV browser made an incorrect SNP call
at the systematic error site (colored bar in top panel).

5.2 Results
To investigate the types of errors present in whole-genome Illumina high throughput sequencing
data, we conducted a paired-end methyl-Seq experiment on a male human individual with read
length of 76 bp. A methyl-Seq experiment is ideal for investigating systematic error because the
experiment results in high average coverage per covered location due to the fact that only sites cut
by the restriction enzyme are assayed. The reads were mapped with Bowtie [85] allowing up to
two mismatches.

Our experiment spanned 29,827,077 genomic locations at an average coverage of 35.4. Due to
the small fragment size in methyl-Seq experiments many of the mate-pair reads overlapped, pro-
viding for each such location two base calls sequenced from the same DNA molecule (Figure 5.1)
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albeit from different directions. We made use of this to distinguish between base-call errors and
true heterozygosity calls in the following manner: each pair of bases originating from a single
mate-pair and sequencing the same position was denoted a reference-pair if both calls agreed with
the reference genome, a SNP-pair if both calls disagreed with the reference genome and agreed
among themselves, and an error-pair if one of the calls agreed with the reference genome but the
other did not. A SNP-pair could consist of two base-call errors, in the case that both of the paired
reads had an error at the same location, but the probability of such an event was low and we ignored
such cases in this study.

Because we focused on overlapping mate-pairs, we report all results in terms of pairs. For
example, when stating coverage we state the number of pairs overlapping a site (the coverage of
the systematic error location in Figure 5.1 is 11), and when we state a location has 40% errors it
means that of the pairs overlapping the location 40% were error-pairs. In our experiment 3,985,926
genomic locations were covered by both reads of some mate-pair but we restricted our analysis to
the 2,226,445 of these locations with a coverage depth of at least 10. These 2,226,445 genomic
locations where covered by a total of 85,782,923 base-call pairs, 223,957 of which were error-pairs.

5.2.1 Extent of systematic error
We found many locations at which there seemed to be an accumulation of errors. To test the
extent of this phenomenon we computed the expected number of locations with each possible
proportion of error. Let c10, . . . ,c j, . . . ,c565 be the number of locations with coverage j (in our data
∑c j = 2,226,445), and p := #error−pairs

#pairs = 0.002611 be the probability of sequencing error. Let Bi
be a random variable for the number of locations from c10, . . . ,c j, . . . ,c565 with proportion of errors
i, and let Bi j be a random variable for the number of locations with coverage j and proportion of
error i. We computed the expected number of locations to have each proportion of errors i as

E[Bi] = ∑
j

E[Bi j] = ∑
j

c j

(
j

ki j

)
pki j(1− p)( j−ki j),

where ki j is the number of errors for coverage j that results in proportion of error i. Figure 5.2
shows a log-scale histogram of the expected and observed counts for these different error-proportions.
The observed counts in the higher frequencies of errors are larger than the expected counts, indi-
cating that there are more locations than expected that have a high frequency of base-call errors.
We called such locations systematic errors, and set out to determine the characteristics of these
locations, with the goal of lowering the false-positive rates in calling heterozygous sites.

For further characterization, we annotated a set of locations in which the number of error-
pairs was significantly higher than expected, given the observed frequency of error. Setting
p = 0.002611 as in the previous section, we compute a p-value for a given location with i errors
and n coverage as p(K ≥ i|n) = ∑

n
k=i
(n

k

)
pk(1− p)(n−k), where K is a random variable indicating

the number of errors at a location. Of the 2,226,445 locations with coverage of at least 10, 2,116
locations were annotated as systematic errors, using a Bonferroni correction for a 0.05 signifi-
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Figure 5.2: Proportion of base call errors across genomic sites. The observed (blue) number of
locations with high base-call error frequencies significantly exceeds the expected amount (red).

cance level. We used a Bonferroni correction because it ensures that the probability of even one
false-positive is ≤ 0.05, resulting in a set that is low in false-positives, and therefore suitable for
characterizing the nature of systematic error. We note that this calculation yielded a lower bound
on the frequency of systematic errors in our dataset of approximately 1 in 1000 bp.

5.2.2 Characterizing systematic errors
Having annotated the set of 2,116 systematic errors, we looked for characteristic features that
could be identified in any high throughput sequencing experiment. Of the 2,116 sites we have
determined as systematic errors, 953 had all base-call errors on the forward read and 1,062 had
all base-call errors on the reverse read (an example is seen in Figure 5.1). We conclude from this
that in systematic errors the base-call errors tend to appear on just one of the sequencing directions
(forward or reverse). This tendency was noticed in [1], where the directionality on which errors
occurred was used to filter false-positives from the set of heterozygous sites annotated. A possible
explanation for this phenomenon is that the sequencing of some motifs, which are different on the
opposite strands, have higher probability than others for base-call errors, resulting in systematic
errors. This is consistent with the known overlap in absorption spectra of the G and T channels
identified by a single laser in Illumina sequencing.

We therefore tested whether there are significant motifs surrounding systematic errors by gen-
erating a sequence logo [36; 144] for the reference sequences around the systematic errors (Fig-
ure 5.3). Interestingly, we found that the first base upstream of the systematic error has greater
information regarding the presence of a systematic error than the base at which the error is present.
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Figure 5.3: Sequence motifs at systematic error sites. (a) The motif around systematic errors
reveals a strong enrichment for instances preceded by an occurrence of GG and for the error to
occur at locations where the reference genome is T . (b) Categorized by the nucleotide at the error
location. The number of systematic errors in each subset is denoted by n.

We found that the large majority of systematic errors are preceded by a G, and that two G bases
followed by a T at the error site is by far the most common and characteristic sequence at sys-
tematic error locations. Although the GGT motif is a strong characteristic of systematic errors, an
analysis restricted to GGT sites (estimating the expected error rate by that observed at GGT s, see
Methods) showed that 660 sites, out of all 61,779 GGT sites, have a significant accumulation of
errors . This shows that systematic errors are not accounted for by this motif alone.

To gain insight into the types of sequencing errors present at systematic errors we computed the
frequencies of the different base substitutions in both systematic errors and throughout the entire
dataset (Figure 5.4). We witnessed an extremely strong tendency for the T > G error compared to
all others. Our results show that there is a higher substitution rate to Gs than to the other nucleotides
and that the substitution rate to A or T is considerably lower than the substitution rate to C. With
respect to the reference bases at which systematic errors occur, there is a stronger tendency of
error at A or T than at C or G. We divided the systematic error locations based on the reference
base at which the error occurred, and tested for motifs in each of the fours sets (Figure 5.3.b). We
concluded that the strongest motif at systematic errors is that of GGT where the error is at the T ,
resulting in an incorrect base call of G.

To test whether the quality scores at the locations of systematic errors account for the extent
of base-call errors observed, we computed a p-value for each location given its specific quality
scores: Given n (ordered) quality scores let Ki be a random variable for the number of errors at
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Figure 5.4: Base substitutions of systematic errors. Frequency of different base substitutions in (a)
all errors (b) systematic errors.

locations 1 to i, and let Xi be an indicator variable for whether there was an error or not at location
i. We then have that

p(Kn = k) = P(Xn = 1)P(Kn−1 = k−1)+P(Xn = 0)P(Kn−1 = k),

and can use dynamic programming to compute the p-value for each location in O(n2) time. Of the
2,226,445 positions with read count of at least 10, 268 had a significant accumulation of error under
a Bonferroni correction for a significance level of 0.05 (the probability of even one false-positive
is less than 0.05). It is interesting that significant positions were found, given that in general
throughout the experiment the quality scores tend to predict a higher error rate than that observed
(#error−pairs

#pairs = 0.002611 while the quality scores predict an error-pair frequency of 0.00416).
The characteristics of systematic errors, occurring mostly at GGT motifs where the error that

occurs is a T > G substitution, implies that the errors could be a result of the sequencing technol-
ogy, which makes it hard to distinguish between a GGG and a GGT instance. It is the base-calling
algorithm that makes such distinctions, given the images output from the Illumina machine. We
asked whether systematic errors could be accounted for by base-callers that utilize sophisticated
statistical techniques to reduce error. To test this we compared the systematic errors present in a
dataset base-called by Bustard (Illumina’s base-caller) to those present in the same dataset when
base-called by naiveBayesCall [77], to our knowledge the most accurate base-calling algorithm
available. We used for this the dataset that was used in [77] from the phiX174 virus. The genome
of phuX174 is 5,386 bp long and has been extensively studied due to its use as a control for
sequencing experiments. We found 59 systematic errors in the Bustard called dataset and 40 sys-
tematic errors in the naiveBayesCall dataset, amounting to a systematic error rate of 1 in 91 bp
and 1 in 135 bp respectively. We believe the higher frequency of systematic errors is due to the
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phiX174 genome being richer than human in GGT motifs (data not shown) and to the high se-
quencing coverage (see Discussion section). These results show that while systematic error can be
reduced with more sophisticated base calling, it is a persistent problem at a significant level even
when using state of the art methods.

To test replicability of the locations at which systematic errors occur, we conducted a sec-
ond methyl-Seq experiment on the same individual (see Methods section). The error frequency
in this second experiment was determined as p = #error−pairs

#pairs = 0.00162 and of the 2,419,666
locations with coverage of at least 10 pair-calls, 3,272 locations were annotated as systematic er-
rors using a Bonferroni correction of 0.05. From the 2,160,736 positions with at least 10 pair-
calls in both of the experiments, 1,916 and 2,519 were annotated as systematic errors in the
first and second experiments, respectively, and of those 1,279 locations were annotated as sys-
tematic errors in both experiments. This shows that while there is some variability in the lo-
cations determined as systematic errors, locations at which systematic errors occur are highly
replicable (the expected number of systematic errors to be called at the same locations is 2).
We tested whether the significant overlap of the locations at which systematic errors were de-
tected was due to GGT motifs being more prone for systematic errors than other motifs. Of
the 61,779 GGT sites that were overlapped by at least 10 pair-calls in each experiment, 1,596
and 2,080 locations were annotated as systematic errors in the first and second experiments, re-
spectively, and of these 1,095 locations were annotated as systematic errors in both experiments
(the expected number of systematic errors to be called at the same locations when restricting
to GGT positions is 54). The lists of systematic errors for both experiments are available at:
http://bio.math.berkeley.edu/SysCall/systematic_error_lists/.

5.2.3 Identification and correction of systematic errors
The main concern regarding systematic errors is that they may be incorrectly annotated as het-
erozygous sites in an individual or as rare variants in a population. Fortunately, in systematic error
the extent of error at a location usually does not result in an equal ratio of reference to non-matching
reference calls, making it easier for methods that expect such a ratio to identify these sites as non-
SNPs. Nonetheless, SAMtools [91] identified 12 of the 2,116 systematic errors in our methyl-Seq
dataset as SNPs (three of these are annotated as SNPs in dbSNP130), and in the SNP-calling pro-
cedure for the 1000 genomes project a filtering step based on directionality of sequencing was
used to account for systematic errors (supplementary material of [1]). Systematic error may pose
an even greater difficulty in studies where the ratio of reference to non-matching reference calls
is not expected to be 1:1 for true heterozygous sites. This is the case in population studies that
aim at characterizing rare variants, and in various functional genomic studies, such as RNA-Seq
experiments in which variants are annotated alongside expression levels [178]. Systematic error
may also affect RNA-Seq experiments in the bias it can introduce in coverage at systematic error
sites. Such bias can in turn affect expression level estimates [163].

To account for this we have designed SysCall - a classifier which given a list of potential
heterozygous sites and the reads from an Illumina experiment classifies each location as a system-
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Figure 5.5: A flowchart of the SysCall classifier for distinguishing heterozygous sites from sys-
tematic errors.

atic error or a heterozygous site (Figure 5.5). Our classifier uses logistic regression to combine
the different characteristics of systematic errors and make predictions. The SysCall algorithm
is described in the Methods section. Importantly, SysCall does not assume that the experiment
preformed is paired-end or that the expected frequency of variant observations is half, making it
applicable to the different types of high throughput experiments discussed. SysCall is available at
http://bio.math.berkeley.edu/SysCall/.

Assessing SysCall’s performance

In order to test SysCall’s performance we annotated a set of locations in our methyl-Seq dataset that
would be candidates for heterozygous sites (where a significant amount of the base-calls differ from
the reference) and for which using the overlap between paired reads we could call as systematic
errors or heterozygous sites with high certainty. We used the same sets of locations that were
annotated for training SysCall (see Methods section): a “SNPs” set consisting of 491 locations and
a “Systematic errors” set consisting of 338 locations. From each mate-pair one of the reads was
chosen at random to simulate a non-overlapping (and non paired-end) dataset.

As a first test of our classification algorithm we ran 100 iterations in which we generated
training and test sets by randomly dividing the “SNPs” and “Systematic errors” sets into halves
(from each of the “SNPs” halves 169 instances were randomly selected in order to have the same
number of systematic errors and SNPs in the training and test sets). In each iteration we generated
a feature matrix for the training and test sets, learned the coefficients of the logistic regression
classifier from the training set, and classified the instances of the test set, recording the percentage
of instances that were classified correctly (as either systematic errors or heterozygous sites). The
distribution of the percentage of instances classified correctly from the 100 iterations had a mean
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Figure 5.6: SysCall accurately distinguishes heterozygous sites from systematic errors. Proportion
of correctly classified instances at different sequencing coverages for SysCall (grey) and for a
logistic regression classifier that uses only the feature of directionality difference in error frequency
(white).

of 99.0% and a standard deviation of 0.005 (Figure 5.6).
A strong characteristic of systematic errors is that the differences from the reference have a

strong bias to occur on either the forward or reverse direction. We tested the ability to classify
locations using the same logistic regression classifier but using only the directionality bias feature:
ul = (ql1−ql2). When running 100 iterations of training and testing as before using this classifier,
the distribution of the percentage of instances classified correctly had a mean of 72.1% and a
standard deviation of 0.021. Therefore, a significant amount of precision is gained when making
use of all six features in the classification process.

A main purpose when designing SysCall was to be able to distinguish systematic errors from
heterozygous sites in datasets of lower coverage than that available to us (35.4x). To evaluate
SysCall’s performance on different coverage depths, we simulated experiments of lower coverage
by randomly sampling a given percentage from the initial set of reads. For each of 20%, 40%,
60% and 80% (resulting in coverage of 7x, 14x, 21x, and 28x respectively), we ran 100 iterations
where in each iteration we randomly chose the given percentage from our reads, refined our set
of locations to those with at least one base-call differing from the reference and proceed as in the
previous test: divide the locations into a training and test set (the number of instances in each
being half of the smaller sized set), compute features, train, classify, and record the percentage of
instances classified correctly. The results for these tests, together with the results for the same tests
when using only the directionality bias feature for classification are shown in Figure 5.6. SysCall’s
classifications are highly accurate at all of the coverage rates tested, and the improvement relative to
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Figure 5.7: Histograms of the proportion of false-positive and false-negative classifications when
considering all simulation runs and using (A) SysCall or (B) only the directionality feature. The
proportions of Systematic errors called as SNPs (false-positives) and SNPs called as systematic er-
rors (false-negatives) were determined for each individual simulation across the different coverage
rates. The histograms show the frequency of each proportion of error across all simulations. When
using all features in the prediction process the error rates of both types are significantly lower,
and the miss-classifications are mostly false-negatives, whereas when using only the directionality
feature for prediction the majority of wrong classifications are false-positives.

using only the directionality bias is negatively correlated with the mean coverage rate, as expected.
The use of all features together results in less errors per simulation, and in more false-negatives
(SNPs that are called as systematic errors) than false-positives (systematic errors that are called as
heterozygous sites); an opposite trend than when classifying using only directionality (Figure 5.7).

To assess SysCall’s ability to detect false SNP calls from Illumina datasets, we analyzed the
GAII sequencing data available for NA18507, chromosome 21 (http://www.illumina.
com/truseq/tru_resources/datasets.ilmn). SAMtools called 61,867 SNPs in the
dataset and SysCall partitioned those locations into a set of 61,390 SNPs and 477 systematic er-
rors. As a “gold standard” dataset we used the SNP calls for individual NA18507 available from
the HapMap project (http://hapmap.ncbi.nlm.nih.gov/downloads/genotypes/
latest/). From the set of SNPs called by SAMtools 11,984 (19.37%) were present in the “gold
standard” dataset. Of the 61,390 SNPs called by SysCall 11,973 (19.50%) were in the “gold stan-
dard” set. Of the 477 systematic errors 11 (2.3%) were in the “gold standard” set. Our results
show that SysCall helps clean the set of SNPs called by SAMtools from false-positiveSNP calls.
We note that in this analysis half of the reads, in expectation, are expected to differ from the ref-
erence. When searching for variants in experiments where this is not the case (such as RNA-Seq,
methyl-Seq, rare variant detection etc.) it is easier to mistake systematic errors for true variants
and in such cases we expect SysCall’s contribution will be even greater.
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5.2.4 Presence of systematic errors in other datasets
In order to verify that systematic errors are not specific for the methyl-Seq procedure we looked for
evidence of systematic errors in other high throughput datasets. We believe systematic error will
be extremely important to correct for in RNA-Seq experiments, in which one attempts to annotate
both heterozygous sites and expression levels to derive allele specific expression estimates. We
therefore looked for systematic errors in the RNA-Seq dataset from Ambion Human Brain Refer-
ence by Illumina (accession SRA012427), on chromosome 1. Since this dataset did not contain
overlapping paired reads we could not annotate error-pairs. Instead, we used directionality bias of
the base-calls different from the reference to annotate systematic error. We could do so because the
coverage in this dataset is high (at transcripts that are highly expressed). For each of the 857,570
locations covered by at least 10 forward and 10 reverse reads we conducted a chi-square test, test-
ing for association between occurrence of mismatches and directionality of sequencing. Under a
Bonferroni correction for a 0.05 significance level, we found 991 systematic errors. Thus we have
approximately 1 in 1000 sites that are shown to be systematic errors. The method used here, using
directionality bias, is statistically weaker than the method with which we identified systematic er-
rors from the methyl-Seq experiment, where we used overlapping mate-pairs to identify base-call
errors. The fact that the frequency of identified systematic errors in the RNA-Seq dataset is as high
as in the methyl-Seq dataset implies that there are more systematic errors present in the RNA-Seq
data than in the methyl-Seq data; this could be due to this dataset being produced by an older
version of Illumina’s GA.

We also looked at newer Illumina data generated by the HiSeq 2000 machines as part of the
1000 genomes project [1]. We analyzed exome data from chromosome 1 (accession ERX01220).
We aligned reads to the reference genome with Bowtie and refined our analysis to the 848,742 sites
that were covered by at least 10 reads in each direction. When conducting the same statistical test
as for the RNA-Seq data, only 2 sites were determined as statistically significant with respect to
the differences from the reference being present on one of the sequencing directions. However,
testing for directionality bias of mismatches in this way has little power, and many strong sys-
tematic errors are missed by this method (Figure 5.8). This results in many locations that are not
detected by this method as systematic errors but would be wrongly annotated as heterozygous sites
due to their characteristics. We therefore annotated a set of candidate heterozygous sites as those
locations with at least 10% of the base-calls being different from the reference sequence and with
at least 5 differences from the reference, resulting in a set of 1,712 locations. Running SysCall
on this set, 316 locations were classified as systematic errors. When annotating SNPs in the 1000
genomes project a filtering step was applied, detailed in sections 5.1.1 and 5.2.1 of the supplemen-
tary information of [1], designed specifically to filter out locations in which the base-calls different
from the reference are not evenly distributed between the forward oriented and reverse oriented
reads. The filtering step applied in [1] to avoid calling systematic errors as SNPs can decrease the
number of false-positive SNP calls, but relies on having a sufficient number of reads from each
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Figure 5.8: Systematic errors in HiSeq data. A screenshot from the IGV browser showing two sys-
tematic errors in the HiSeq dataset analyzed. These locations are not statistically significant under
a chi-squared test for directionality bias (after correcting for multiple hypotheses), demonstrating
the weakness of this test.

strand and makes use only of the strand-specific characteristic of systematic errors. As we have
shown, distinguishing between systematic errors and heterozygous sites can be greatly improved
by taking additional evidence into account.

5.3 Discussion
We have identified systematic error in Illumina sequence that is prevalent in different types of
datasets, and that does not appear to be easily correctible during base-calling. This systematic
error has significant implications for calling heterozygous sites, especially at low coverage [110].
Moreover, while increasing the extent of coverage enables the detection of rare variants in popu-
lation studies and low expression rates in transcriptome studies, it also reveals locations of weaker
systematic errors (locations at which there is a small accumulation of base-call errors). Thus, the
problem of distinguishing systematic error from true heterozygous sites persists regardless of the
extent of coverage. We detected this type of error, and could thoroughly characterize it, thanks
to a dataset with overlapping paired-end reads and with very high coverage. Making use of our
characterization we have designed and implemented a classifier to correct for systematic errors at
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much lower coverage depths and with no need for paired-end reads. We have shown that by using
the different characteristics in the prediction process we gain a significant increase in performance
over using directionality bias alone.

Although we have provided a preliminary characterization of systematic error, with further
work and additional data it may be possible to better identify sequences associated with error. In
particular, it should be possible to identify and characterize systematic error resulting from other
sequencing technologies.

In this chapter we have presented how the methyl-Seq experimental method can be coupled
with statistical tests to investigate the presence of systematic error in a dataset. We have also pre-
sented methods for annotating the characteristics of systematic errors and have demonstrated that
logistic regression that uses a combination of different characteristics can be a powerful tool for
distinguishing systematic errors from true variants. This workflow is generalizable, and can be
used to test different sequencing technologies and work-flow chemistries for systematic errors at
low cost (due to the low cost of the methyl-Seq procedure). Although such a comprehensive as-
sessment is beyond the scope of this study, we have looked at RNA-Seq SOLiD data from [140]
and have identified statistically significant systematic error. Additionally, a research group at UC
Berkeley has recently discovered a new type of systematic error, that follows a different sequence
logo than presented here, and at which base-calls different from the reference are found in both se-
quencing directions. This newly found error is currently being characterized and we anticipate that
a collaboration to expand SysCall’s framework for accommodating this type of error will be highly
beneficial. We believe that as sequencing technology improves systematic errors should decrease,
and we have observed this to be the case based on the Illumina samples we have investigated.
Sequence from two years ago shows higher systematic error rates than recently sequenced data.
Nevertheless, we believe that systematic error is a continuing characteristic of Illumina sequence.

5.4 Methods

methyl-Seq experiments
The human sample was collected with IRB approval from the Children’s Hospital and Research
Center, Oakland. The approval was granted for a single subject to draw blood for the purpose
of examining his methylome and transcriptome, with the understanding that the subject is fully
aware of the implications of collecting and analyzing personal genetic data. Immediately after
phlebotomy, leukocytes were isolated by Ficoll centrifugation. B cells were isolated from the
leukocyte fraction with an indirect magnetic labeling system for the isolation of untouched B cells
which yields highly pure B cell preparations (Miltenyi). DNA was extracted by standard methods,
and digested overnight with HpaII (NEB). HpaII cuts the sequence CCGG; methylation of the
central cytosine on one or both strands protects the sequence from digestion with HpaII [63]. HpaII
fragments 50-300 bp in length were isolated on an agarose gel. A paired-end sequencing library
was constructed with the standard Illumina kit, and sequenced on an Illumina GAIIX to collect
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reads of 76 bases, resulting in 15,598,990 read pairs. Read pairs that did not terminate at CCGG
restriction sites were removed, leaving 14,205,350 read pairs. The reads were mapped to the
human reference genome (hg18) using Bowtie [85] as single end reads allowing 3 mismatches and
requiring that the alignments be unique. Those that did not align were removed and the remaining
reads were mapped again, this time as paired end reads with a mismatch limit of 2. The higher
mismatch limit of 3 was used in the initial alignment step to avoid having reads with more base-call
errors preferentially pass the uniqueness requirement. This produced 6,939,310 aligned read pairs
mapped to 313,789 distinct locations. The same procedure was followed for the second methyl-
Seq experiment from monocyte DNA. The experiment generated 14,432,723 read pairs, of which
7,265,035 were ultimately mapped to 274,230 distinct locations.

Annotating systematic errors at GGT sites

The error rate in our dataset at GGT sites was computed as pGGT := #error−pairs at GGT
#all pairs at GGT = 0.0194.

We tested whether there are specific GGT locations at which there is a significant excess of errors
by computing a p-value for each GGT site, given the number of error-pairs and coverage at the lo-
cation, using pGGT , and using a Bonferroni correction of 0.05. The number of significant locations
remained substantial at 660, out of 61,779 GGT sites considered.

Annotating systematic errors in the phiX174
To test the influence different base callers have on the extent to which systematic errors are present
in a dataset we looked for systematic errors in the non-paired reads reported in [77]. In [77], several
sets of base-called reads were obtained from one run of sequencing of the phiX174 genome, each
using a different base calling method to process the images generated by the sequencing machine.
In this work we compared two base calling methods: Bustard, which is Illumina’s base-caller,
and naiveBayesCall, presented in [77]. The sequencing run generated 74,686 non-paired reads,
resulting in an extremely high coverage dataset for the 5,386 bp long genome.

We mapped the reads from each method to the virus genome using Bowtie, obtaining 382.2x
coverage for the Bustard called reads and 394.2x coverage for the naiveBayesCall called reads.
Since phiX174 is only 5,386 bp long and has been thoroughly studied for heterozygous sites
due to its use as a sequencing control, we excluded the five known SNP sites from our analysis,
and at the remaining sites called all base-calls that were different from the reference as base-call
errors. We computed the probability of a base-call error for each dataset of mapped reads by
p = # base−call errors

# base calls , and identified locations with a significant accumulation of errors by comput-
ing a p-value for every given location with i errors and coverage n as previously described in the
text, using a Bonferroni correction for a 0.05 significance level. We used the frequency of base-call
errors in the Bustard called reads of 0.0029 as the error probability for both datasets, since this was
the higher of the two frequencies.

We found 59 systematic errors in the Bustard called dataset and 40 systematic errors in the
naiveBayesCall dataset, amounting to a systematic error rate of 1 in 91 bp and 1 in 135 bp respec-
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tively. When restricting to cases in which more than 10% of the base-calls had errors we found 15
systematic errors for Bustard and 10 systematic errors for naiveBayesCall, 7 of which were at the
same sites.

SysCall’s design and implementation
In this section we describe SysCall, a logistic regression classifier designed to distinguish het-
erozygous sites from systematic errors, based on the characteristics of systematic errors we have
discussed. We will begin with describing the features used in SysCall’s model, continue with how
the model parameters were learned, and end with a description of the prediction procedure given
a new dataset. Importantly, the special features of the methyl-Seq dataset (overlap of paired-reads
and deep coverage) were used only for the first two stages. There is no need for the dataset on
which SysCall is used to have such features. As we show in Figure 5.6, SysCall preforms well on
a single-end dataset of 7x.

Model features

We have chosen features to be used in SysCall based on our findings regarding the characteristics
of systematic errors. Given a dataset and a location, l, SysCall annotates a vector of features, xl , as
follows: First a sequencing direction is chosen (forward or reverse) as the direction with the larger
proportion of base-calls that differ from the reference. SysCall only considers sites at which there
is at least one base-call that differs from the reference. Let ql1 and ql2 be that proportion for the
chosen and not chosen directions respectively. For example, for the location annotated as a SNP
in Figure 5.1, we would choose the forward direction and have q1 = 1 and q2 = 0. Let bi be the
nucleotide that is i places from l in the chosen direction and let wi be the vector of quality scores
at the location i places from l, attained from the reads overlapping that location. A feature vector
is then annotated for l as:

xl = (b−2,b−1,b0,ql1−ql2,ql1,PT(w0,w1)),

where PT(w0,w1) is the paired t-test result on the two vectors w0 and w1. This paired t-test feature
is computed due to our observation that the quality scores at systematic error locations tend to
be lower relative to the quality scores at their neighboring sites (Figure 5.9), and this can help
distinguish them from true heterozygous sites. As an example, for the location annotated as a SNP
in Figure 5.1 the feature vector is (G,G,T,1,1,−5.56).

Parameter estimation

We learned parameters for SysCall using training sets constructed from our methyl-Seq dataset. In
that dataset, due to both overlap of paired-reads and high coverage, it was possible to determine
many sites with high certainty as either heterozygous sites or systematic errors. We annotated a
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Figure 5.9: The paired t-test statistic helps distinguish true SNPs from systematic errors. The
paired t-test (PT (w0,w1)) was computed for the “SNPs” and “Systematic errors” sets used for
training SysCall. The histogram of paired t-test for the “SNPs” set (red) is centered around 0
(mean: 0.0024, std: 2.035), indicating that the quality scores at those locations were similar to
their neighboring quality scores. The histogram of the “Systematic errors” set (blue) formed an
almost disjoint distribution (mean: -10.505, std: 3.919). We note that at lower coverage rates the
separation is not expected to be as strong.

list of locations that would be candidates for heterozygous sites (where a significant amount of the
base-calls differ from the reference) and which we could call as systematic errors or heterozygous
sites with high certainty. Of the 905 locations in our dataset with coverage of at least 40 (paired-
calls) and at which 10-90% of the base-calls on the forward strand differed from the reference
we annotated two sets: (1) “SNPs” - the 491 locations at which all differences from the reference
were SNP-pairs. (2) “Systematic errors” - the 338 locations at which all differences from the ref-
erence were error-pairs. From each mate-pair one of the reads was chosen at random to simulate
a non-overlapping (and non paired-end) dataset. Also, 338 locations were chosen at random for
the “SNPs” set to ensure the predictions were feature-based only. A feature matrix was built for
these 676 locations (the training set), and the parameters for a logistic regression model were com-
puted by maximum likelihood estimation using the software package R. Note that when assessing
SysCall’s performance the data on which the classifier was trained was different from that used to
asses its performance (in each iteration only half of this dataset was used for training).

At different depths of coverage the different features may be indicative to different extents. For
example, at high sequencing depths the paired t-test statistic and the frequency of error on each
direction may have a more significant effect than at lower sequencing depths, where the sequence
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motif is more informative. To account for this we simulated experiments of lower coverage by
randomly sampling a given percentage from the initial set of reads. For each of 20%, 40%, 60%
and 80% (resulting in coverage of 7x, 14x, 21x, and 28x respectively), we randomly chose the
given percentage from our reads, refined our set of locations to those with at least one base-call
differing from the reference and proceeded as before to construct a different training set for every
coverage.

Prediction procedure

SysCall takes as input a list of genomic locations and a sequencing dataset. For n given locations,
SysCall constructs an n×7 feature matrix, M, where Mi,∗ = (1,xi), xi being the feature vector for
location i. Then, SysCall computes the mean coverage for the given dataset and uses the model
parameters learned from the training set with coverage closest to that observed, β , to compute the
vector of posterior probabilities as

pi =
1

1+ e−[β T MT ]i

for i = 1, . . . ,n. Using a threshold of 0.5 on the posterior probability, SysCall partitions the loca-
tions into “true heterozygous sites” (pi ≥ 0.5) and “systematic errors” (pi < 0.5) and prints out
two files accordingly, along with the posterior probability assigned to each location. In the case
of multiple mappings of reads, each mapping of a read is considered by SysCall, independently of
other mappings.

SysCall is implemented in R. The running time for classification is instantaneous, and the
running time for feature assembly depends on the number of sequenced reads in the experi-
ment and the number of locations considered, currently taking 10 seconds per 100,000 reads
when classifying 900 locations, and is trivially parallelizable. SysCall is available at http:
//bio.math.berkeley.edu/SysCall/.
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Appendix A

Biological terms

Note: Many terms in this table do not have a single concrete definition due to ongoing discoveries
that call for reassessment. The descriptions given here do not serve as concrete definitions, but
rather as sufficient background for readers with little or no prior biological knowledge.

Array hybridization A technique to conduct high-throughput genomic studies that preceded
high-throughput sequencing. This technique uses arrays - chips to
which known segments of DNA are attached. Methodologies using ar-
ray hybridization can approximate the extent to which each of the DNA
segments on the chip is present in a sample.

Case-control studies Studies that aim at finding regions of the DNA that are causal of disease
(or that are associated with causal regions). Such studies are done by an-
alyzing the DNA of individuals with the disease (cases) and individuals
that do not have the disease (controls).

Chromatin The combination of DNA and “packing” proteins that are bound to it.
The packing proteins (histones) can be arranged in either a dense (closed
chromatin / heterochromatin) or a sparse (open chromatin) formation.

Coding region A region of the genome that contains sequence that is translated (with
an mRNA intermediate) to a protein sequence.

Cultured cells Cells that have been adapted to be grown in the laboratory, and were
initially plant or animal cells.

Enhancer A short region of the DNA that can be bound with proteins and enhance
gene transcription.

Exon A region on the DNA that codes for mRNA that remains part of the
protein-generating mRNA after the editing process (known as splicing).

Fibroblasts The principle active cells of connective tissue in animals.
Gene A continuous segment of DNA that provides the coded instructions for

the synthesis of either an enzyme or a functional RNA molecule.
Germline Cells from which gametes (reproductive cells) are derived.
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Heterochromatin A tightly packed form of the DNA. Genes present on heterochromatin
are not transcribed (are silenced).

Heterozygous site A site of the DNA in which different instances compared (e.g. indi-
viduals or species) can display different nucleotides.

Imprinting A phenomenon in which the parent of origin determines the expression
rate of a gene. Imprinting has been shown to involve DNA methyla-
tion.

Neutrophil The most abundant type of white blood cell, also known as polymor-
phonuclear leukocyte.

Open chromatin see Chromatin
Ortholog regions Regions of the DNA in two species that originated from the same re-

gion in the common ancestral species.
PCR amplification An efficient method for the (near exponential) amplification of DNA

molecules.
Phenotype The observable physical or biochemical characteristics of an organism.
piRNA Non-coding RNA molecules that form RNA-protein complexes and

can be involved in gene silencing.
Promoter region A sequence of nucleotides, associated with a gene, that must bind with

mRNA polymerase before transcription can proceed. The promotor
region is where many transcription factors bind and have an affect on
transcription.

Protein coding region (see Coding region)
Restriction enzymes DNA cutting enzymes, found naturally in bacteria.
SNP (Single Nucleotide Polymorphism) A single-nucleotide location that

can differ between individuals of a species. The complete definition of
SNP requires that the variant be found in at least 5% of the population.

Somatic cells The cells that form the body of the organism, that are not part of the
germline. For example, skin, liver or heart cells.

Stem cells Unspecialized cells with the potential to develop into different cell
types.

Transcription The process in which RNA is made from the DNA code (one of the two
main steps in the expression of proteins in the cell, see Translation).

Translation The process in which the sequence of an mRNA is read to make an
amino acid sequence (a protein).

Transcription factor A protein that aids in activation and regulation of transcription. There
are many different known transcription factors.

Uncultured cells see Cultured cells.
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Further examples of bisulfite validation for
MetMap

In this appendix the different regions of the genome for which direct bisulfite sequencing was
used to evaluate MetMap are presented. In each subfigure the following are shown (from top to
bottom):

• Bisulfite values assigned to each CG site in the scope of sequencing, normalized to a 0-1
scale.

• Bisulfite values only for the HpaII sites (CCGG sites), normalized to a 0-1 scale (this is a
subset of the previous item).

• MetMap site-specific scores.

• Read counts. For this representation, any HpaII site with read counts larger than 30 was set
to 30, the “capping” value for sample 4.

• SUMI regions, along with their scores

• “bona fide” islands (denoted as the SVM-island track, because these islands are inferred with
the use of a support-vector machine).

• UCSC CpG islands

• RefSeq genes

The bisulfite scores of the HpaII sites are better aligned with the MetMap scores than with the
MethylSeq read counts. Moreover, the overall methylation state of the region (seen in the upper-
most track) is well correlated with the presence or absence of SUMIs, and with the SUMI scores.
The SUMI scores are not the mean of the MetMap scores in the validated regions because the
regions validated were only a small portion of the SUMIs, which may have regions that are methy-
lated to different extents.
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Scale
chr19:

50 bases
62803050 62803100 62803150

Bisulphite (sample 4)

Bisulphite Sample 4 (only CCGG)

MetMap Score (sample 4)

Read Counts (sample 4)

SUMIs (sample 4)

SVM-Islands
CG Is

RefSeq Genes

0.97

ZNF530

Bisulphite Sample 4

1 _

0 _

Bisulphite Sample 4 (ony CCGG)

1 _

0 _

MetMap-score

1 _

0 _

Read-Counts

30 _

1 _

(a) chr19-62,803,034-62,803,180

Scale
chr7:
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20 bases
100675080 100675085 100675090 100675095 100675100 100675105 100675110 100675115 100675120

G G C G G A G A A C C A C T T C C G G C G T C C G G C G G A T G C T G G C A C G A C C T G G C G A C G C
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Bisulphite Sample 4 (only CCGG)

MetMap Score (sample 4)
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SVM-Islands
CG Is

RefSeq Genes
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FIS1

Bisulphite Sample 4

1 _

0 _

Bisulphite Sample 4 (ony CCGG)

1 _

0 _
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1 _

0 _

Read-Counts

30 _

1 _

(b) chr7-100,675,073-100,675,124
Scale
chr5:

--->

20 bases
1398350 1398360 1398370 1398380 1398390 1398400 1398410

A G G C G C T C A G C T G C T G G G G C C G C G G A G G G C G T T C G C G G G G C G C C G G G G A A G G C T A G G G C C G C G G G G T C C C C G G G G C G C C
Bisulphite (sample 4)

Bisulphite Sample 4 (only CCGG)

MetMap Score (sample 4)

Read Counts (sample 4)
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CG Is
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Bisulphite Sample 4

1 _

0 _

Bisulphite Sample 4 (ony CCGG)

1 _

0 _

MetMap-score

1 _

0 _

Read-Counts

30 _

1 _

(c) chr5-1,398,340-1,398,418
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Scale
chr19:

50 bases
54032350 54032400 54032450

Bisulphite (sample 4)

Bisulphite Sample 4 (only CCGG)

MetMap Score (sample 4)

Read Counts (sample 4)

SUMIs (sample 4)
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CG Is
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Bisulphite Sample 4

1 _
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Bisulphite Sample 4 (ony CCGG)

1 _

0 _
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0 _

Read-Counts

30 _

1 _

(d) chr19-54,032,294-54,032,451
Scale
chr3:

50 bases
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Bisulphite Sample 4 (only CCGG)
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CG Is
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Bisulphite Sample 4

1 _

0 _

Bisulphite Sample 4 (ony CCGG)

1 _

0 _

MetMap-score

1 _

0 _

Read-Counts

30 _

1 _

(e) chr3-124,123,695-124,123,853
Scale
chr19:
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50 bases
4494680 4494690 4494700 4494710 4494720 4494730 4494740 4494750 4494760 4494770
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0 _
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0 _
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(f) chr19-4,494,674-4,494,773
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Scale
chr3:

50 bases
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Read-Counts

30 _

1 _
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Scale
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Bisulphite (sample 4)
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CG Is

RefSeq Genes
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Bisulphite Sample 4

1 _
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MetMap-score

1 _

0 _

Read-Counts
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1 _

(h) chr6-112,795,017-112,795,159
Scale
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--->

10 bases
91141615 91141620 91141625 91141630 91141635 91141640 91141645 91141650 91141655

G C A C C G C C G C C T C T T C C G C C T C A A G G A C A C G C A C G C C G G C G C C G G C
Bisulphite (sample 4)
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0.32
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1 _

0 _
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0 _
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1 _

0 _
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30 _

1 _

(i) chr2-91,141,611-91,141,656
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Scale
chr1:

50 bases
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MetMap Score (sample 4)
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CG Is

RefSeq Genes
PRDM16
PRDM16
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Scale
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Bisulphite (sample 4)
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CG Is

RefSeq Genes
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1 _

0 _
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1 _

0 _

MetMap-score
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0 _

Read-Counts

No data _

No data _

(k) chr4:63,897,742-63,897,990
Scale
chr1:

100 bases
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Bisulphite (sample 4)

Bisulphite Sample 4 (only CCGG)

MetMap Score (sample 4)

Read Counts (sample 4)

SUMIs (sample 4)
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CG Is
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Bisulphite Sample 4

1 _

0 _

Bisulphite Sample 4 (ony CCGG)

1 _

0 _

MetMap-score

1 _

0 _

Read-Counts

No data _

No data _

(l) chr1:10,642,437-10,642,676
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Scale
chr14:

--->

20 bases
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0 _
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0 _
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No data _

(o) chr11:8,293,377-8,293,503
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chr19:
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1 _
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0 _

MetMap-score

1 _

0 _

Read-Counts

No data _

No data _
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Bisulphite Sample 4
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1 _

0 _

MetMap-score

1 _

0 _

Read-Counts

30 _

1 _

(r) chr16-34,066,289-34,066,371
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Scale
chr15:

100 bases
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Bisulphite Sample 4 (only CCGG)
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0.24
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Bisulphite Sample 4

1 _

0 _

Bisulphite Sample 4 (ony CCGG)

1 _
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1 _

0 _

Read-Counts

30 _
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(s) chr15-63,181,854-63,182,103
Scale
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(t) chr19-63,571,947-63,572,196
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chrY:

50 bases
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Bisulphite Sample 4 (only CCGG)
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1 _
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chr8:
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0 _
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0 _
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(v) chr8:144,859,500-144,859,611
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