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Chapter 1

Introduction

1.1 Motivation

Next generation wireless communication networks aim to achieve higher data throughput and im-

proved coverage. Because of the regulatory limits on frequency bands and transmit power, any future

data rate increase needs to come from using other degrees of freedom. Exploiting space as a degree

of freedom by using a Multiple-Input Multiple-Output (MIMO) concept, Figure 1.1a, has enabled

dramatic increase in the efficiency of wireless communications in the past decade. Some examples of

wireless standards that successfully deployed MIMO are 801.11n for personal area network and the

new LTE standard for cellular (4G). MIMO does have potential for achieving large data rates, but

it also has few drawbacks. It has been shown that antennas need to be separated by at least half the

carrier wavelength to provide independent fading [5], [3]. In todays cellular systems this distance is

of the order of 5-10cm and is eventually limiting the number of antennas that can be mounted on

the mobile device. Another issue is the power consumption of the multi-antenna transceiver and the

fundamental limit on scaling of the battery capacity.

Increase in throughputs also requires increase in the density of the deployed infrastructure (base

stations and femto-cells), which increases the amount of interference. Finally, the infrastructure

becomes irregular and is being deployed ad-hoc (in the form of femto-cells). One key challenge in the

future wireless standards is how to constructively exploit interference in a dense, irregularly deployed

network, while keeping power consumption within given constraints. Another challenge is how to use

nearby idle terminals to help transmission. A number of theoretical concepts have emerged in the

past few years that show that cooperation between terminals can significantly increase the capacity
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Figure 1.1: a) MIMO system; b) Cooperative MIMO system.

of the whole network [8], [13]. Simultaneously, advances in technology are enabling implementation

of the higher complexity wireless systems required for this cooperation and their deployment is

planned in the next wireless cellular standards LTE Advanced (5G) and beyond.

The motivation for this work is a step towards the practical demonstration of a wireless system

that exploits cooperation between terminals. The simplest configuration of such a system is presented

on Figure 1.1b and is referred to as a cooperative MIMO system. Compared to the standard MIMO

system from Figure 1.1a, the system we consider has two transmit terminals with one antenna each.

One of them is the original transmitter that has certain data stream to be sent and will be referred

to as the source. The second one, referred to as the relay, represents the half-duplex transceiver

that listens to the sources transmission and forwards part of that stream further to the destination.

Both transmit terminals have only one antenna, which simplifies the hardware design and reduces

the power consumption. In general, there may be more than one relay but the complexity of these

terminals is still less than the complexity of the single multi-antenna transmitter from Figure 1.1a.

Recently, it has been shown that even this simple case of cooperation can achieve significant

multiplexing gain [11]. When the source and the relay are very close to each other compared to the

distance from the destination, multiplexing gain approaches that of the regular 2x2 MIMO system. A

practical coding and signaling scheme to achieve the gain predicted in [11] has been explained in [12]

and the same paper gives overview of some basic specifications for the cooperative MIMO system

from Figure 1.1b. Space-time coding scheme is Diagonal Bell labs LAyered Space Time (DBLAST),

due to the latency of the signal processing at the relay. It means that the relay transmits its

information on the sources message with one message frame delay, when source is already sending

the next message. This further implies use of successive interference cancellation (SIC) type of

receiver at the destination, since transmit streams are now made independent. Optimal cooperative

communication scheme also requires specialized techniques for channel coding. These are developed

in [12] using LDPC codes and iterative decoding algorithms that require soft bit estimates of the

2
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priors. These specifications, as well as the cooperation strategy, are presented in more detail in

Chapter 2.

1.2 MIMO Detection

MIMO detector is one of the central and most complex blocks of the MIMO receiver. The basic idea

behind MIMO detection is to decouple the transmitted streams at the receiver, after passing through

a MIMO channel. There are many algorithms that deal with the problem of MIMO detection, but

most of them can be categorized according to the type of signal processing either as linear or tree-

search. Linear algorithms include linear processing on the received signal (by multiplying it with

the certain matrix) [3], [6], [19]. Tree-search algorithms deploy some sort of the search algorithm on

the transmit symbol space [18], [7]. Their performance and complexity in general depends on the

level of the search, but they are typically much more complex than linear algorithms and provide

better performance.

The main constraint that a specific cooperation scheme described in [12] imposes on the MIMO

detector design, is the soft bit estimates generation. For tree-search algorithms this proves to be a

very complex task that either increases the total complexity beyond the available hardware resources,

or sacrifices performance by introducing some sort of approximation. Linear detection algorithms

are much easier to extend to include the soft bit estimates generation and are typically used for soft

bit output MIMO receivers.

The linear detection scheme that has been proven to achieve the capacity of the MIMO channel

[3] is the Minimum Mean Square Error SIC (MMSE-SIC) architecture. It is perfectly suited for

DBLAST space-time coding and SIC type of receiver. The main challenge of implementing this

architecture is calculation of the MMSE-SIC matrix used for linear processing of the received signal.

In general, it requires nt matrix inversions, where nt is the number of transmit antennas. This

issue has been addressed in number of papers that suggest alternative algorithms for calculation of

MMSE-SIC matrix without using matrix inversions [9], [19], [17]. These papers however describe

implementation of the MIMO detection algorithm for Vertical BLAST (VBLAST) space-time coding

and hard bit outputs.

In this work, few novel changes of the square-root algorithm proposed by Hassibi in [9] are

introduced. First, we take into account the DBLAST space-time strategy instead of VBLAST and

show how square-root algorithm simplifies in this case. We also describe additional processing that

is needed at the output to calculate soft bit estimates for subsequent channel decoding, and explain

3
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the approximations to further simplify this calculation. Finally, we present the flexible architecture

for MMSE-SIC detector that can accommodate any MIMO size and any constellation given by the

LTE standard.

1.3 Thesis Outline

Chapter 2 introduces basics of cooperation between terminals, based on the work in [12]. It also

gives an overview of the popular relaying schemes, followed by the explanation of differences between

VBLAST and DBLAST space-time coding. The chapter is concluded with the short description of

the joint decoding at the destination of the two streams coming from the source and the relay.

Chapter 3 deals with MIMO detection algorithms for DBLAST space-time coding. Two well-

known linear types of MIMO detection — MMSE and MMSE-SIC are presented. Next, we present

fast and efficient square-root algorithm for MMSE-SIC MIMO detection. It is simplified compared

to the original version from [9] according to the DBLAST strategy used in this work. The extension

for soft bit output generation is also discussed. We show that this extension can be done with

minimum amount of extra complexity compared to the hard bit output case. Lastly, we explain

the algorithms for soft bit demodulation and choose max-log approximation to further simplify the

computation, without significant reduction in performance. To justify the algorithms and approx-

imations introduced in this design, the performance simulations of the implemented MMSE-SIC

detector for coded 2x2 MIMO system are compared to BER curves of the ideal MMSE-SIC detector

with soft bit demodulation.

Hardware design of the implemented MMSE-SIC detector is explained in Chapter 4. We present

the efficient implementation of the square-root algorithm based on CORDIC elements that support

pipeline design. The preprocessing unit of a detector is designed so that it can support any number

of input and output antennas, and the block that generates soft bit estimates has support for any

type of modulation given by LTE standard. At the end of this chapter, we discuss interface of the

implemented MIMO detector and FPGA implementation results.

Conclusion and summary of the results are presented in Chapter 5.

4



Chapter 2

Cooperative MIMO System

This chapter gives an overview of the concepts applied in cooperative MIMO system. The whole

system architecture sets specific requirements for the MIMO detection block. MIMO system with

co-located antennas from Figure 1.1a is explained first, as a simple case when there is only one multi-

antenna transmitter and one multi-antenna receiver. Cooperative MIMO system is explained next

and we discuss typical cooperation schemes that could be used in such a system. Space-time coding

is also discussed and we show how it reflects to the joint decoding factor-graph. All these concepts

put together set goals and requirements for the design of the MIMO detector for this system.

2.1 MIMO System with Co-located Antennas

In this section we briefly address the main idea of the regular MIMO detection. A simple 2x2 MIMO

channel is presented on the Figure 2.1. Since now both the transmitter and the receiver have two

antennas, the fading channel is described using a 2x2 channel matrix, H. For the two transmitted

symbols, x1 and x2, the received signals y1 and y2 represent the linear combination of these two

transmitted symbols and the channel coefficients. This relationship is captured in (2.1). Including

the white noise that is always present in the receiver, we get a well-known expression for MIMO

systems, (2.2).



y1

y2


 =



h11 h12

h21 h22


 ·



x1

x2


 (2.1)
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Figure 2.1: Simple block diagram of the 2x2 MIMO channel.

Figure 2.2: 2x2 MIMO system with channel encoding and modulation.



y1

y2


 =



h11 h12

h21 h22


 ·



x1

x2


+



z1

z2


 (2.2)

The goal of MIMO detection is to restore the transmitted symbols x1 and x2 at the receive side,

given the received signals y1 and y2 and the certain knowledge of the channel. Even if the channel

knowledge is ideal, there is still a random component of the noise, which can introduce errors in the

detection process.

More realistic MIMO system block diagram is presented on Figure 2.2. Information that is

represented through the two (independent) streams of information bits {b1} and {b2} is first coded

and then modulated to the transmit symbols x1 and x2. These symbols are transmitted through the

2x2 MIMO channel according to (2.2). MIMO detector provides the estimates of the transmitted

symbols that are further fed into the demodulator blocks to get bit estimates. Finally, these bit

estimates are used to decode the original information streams, {b̂1} and {b̂2}.

2.2 Cooperation Between Terminals

In this section the basics of cooperation between terminals are explained. We refer to the Figure

2.3 as the reference setup of our system: a single-antenna source (S) is sending the message to the

destination (D) that has two antennas. Another single antenna device referred to as a relay (R) is

listening to the information that source is transmitting, processes it and transmits it further to the

destination. We are considering a typical situation of a half-duplex relay, which can either receive

6
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Figure 2.3: Cooperative MIMO system subframe structure.

or transmit but not both at the same time. This implies that for every source transmission frame

we distinguish two subframes related to the relays operation: listening subframe and the transmit

subframe (Figure 2.3).

During the listening subframe there is only one transmit antenna (from the source), meaning

that the effective system structure is Single Input Multiple Output (SIMO). Receiver design for this

subframe simplifies to the regular matched filter and is easy to implement. However, during the

transmit subframe there are two streams being transmitted at the same time, one by the source and

the second one by the relay. Thus, the effective system is MIMO, usually referred to as cooperative

or distributed MIMO, to stress out the nature of the transmit streams coming from different devices.

There has been a lot of published work on the problem of cooperation between terminals. There

are however a few schemes that are typically used for relaying:

• Amplify and Forward (AF) The relay just amplifies the signal it receives from the source and

forwards it to the destination.

• Decode and Forward (DF) The relay decodes the sources massage, encodes again and forwards

it to the destination.

• Compress and Forward (CF) The relay compresses the information it received from the relay by

encoding in a way that destination will be able to decode. Relay-destination channel knowledge

is required in this case. Destination first decodes the relays stream and then decodes the sources

stream by using relays stream as a side information.

• Quantize and Map (QM) The relay quantizes the received information from the source, encodes

it without any decoding, and forwards it to the destination. Joint decoding of the sources and

relays streams is now required at the destination, since none of them can be decoded separately.

7
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Figure 2.4: Quantize and map scheme applied to the cooperative MIMO scenario.

Recently, it has been proven that QM scheme can operate within the constant gap from capacity

for an arbitrary number of relays, unlike any of the previously explained cooperation schemes. That

was the reason to choose QM scheme as a cooperation scheme in this project, and it will be briefly

explained in the remaining of this section.

QM scheme assumes that the relay first quantizes the received signal into a predetermined number

of bits. After that, it protects those bits by performing another layer of encoding before sending it

to the destination in the transmit subframe. Channel coding used in this project is performed using

Low-Density Parity-Check (LDPC) codes [4], well established in the communication community

as one of the best performing codes available. The simple case of binary signaling is presented

in the Figure 2.4. Source uses code LDPC 1 to encode the information stream it transmits to

the destination using BPSK modulation. During the listening subframe, the relay is quantizing

the received signal into two levels (also referred to as scalar quantization) or one bit, and then it

encodes the quantized bits using another LDPC code, LDPC 2. The quantization relation between

the received BPSK symbol and the quantized bit is depicted through the QM type of relation on the

factor graph diagrams in Figure 2.4. The destination will receive two streams. One is coming from

the source, encoded with LDPC 1 code and the other one from the relay, encoded with LDPC 2

code. Since there is a correlation between these two streams expressed through QM relations, joint

LDPC decoding at the destination is necessary in order to extract maximum amount of information

from both of them.

To summarize the complete communication system with the source, one relay and the destination,

we refer to the simplified block diagram on Figure 2.5. The blocks implemented in this project are

8
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Figure 2.5: Simplified block diagram of the source-relay-destination system.

denoted at the receive side. Besides the MIMO detection and soft demodulation, the most challenging

parts for the implementation are the joint decoding block (described in more detail in one of the

next sections) and the synchronization part at the destination.

2.3 Space-Time Coding

Bit relationships presented in Figure 2.4 include the relationships that originate from LDPC coding

and quantization at the relay, but do not tell anything about the correlation through the channel.

Indeed, the bit relations introduced by the wireless channel will depend on the space-time coding

scheme that is used. Space-time coding depends on the purpose of use of the multiple antennas.

Transmit antennas can be used either to increase the diversity gain of the system or to increase the

multiplexing gain by sending many independent streams across different transmit antennas. This

latter scheme was indeed presented on the system diagram on Figure 2.2.

Coming back to the main goal of this project — to achieve multiplexing gain by using cooperation,

we concentrate to the schemes that are proven to provide multiplexing gain in the regular MIMO

system and discuss how they work in the cooperative MIMO case. Typical choice for achieving

multiplexing gain is Bell labs LAyered Space Time (BLAST) scheme that assumes codewords are

split into frames and transmitted across available antennas. There are two flavors of this scheme

typically used in the MIMO systems: Vertical BLAST (VBLAST) and Diagonal BLAST (DBLAST),

presented on Figure 2.6.

VBLAST is typically used in the MIMO systems where channel is fast-fading (changing fast

9
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Figure 2.6: BLAST space-time coding schemes for MIMO.

enough) so that significant amount of interleaving can be achieved. It can be shown that under this

assumption, VBLAST achieves the capacity of the MIMO channel when joint decoding is used [3,5].

DBLAST is more complex for implementation, but it achieves the capacity of the MIMO channel

even under slow-fading channel conditions [3].

VBLAST scheme assumes that different parts of the same codeword are transmitted across

different antennas at the same time. In a cooperative setup, the relay listens to the sources codeword

(1S, 2S, 3S, etc.), processes the information using QM relaying scheme and transmits its share of

information (1R, 2R, 3R, etc.) during the same frame as the source, as shown on Figure 2.6. This

further implies that the sources and relays messages will be correlated not only through the QM

relations explained in the previous section, but also through the MIMO channel itself, since they are

sent at the same time, Figure 2.7a.

On the other hand, DBLAST assumes different parts of the same codeword are sent in different

frames (Figure 2.6), so there is no direct channel correlation between them. This is also shown

through factor graph representation in Figure 2.7. Now it can be seen that MIMO channel will

introduce the correlation between different codewords (1R and 2S, on Figure 2.7), however it will be

argued in Chapter 3 that MIMO detection technique we use can inherently break up these MIMO

relations to prevent them to further complicate the factor graph.

2.4 Joint LDPC Decoding

The nature of cooperation explained in the previous sections is that both the source and the relay

streams bear some information about the same original message. At this point, we can refer to

that original message as the source codeword (1S, 2S, 3S on Figure 2.6) and treat the relevant relay

10
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Figure 2.7: Factor graphs capturing the relations between sources and relays messages for different
space-time coding schemes: (a) VBLAST, (b) DBLAST.

codeword (1R, 2R, 3R Figure 2.6) as the side information that helps the destination to decode the

original message. If the source encodes the message in a way that destination can decode even

without side information of the relay, there is no point in using the relay. That is why source

can allow itself to encode the message with the higher rate than the one that destination would

normally be able to decode (without the relay). Using the additional (side) information that the

relays sends, destination is now able to decode the message successfully. Hence, effectively higher

data rate can be achieved in the system compared to the case without the relay and that’s how we

get the multiplexing gain. As was discussed previously, in order to use this side information in the

most effective way, QM relaying scheme that assumes joint decoding at the destination is used.

Joint LDPC decoding is done over the whole factor graph at the receive side, Figure 2.4. It

consists of the variable nodes (VAR), check nodes (CHK), quantize-and-map nodes (QM) and the

observation nodes (OBS). These nodes iteratively exchange messages among themselves until (ide-

ally) values of variable nodes converge to the bits that were sent at the source and the relay, Figure

2.8. The values that are passed between different nodes are the log likelihood ratios (LLRs) of the

variable bits, and they show how likely it is that certain bit has value 1 vs. value 0, as shown in

(2.3).

LLRi = ln
P (bi = 1)
P (bi = 0)

(2.3)

Each node in this factor graph performs different operation on the messages that it receives from
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Figure 2.8: Factor graph for joint LDPC decoding at the destination.

the other nodes it is connected to. In the remaining of this section we briefly address how these

operations are done for each type of nodes:

• OBS nodes are the simplest, since they have only one connection. Due to the nature of the

message-passing algorithm for LDPC codes [4], these nodes have nothing to process and they

are always sending the same information (based on the observation of the particular bit) to

the VAR node they are connected to.

• VAR node is sending the message to every CHK and QM node it is connected to. That message

will represent the normalized sum of all the incoming messages into the particular VAR node,

except for the one which comes from the node the message is sent to [4].

• CHK node can be connected only to the VAR nodes. The message it sends to the particular

VAR node is represented as the marginalization [4] of all the incoming messages except for the

one that comes from that particular VAR node.

• Finally, operation of the QM node is explained in [12] and for the simple case of scalar quan-

tization that is explained in the previous section, it simplifies to the operation of the regular

two-edge CHK node.

Comparing factor graphs on Figure 2.7 and Figure 2.8, there is an apparent difference in the

connection of observation nodes. How we dealt with the MIMO relations from Figure 2.7 and

how we managed to break these up into single-edge connections on Figure 2.8 is described in the

next chapter when we discuss the connection between MMSE-SIC MIMO detection algorithm and

DBLAST space-time coding.

12



Chapter 3

Soft Output MIMO Detector for

DBLAST

MIMO Detector design is one of the most complex parts of the MIMO receiver baseband. The

complexity depends typically on the number of transmit and receive antennas, but also on the

constellation size for detectors that use tree search. There are a few approaches to the detection

problem, which further evolve into number of different architectures.

Two basic detection methods introduced in chapter 1 are linear detectors and Maximum Like-

lihood (ML) detectors that use some form of tree search. Both of these two types are widely used

in the current and future wireless communication systems that deploy MIMO. There are quite a

few algorithms and designs for both groups proposed in the literature [3], [9], [19], [7], [18] . Basic

difference is that linear detectors are much simpler and require less resources. ML detectors are more

complex since they are in general not trying to estimate the transmitted symbol, but to identify one

which was most likely to have been sent. Generating soft bit outputs for ML type of detectors is

particularly difficult problem and also requires very complex computation. Having in mind one of

the goals of this project, to design a low complexity MIMO detector that will have soft bit outputs,

the architecture of choice was the linear MMSE-SIC detector.

The architecture and performance of the MIMO detector also depends on the space-time scheme

being used, as discussed in chapter 2. In particular, in this chapter we are concentrating on MIMO

detectors for DBLAST scheme, Figure 3.1. Note that MIMO detection is the same whether streams

are coming from the same multiple-antenna device, or from different single-antenna devices, because

of the DBLAST. Difference will come in terms of channel decoding,. Regular MIMO would use

13
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Figure 3.1: DBLAST space-time coding.

regular LDPC code, whereas cooperative MIMO would use joint decoding strategy described in

chapter 2. Number of streams is typically equal to the number of transmit antennas (4 in our

example on Fig. 3.1) and that is the case we will be considering in this analysis.

Special attention will be given to explaining the difference between the hard and the soft detec-

tion. The implementation greatly depends on whether the channel decoder deals with hard bits or

soft bit inputs (LLRs). In our case, LDPC codes are known to provide much better performance

when fed with soft bit estimates, so the MIMO detector is preferred to have soft bit outputs.

3.1 Linear Detectors

Linear detectors assume that the estimates of the transmitted symbols are obtained through linear

processing of the received signal. To clarify the concept, let’s rewrite the expression (2.2) in the

more general form:




y1
...

ynr




=




h1,1 ... h1,nr

...
. . .

...

hnt,1 ... hnt,nr



·




x1

...

xnt




+




z1
...

znr



, (3.1)

or in the form of vectors:

y = H ·x+ z, (3.2)

where x is the transmitted symbol vector, H is the channel matrix and z is the gaussian noise.

Number of transmit and receive antennas are denoted by nt and nr, respectively. Without the loss

of generality, we can assume that the covariance matrices of the transmitted symbol vector and the

noise are given with (3.3) and (3.4):

Kx = I (3.3)
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Kz =
1

SNR
· I (3.4)

In order to get the soft symbol estimates of the transmitted vector, we perform the linear pro-

cessing of the received vector. This assumes the following operation:

x̂ = F · y, (3.5)

where F is the filter matrix that depends on the linear detection method being used. We must

keep in mind that the decoder operates with bits, so demodulation would have to be done based on

the soft symbol estimates that linear filter provides. As indicated in the previous chapter, LDPC

decoder prefers soft bit inputs. That means that these would have to be generated based on the soft

symbol estimates from the MIMO detector. This demodulation is explained in the detail later in this

chapter and at this point we will just point out that it is a very simple extension of the regular (hard

output) MMSE-SIC detector. In the following section two most common linear detection strategies

will be explained.

3.1.1 MMSE Detector

Minimum mean square error (MMSE) detection is well known concept in estimation theory. As the

name suggests, it tends to minimize the mean square error of the detection. In case of MIMO, we

are indeed looking for the linear detector, as described by (3.2), so it is also referred to as the linear

least square error (LLSE) detector. The MIMO community typically use MMSE as a default name

and the same name will be used throughout this work.

It can be shown that the linear MMSE estimator has a very simple form given the second order

statistics of the transmitted vector x and the observation y and this expression is given with (3.6).

If x and y are jointly Gaussian, the LLSE solution becomes equivalent to the general MMSE.

FMMSE = KxyK
−1
y , (3.6)

Since the relation between the signal being estimated and the observation is given with (3.2)

and the covariance matrices of transmitted signal and the noise are known, we get the following

expression for the linear MMSE filter:

FMMSE = HH(
1

SNR
· I +HHH)−1 (3.7)
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Figure 3.2: Block Diagram of MMSE Detection for DBLAST.

As described in [3], the MMSE filter detects stream by stream, by treating all other streams as

interference to the stream being detected. For example, if the stream k is the stream currently being

detected, we can rewrite (3.2) as:

y = hkxk + (
∑

i6=k
hixi + z) (3.8)

The first term is treated as the signal, whereas the second term represents interference plus noise.

Corresponding MMSE filter for stream k is:

f
MMSE,k

= hHk (
1

SNR
· I +HHH)−1 (3.9)

The block diagram of the MMSE detector for DBLAST scheme is shown on Figure 3.2. Note

that due to the diagonal space-time coding of DBLAST, parts 1, 2, 3 and 4 of one codeword are

sent at different frames. That is why the received vector y has to be delayed by one or more frame

intervals, depending on the stream being detected (on Figure 3.2, Z−1 corresponds to the single

frame interval delay). All parts of the same codeword are detected at the same time and sent to the

decoder.

3.1.2 MMSE-SIC Detector

MMSE detector with Successive Interference Cancellation (MMSE-SIC) is improved version of

MMSE that subtracts the streams that have already been detected and decoded. For example,

on Figure 3.1 after the fourth frame interval the codeword A would be decoded (since all of its parts
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would have been detected). After codeword A is (successfully) decoded, we cancel part A2 from the

received vectors in the second frame, part A3 from the received vectors in the third frame and part

A4 from the received vectors in the fourth frame. This means that in the next processing step, parts

B1, B2, B3 will see no interference from codeword A and their detection should be improved. After

all parts of codeword B are detected and the codeword B is decoded, its interference is cancelled

and so on.

Going back to the general case of n streams, it can be concluded that when stream k is being

detected, streams k+ 1, ..., n have been detected, decoded and cancelled from the received vector y.

That means that the channel matrix H became ”thinner” by taking out the columns k + 1, ..., n.

Also the transmitted vector is shortened by taking out symbols that have already been detected and

decoded. If we denote this reduced channel matrix with H(k) and the reduced transmit vector with

xk, we can rewrite equation (3.2) as:

y
k

= H(k) ·xk + z (3.10)

or

y
k

= hkxk + (
k−1∑

i=1

hixi + z), (3.11)

where y
k

is the received vector after last n− k streams have been cancelled, as presented by the

next expression:

y
k

= y −
n∑

i=k+1

hixi (3.12)

Now it is clear that due to cancellation the amount of interference will get smaller for streams

with lower index, as shown in (3.11) and so detection of those streams will be improved compared to

the MMSE detector. Performance comparison between MMSE and MMSE-SIC detection schemes

is further explained in [3].

Similarly, the MMSE-SIC filter equation can be derived for each stream separately. Similarly to

how expression (3.9) was derived from (3.2), based on expression (3.10) we can derive the MMSE

for stream k under SIC condition:

f
SIC,k

= hHk (
1

SNR
· I +H(k)H

H
(k))
−1 (3.13)
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Figure 3.3: Block Diagram of MMSE-SIC Detection for DBLAST.

or equivalently:

f
SIC,k

= hHk (
1

SNR
· I +

k∑

i=1

hih
H
i )−1 (3.14)

In case of DBLAST space-time coding scheme (Figure 3.1) which is of interest in this work, the

block diagram of the MMSE-SIC detector is presented on Figure 3.3. Note that now streams are

canceled as they get decoded and not all streams will have the same amount of interference as was

the case with MMSE detector. Namely, stream 4 will see the interference from all the other streams,

stream 3 will see the interference from streams 1 and 2 (since stream 4 is cancelled), and so on.

Due to DBLAST, received vector y has to be properly delayed, just like in MMSE detector.

Since now there is interference cancellation by the parts of different codewords (as shown on Figure

3.1), decoder output also needs to be buffered to enable this cancellation. With timing as presented

on Figure 3.3, all parts of the same codeword are being detected at the same time and sent to the

decoder.

3.2 Square Root Algorithm for MMSE-SIC

From the previous section we have concluded that the MMSE-SIC performs better than the regular

MMSE detector. However, if we take closer look into the filter expressions (and these are the

expressions we will have to eventually implement in hardware), we would also notice that calculating

MMSE-SIC filters in general requires more effort. Both expression (3.9) and (3.14) require complex

matrix manipulations such as multiplications and inversions. Implementing these in hardware is not

easy, especially if the matrix dimensions are big. Furthermore, looking into these expressions we can
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conclude that the MMSE filters for different streams reuse the same term, so matrix inversion would

have to be done only once for each channel instance. On the other hand, from expression (3.14) it

appears that for each MMSE-SIC filter we have to invert different matrix and that MMSE-SIC will

require significant increase in computation compared to standard MMSE.

In this section we present a well known algorithm for calculating MMSE-SIC filter coefficients,

given the channel matrix and the SNR value of the link. It was first published by Hassibi [9] in 2000

and later extended in [19], [17], [10]. Main strength of this algorithm is that it does not include any

matrix multiplication or inversion, so main computation bottleneck is avoided. Furthermore, it uses

partial results of the MMSE-SIC filters for higher streams in the computation of the filters for lower

streams which also reduces the computation complexity.

We start off with the MIMO channel equation (3.2) or (3.1). It is also convenient to partition

the channel matrix into its rows and columns as follows:

H =




H1

...

Hnr




=
[
h1 ... hnt

]
. (3.15)

Now we can revisit the expression for the MMSE estimate of the transmitted vector:

x̂ = (
1

SNR
I +HHH)−1HHy (3.16)

and write it in a different form using pseudo-inverse (+) operation:

x̂ =




H
√

1
SNRInt




+

·



y

0


 (3.17)

since




H
√

1
SNRInt




+

=







H
√

1
SNRInt




H

·




H
√

1
SNRInt







−1

·




H
√

1
SNRInt




H

=
[

( 1
SNRInt +HHH)−1HH ( 1

SNRInt +HHH)−1
√

1
SNRInt

]
.

(3.18)

Denoting the first nr columns of the pseudo-inverse by H+
α , and the i-th row of H+

α by H+
α,i, we

have:
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x̂ = H+
α y (3.19)

and

x̂i = H+
α,iy. (3.20)

H+
α,i is referred to as the MMSE filter for the i-th stream and is equivalent to the expression

obtained in the previous section, (3.9). We can also find the covariance matrix of the estimation

error (x− x̂) to be:

P = E[(x− x̂)(x− x̂)H ] = (
1

SNR
Int +HHH)−1 (3.21)

or using the pseudo-inverse:

P =




H
√

1
SNRInt




+





H
√

1
SNRInt




+


H

. (3.22)

In the original square-root algorithm proposed by Hassibi in [9], there is additional complexity

of finding the strongest stream and start the detection with that one first. That is the standard

procedure for VBLAST space-time coding and SIC type of detector. In case of DBLAST, there is

predetermined order of detection (starting from the highest stream, nt) and this additional step of

ordering the streams is not required. So, we detect the stream nt using (3.9) or equivalently H+
α,nt .

After detecting stream nt and decoding the codeword it belongs to, we subtract its influence to the

other streams as described in (3.12), deflate channel matrix H to H(nt−1) by taking out last column

and reduce the dimension of the estimation problem from nt to nt − 1. The channel equation now

becomes:

y
nt−1

= H(nt−1)xnt−1 + z. (3.23)

In the next iteration, we would have to find H+
(nt−1),α and P(nt−1) for this new expression and

so on. The goal is to somehow reuse the parameters we have already calculated, without doing

additional matrix inversions. In order to see the connection between the H+
α and H+

(nt−1),α, let us

rewrite the augmented channel matrix through the QR decomposition:
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H
√

1
SNRInt


 = QR =



Qα

Q2


R, (3.24)

where Q is an (nt +nr)×nt matrix with orthonormal columns, Qα is the submatrix nr×nt and

R is nt × nt and upper triangular. It is not hard to see from (3.24) and (3.22) that




H
√

1
SNRInt




+

= [(QR)HQR]−1(QR)H = R−1QH (3.25)

P = R−1(R−1)H (3.26)

which by definition means that

P 1/2 = R−1 and H+
α = P 1/2QHα . (3.27)

Thus, given P 1/2 and Qα, we can compute both the pseudo-inverse and the error covariance

matrix. Also, since R is upper triangular, its inverse R−1 is also going to be upper triangular. This

further means that getting P
1/2
(nt−1) from P 1/2 is straightforward — we simply keep the upper left

(nt − 1)× (nt − 1) part of the matrix P 1/2:

P 1/2 =



P

1/2
(nt−1) P

1/2
nt,(nt−1)

0 p
1/2
nt


 , (3.28)

where p1/2
nt is a scalar. Then P

1/2
(nt−1) is a square-root of P(nt−1).

Furthermore, if we represent Q through its columns:

Qα =
[
q
α,1

... q
α,nt

]
, (3.29)

we can find the MMSE-SIC filter for stream nt as

H+
α,nt = p1/2

nt q
H
α,nt

. (3.30)

Now it is apparent from (3.24) that when H is deflated by taking out the last column, the

same will happen to Qα, while P 1/2 will be reduced to P
1/2
(nt−1), as suggested by (3.28). In other

words, once P 1/2 and Qα are found, there is no need to recompute them for the deflated channel
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matrix H(nt−1). The only thing we have to do is to find the MMSE-SIC filter vectors by simple

multiplication of a vector and a constant, as suggested by (3.30).

Next thing is to find these two matrices initially, without doing matrix multiplications or inver-

sions. To do that, the traditional square-root algorithm explained in [15] has been modified in [9]

to accommodate the problem at hand.

Algorithm for computation of P 1/2 and Qα:

P 1/2 and Qα can be computed using the following recursion, initialized with P 1/2
|0 =

√
SNR · Int

and Q0 = 0nr×nt :




1 HiP
1/2
|i−1

0 P
1/2
|i−1

−ei Qi−1




Θi =




r
1/2
e,i 0

Kp,i P
1/2
|i

Ai Qi



, (3.31)

where ei is the i-th vector of dimension nr (i.e. it is an nr × 1 vector of all zeros except for the

i-th entry which is unity), and Θi is any unitary transformation that transforms the first row of the

pre-array to lie along the direction of the first unit row vector. After nr steps the algorithm yields

the desired quantities via:

P 1/2 = P
1/2
|nr and Qα = Qnr (3.32)

Finally, we can summarize the square-root algorithm for finding MMSE-SIC filter coefficients.

Algorithm for calculating MMSE-SIC coefficients:

1. Compute P 1/2 and Qα by using the algorithm explained above.

2. The MMSE-SIC filter vector for the k-th stream is given by p
1/2
k qH

α,k
, where p1/2

k is the k-th

diagonal element of P 1/2, and q
α,k

is the k-th column of Qα.

We will conclude this section with remarks that this algorithm satisfies the initial goal for avoiding

matrix multiplications and inversions. The square-root algorithm that we just explained is simpler

than the original algorithm for VBLAST presented in [9], since no ordering is necessary and there

is no need for further rotations of P 1/2 to get P 1/2
(nt−1). In chapter 4 it will be explained how this

process of nulling the whole row of the matrix can be done with the sequence of rotations using

CORDIC circuits.
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3.3 Algorithm Extension for Soft Bit Output Generation

In this section we show how to generate necessary parameters for soft bit demodulation from the

square-root algorithm that was described in the previous section. We argue this is done with the

minimum amount of added computation compared to the hard output case. In order to show the

relationship between these parameters and the MMSE-SIC filter coefficients, the whole process of

MMSE-SIC detection for an arbitrary stream k will be shown in detail.

Starting with the equation (3.11), we can short it down by denoting all the interference that

stream k sees as zk:

y
k

= hkxk + zk, (3.33)

where

zk =
k−1∑

i=1

hixi + z. (3.34)

This noise+interference term, zk, is now not white any more. Still, we can find its second order

statistics as:

Kzk
= E[zkz

H
k ] =

k−1∑

i=1

hih
H
i +

1
SNR

I. (3.35)

In order to detect symbol xk from equation (3.33), first we have to whiten the noise zk. This is

done by multiplying the whole expression such that the resulting noise has covariance matrix equal

to identity:

K−1/2
zk

y
k

= K−1/2
zk

hkxk +K−1/2
zk

zk. (3.36)

Once the noise is white, the optimal detection assumes matched filtering. After we apply matched

filter to (3.36), we get the following:

hHk K
−1/2
zk

K−1/2
zk

y
k

= hHk K
−1/2
zk

K−1/2
zk

hkxk + hHk K
−1/2
zk

K−1/2
zk

zk (3.37)

hHk K
−1
zk
y
k

= hHk K
−1
zk
hkxk + hHk K

−1
zk
zk (3.38)
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hHk K
−1
zk
y
k

hHk K
−1
zk hk

= xk +
hHk K

−1
zk
zk

hHk K
−1
zk hk

. (3.39)

This means that practically the detection of stream k reduces to the scalar detection. Further-

more, since after whitening the noise components were independent Gaussians, the noise will remain

Gaussian after the match filter was applied. We can rewrite (3.39) in the more clear form:

yk = xk + zk, (3.40)

where from (3.39):

σ2
xk

= 1 (3.41)

zk ∼ (0,
1

hHk K
−1
zk hk

) (3.42)

SINRk =
σ2
xk

σ2
zk

= hHk K
−1
zk
hk (3.43)

It is shown in the next section that the parameters needed for the soft bit output generation are

yk and SINRk. The output from the square root algorithm however, is only the MMSE estimate of

the current stream, x̂k, and the MMSE-SIC filter coefficients fSIC,k given by (3.14) or alternatively

by (3.30). In the remaining of this section the novel way of computing yk and SINRk will be

presented.

Using (3.40) it is easy to find MMSE estimate for xk:

x̂k =
σ2
xk

σ2
xk

+ σ2
zk

yk

=
SINRk

1 + SINRk
yk,

(3.44)

or equivalently:

yk = (1 +
1

SINRk
)x̂k. (3.45)

So, once we calculate the SINR for stream k there is a straightforward relation between the

MMSE estimate of the transmitted symbol xk and the parameter yk. Now the relationship between

the MMSE filter coefficients and the SINRk will be shown.
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By combining expressions (3.35) and (3.43), we get:

SINRk = hHk (
1

SNR
· I +

k−1∑

i=1

hih
H
i )−1hk, (3.46)

which fairly resembles the expression for MMSE filter coefficients, (3.14). The summations in

the brackets does not however match perfectly between the two expressions and on order to find the

exact relationship, the matrix inversion lemma can be used:

f
SIC,k

= hHk (
1

SNR
· I +

k∑

i=1

hih
H
i )−1

= hHk (Bk + hkh
H
k )−1

= hHk B
−1
k −

hHk B
−1
k hkh

H
k B
−1
k

1 + hHk B
−1
k hk

= hHk B
−1
k

1
1 + hHk B

−1
k hk

,

(3.47)

where

Bk = (
1

SNR
· I +

k−1∑

i=1

hih
H
i ). (3.48)

Now it is easy to see that SINRk can be represented as:

SINRk = hHk B
−1
k hk (3.49)

and similarly using (3.47):

f
SIC,k

hk =
hHk B

−1
k hk

1 + hHk B
−1
k hk

=
SINRk

1 + SINRk
.

(3.50)

In the next step we get the exact expression for the SINR of stream k:

SINRk =
f
SIC,k

hk

1− f
SIC,k

hk
. (3.51)

Now it can be concluded that by filtering the channel itself (i.e. the column of the channel matrix

H that corresponds to the stream being detected) and performing the operation

f(x) =
x

1− x (3.52)
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we can get the SINR of every stream. Note that this operation represents a very simple extension

to the algorithm that was described in the previous section. In terms of hardware we need to add

another filter block and implement a simple look-up table for operation given in (3.52). In order

to get the received symbol yk in (3.40), expression (3.45) can be further simplified by substituting

SINRk from (3.51) to get:

yk =
1

f
SIC,k

hk
x̂k, (3.53)

or written in another form:

yk = (1 +
1− f

SIC,k
hk

1− (1− f
SIC,k

hk)
)x̂k, (3.54)

which suggests that the same look-up table from (3.52) can be used to calculate SINRk as well

as yk.

3.4 Soft Bit Output Generation

Next, we show how the soft bit estimates are obtained using the scalar expression given with (3.40)

and the information about the second order statistics of the signal and the noise (3.41), (3.42) and

(3.43). The soft bit estimates are typically represented through the Log Likelihood Ratios (LLR),

defined as:

LLRi = ln
P (bi = 1|yk)
P (bi = 0|yk)

, (3.55)

where bit bi is any bit in the constellation of the transmitted symbol xk. If we assume that every

bit can be ’1’ or ’0’ with the same probability and that every symbol in the constellation is equally

likely at the transmit side, we can further write:

LLRi = ln

fyk|bi (yk|bi=1) ·P (bi=1)

fyk (yk)

fyk|bi (yk|bi=0) ·P (bi=0)

fyk (yk)

= ln
fyk|bi(yk|bi = 1)
fyk|bi(yk|bi = 0)

= ln

∑

xk,bi=1

fyk|xk(yk|xk) ·P (xk)

∑

xk,bi=0

fyk|xk(yk|xk) ·P (xk)

(3.56)
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LLRi = ln

∑

xk,bi=1

e
− 1

2σ2
zk

|yk−xk|2

∑

xk,bi=0

e
− 1

2σ2
zk

|yk−xk|2
(3.57)

The equation (3.57) looks rather complex and for the high order constellations such as 64QAM

implementing the exact expression in hardware would take a forbidden amount of resources. There

are however standard ways to simplify (3.57), one of them being the ”max-log” approximation. It

assumes that the sum of exponentials can be approximated by the most dominant term, namely one

with the highest exponent (3.58). Now this expression can be further simplified to get rid of the

exponentials and the logarithm (3.59) and then finally written in the short form (3.60).

Figure 3.4 shows the performance difference when ideal soft bit demodulator is used (3.57), versus

the performance when soft bits are generated using the max-log approximation. This approximation

is indeed exact for the QPSK constellation. The difference in performance is very small for 16-QAM

(around 0.2dB) and slightly higher for 64-QAM (around 0.4dB), for point-to-point AWGN channel

and the rate 1/2 LDPC decoding (blocklength is 2040).

LLRi = ln
max
xk,bi=1

{e
− 1

2σ2
zk

|yk−xk|2}

max
xk,bi=0

{e
− 1

2σ2
zk

|yk−xk|2}
(3.58)

LLRi = max
xk,bi=1

{− 1
2σ2

zk

|yk − xk|2} − max
xk,bi=0

{− 1
2σ2

zk

|yk − xk|2} (3.59)

LLRi =
1

2σ2
zk

( min
xk,bi=1

{|yk − xk|2} − min
xk,bi=0

{|yk − xk|2}) (3.60)

Even without doing any approximations, if we take a look at how the standard constellation for

Long Term Evolution (LTE) standard is defined - using Gray mapping, we can notice regularities

that can help us simplify (3.58) even further. For example, for 16QAM constellation presented on

Figure 3.5 which is given by the LTE standard, we can clearly see that one half of the symbols (left

half plane with 8 symbols) has bit 1 equal to ’1’ and the other one has bit 1 equal to ’0’. Similarly,

we can draw specific regions on the constellation diagram for each bit (Figure 3.6a). This effectively

means that if the received symbol yk falls into the left half plane (denoted by b1 = 1), the hard

demodulator would return b1 of the transmitted symbol xk to have value ’1’. Still, as we concluded

from chapter 2, hard demodulation is not good enough and we have to feed the LDPC decoder with
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Figure 3.4: Performance of the max-log soft demodulator vs. ideal soft demodulator, point-to-point
AWGN channel with rate 0.5 LDPC coding.

1011 1001 

1010 1000 

0001 0011 

0000 0010 

1110 1100 

1111 1101 

0100 0110 

0101 0111 

I 

Q 

Figure 3.5: 16-QAM constellation for LTE standard.
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Figure 3.6: 16-QAM constellation divided into detection regions for each bit.

the soft bit values - LLRs.

From Figure 3.6b it can be concluded that each bit in 16-QAM constellation takes the same

value either in columns or in rows of the 4x4 square of symbols (thus we could draw the regions

for each bit which are straight dashed lines on Figure 3.6). Intuitively, it means that when we are

trying to determine if the demodulated bit is ’1’ or ’0’, one of the dimensions is going to be way

more important than the other one. Same conclusion can be made for other constellations given by

the LTE standard.

If we concentrate specifically on the max-log approximation from (3.60), we can indeed prove

that each demodulated bit depends exclusively on one dimension of the 16-QAM constellation -

bits 1 and 3 depend on the real part (I) and bits 2 and 4 on the complex part (Q). This implies

that instead of calculating |yk − xk|2 which deals with complex numbers, we can deal only with

real or imaginary parts of these values, depending on the bit whose LLR we are currently trying to

calculate.

In order to prove this simplification, we refer to Figure 3.7a and show how LLR2 is calculated

for a given received symbol yk (marked with an ’x’). If expression (3.57) is used, we would have to

calculate distances from the received symbol yk to every single constellation point and then form

corresponding sum of exponentials. On the other hand, if expression (3.60) is used only two distances

would have to be calculated - one to the nearest symbol in the constellation that has bit 2 equal to

’1’ and the second one to the nearest symbol in the constellation that has bit 2 equal to ’0’.

These distances are broken into the I and Q components, as shown on Figure 3.7b. Expression
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Figure 3.7: Simplification for distance calculation in (3.57) for bit 2 of 16-QAM conatellation.

(3.60) can be rewritten specifically for the LLR2, by using notation from 3.7b, (3.61). We notice

that in case of bit 2, distances dI2,1 and dI2,0 are exactly the same and can be simply omitted in

the LLRi calculation. Furthermore, we claim that this is always going to be the case - the closest

symbol that has bit 2 equal to ’1’ and the closest symbol that has bit 2 equal to ’0’ are going to

be positioned on the same vertical line in the constellation, and terms dI2,1 and dI2,0 can always be

omitted from (3.61).

Since each bit in the constellation has this nice property that it takes the same value either

across rows (even bits) or columns (odd bits) of the QAM constellation, we can generalize this rule

for any received symbol yk and any bit in the constellation - for odd bits (3.61) can be rewritten as

(3.62) and for the even bits as (3.63). In other words, we can process real and imaginary part of the

received symbol yk separately and as will be seen later in chapter 4, this simplifies the architecture

of this block.

LLR2 =
1

2σ2
zk

([(dI2,1)2 + (dQ2,1)2]− [(dI2,0)2 + (dQ2,0)2]) (3.61)

LLRi =
1

2σ2
zk

((dIi,1)2 − (dIi,0)2) i ∈ {1, 3, 5} (3.62)

LLRi =
1

2σ2
zk

((dQi,1)2 − (dQi,0)2) i ∈ {2, 4, 6} (3.63)

Finally, we present the final equations used for the soft bit demodulation of transmitted symbol
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xk, given the parameters yk and SINRk as defined in (3.40), (3.42) and (3.43). x1
k,i and x0

k,i denote

the closest symbols to the received symbol yk that have bit i equal to ’1’ and ’0’, respectively.

LLRk,i =
1
2
SINRk · (real{yk − x1

k,i}2 − real{yk − x0
k,i}2) i ∈ {1, 3, 5} (3.64)

LLRk,i =
1
2
SINRk · (imag{yk − x1

k,i}2 − imag{yk − x0
k,i}2) i ∈ {2, 4, 6} (3.65)

3.5 2x2 MIMO Performance of the Proposed Algorithm

In this section we present the performance comparison between the idealized MMSE-SIC soft bit

output MIMO detector and the proposed solution. Simulations are done in MATLAB using r = 1/2

LDPC code of blocklength 2040. System is 2x2 MIMO with DBLAST space-time coding and per-

symbol interleaving, meaning that bits of the same codeword are modulated to QAM symbols and

each symbol is interleaved to see different MIMO channel. The channel is flat fading, with channel

gains of Rayleigh distribution.

Figure 3.8 shows BER curves for three combinations of MIMO detection and soft bit demodula-

tion algorithms, explained below. Performance curves are given for QPSK, 16-QAM and 64-QAM

modulations.

• ”ideal-ideal” refers to the ideal MMSE-SIC algorithm (with floating point matrix computations

using (3.14)) and ideal soft bit demodulation (3.57) for all 3 QAM modulations. This is blue

set of curves on Figure 3.8.

• ”ideal-maxLog” refers to the ideal MMSE-SIC algorithm as in the previous case and max-log

approximation used for the soft bit demodulation. This is green set of curves on Figure 3.8.

• ”sqrtAlg-maxLog” refers to the square-root algorithm that is used for calculating the MMSE-

SIC coefficients as explained earlier in this section and the max-log approximation used for

the soft bit demodulation. This is red set of curves on Figure 3.8 and they correspond to the

actual implemented soft output MIMO detector.

Apparently, the difference in performance is quite small and is kept to within a fraction of a dB

even for 64-QAM constellation. Furthermore, we can tell what is the difference in performance due

to two approximations introduced in this work - square-root algorithm and soft bit demodulation.

Namely, the performance difference between the blue and the green curves reflects the difference
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between the ideal soft demodulation algorithm (3.57) and the suggested solution for soft demodula-

tion. This solution includes approximative way of calculating parameters yk and SINRk using LUT

and approximate (3.57) using max-log approximation, (3.60). For QPSK these two curves actually

overlap, since max-log approximation is indeed exact.

The performance difference between the green and the red curves is the difference between using

the ideal way to calculate MMSE-SIC coefficients and using the square-root algorithm. We see

that this difference is very small for all three modulations, which implies that square-root algorithm

proves to be a very good approximation for MMSE-SIC coefficients calculation.

Also, these results approximately match the difference in performance for point-to-point AWGN

channel given on Figure 3.4, which shows that the approximations we have made so far are good for

both point-to-point and the MIMO case.
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Figure 3.8: BER curves for 2x2 MIMO with DBLAST and per symbol interleaving — ideal MMSE-
SIC and proposed design using square-root algorithm and max-log soft demodulator.
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Chapter 4

Hardware Implementation

This chapter describes design architecture and hardware implementation of the MMSE-SIC MIMO

detector. These are based on the algorithms and calculations presented in chapter 3, and are adjusted

to meet some general design goals imposed by the cooperative MIMO system and LTE standard:

1. Flexible architecture - have support for variable number of input and output antennas specified

by the LTE standard (up to 4x8 configuration).

2. Support for different types of modulation (BPSK, QPSK, 16-QAM, 64-QAM) specified by the

LTE standard.

3. Soft bit demodulation to provide soft bit estimates for LDPC decoder at the destination.

4. Throughput of up to 100Mb/s (peak uplink rate according to the LTE standard)

5. Minimum amount of hardware resources to satisfy the above goals.

Compared to the conceptual MMSE-SIC detector block diagram shown on Figure 3.3, the actual

implementation is slightly different. Figure 4.1 presents the architecture block diagram with main

signals denoted. We notice the following blocks:

• MMSE-SIC preprocessing unit calculates the filter coefficients using the square-root algorithm.

This block is typically not time critical, assuming the channel is not changing very fast (i.e.

assuming the channel is relatively slow-fading), however we have taken into account the possible

extension to multi-carrier system in which many channel instances would have to be processed

at the same time and the architecture is pipelined so it can be easily extended to support that.
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y
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Figure 4.1: Block diagram of the implemented MMSE-SIC MIMO detector.

• MMSE filter unit does the actual filtering of the received signal and calculation of the param-

eters necessary for soft bit demodulation, yk and SINRk.

• Soft demodulation unit that provides bit LLRs for LDPC decoder (LDPC decoder not shown

on the diagram)

• Modulator unit

• Interference cancellation (SIC) unit is represented as multiplication of the reconstructed symbol

xk+1 with appropriate channel matrix column, hk+1, and then subtraction from the received

vector y
k

(that was previously buffered as described on Figure 3.3).

According to the MMSE-SIC detection algorithm explained in chapter 3, first we have to cancel

the interference from the previously decoded stream, k+ 1. However, that decoded stream comes in

the form of decoded bits, {b}k+1, which have to be modulated to the transmitted symbol xk+1 first.

This symbols is an input to the SIC block where it gets multiplied with the corresponding channel

matrix column to be subtracted from the received signal from previous detections, y
k+1

. The main

block is the MMSE filter that multiplies the updated received vector y
k

wiht the corresponding

MMSE-SIC filter fT
SIC,k

and then calculates the parameters yk and SINRk needed for soft bit

demodulation, as explained in chapter 3. Finally, after the soft bit demodulation we get the LLR

values for the detected symbol of stream k, {LLR}k.
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Notice that compared to the diagram on Figure 3.3, chosen architecture has only one critical

path ”branch” that consists of MMSE filter block, soft demodulator, modulator and SIC block. Of

course, it would be straightforward to add more branches and parallelize the computation which

would directly increase the throughput, but even with only one branch we can still meet the LTE

standard requirements. According to design philosophy of reducing the hardware resources as much

as possible, we have decided to have only one MMSE filter + SIC branch which is pipelined for

maximum performance.

The hardware design is done using MATLAB Simulink and building blocks from the Xilinx

library. This means that the main purpose of this design is to be implemented on Xilinx FPGA

chip, since it uses some of the special features it has to offer, like embedded Multiply and ACcuulate

(MAC) units or embedded RAM blocks (DSP48 and BRAM, respectively). It can however be

translated to Verilog or VHDL, but then these embedded FPGA blocks would have to be designed

separately.

In the rest of this chapter, we pay most of the attention to the implementation of the preprocessing

unit that calculates the MMSE-SIC filter coefficients based on the square-root algorithm. Specifically,

we explain in detail how the unitary operation Θi from equation (3.31) is done in hardware without

any matrix multiplications, by using the systolic array architecture and CORDIC algorithm for

implementation. Then we turn to the actual MMSE filtering and soft bit demodulation the way it

was explained in the last two sections of chapter 3. These blocks are on the critical path of the design

and they are optimized to meet the throughput requirements given by the LTE standard. Another

two blocks take care of the interference cancellation - modulator that modulates decoded bits back

to the transmitted symbols and the actual SIC block that subtracts their influence from the received

vector as shown by equation (3.12). Finally, the chapter is concluded with the speed and resource

utilization results obtained through synthesizing the design for an FPGA implementation.

4.1 Implementation of the Systolic Array

The central part in the preprocessing unit is the row nulling operation given by (3.31). The main idea

of nulling the row is to use one column as so called pivot, and apply series of unitary transformations

(matrix rotations) that will keep changing only the pivot and the targeted column, until the first

(leading) element of the targeted column is nulled [14]. In general, matrix elements are complex (we

are dealing with the complex channel and the complex constellation), but the very first element in

the row we are trying to null will indeed always be real. Namely, in expression (3.31) this is obvious
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since the first element in the first row is 1 in every iteration. Let us first show how we null one

complex element of the first row, without changing the other ones.

4.1.1 Nulling a Single Element in a Row

Let’s assume we want to null the i-th element of the first row (c1,i), by using the first column as a

pivot. In general, this element is a complex number, and the first step is to null its imaginary part.

In order to do this, we can represent the complex number in Euler form:

c1,i = r1,ie
jθ1,i . (4.1)

It is easy to see that we can rotate this complex number to align with the real axis by multiplying

it with e−jθ1,i . However, the goal is to keep applying only unitary operations on the given matrix,

and in order to do so, we have to multiply the whole i-th column with the same number. This

operation is given by Qθi (4.2), which is identity matrix with i-th diagonal element replaced by

ejθi = e−jθ1,i .

Qθi =




1 0 . . . 0 . . . 0

0 1 . . . 0 . . . 0
...

...
. . .

... . . .
...

0 0 . . . ejθi . . . 0
...

... . . .
...

. . .
...

0 0 . . . 0 . . . 1




. (4.2)

The multiplication of the original matrix with this one now results in (4.3), where ’r’ is used to

denote that the particular matrix element is real and ’c’ is used for (in general) complex elements.




r1,1 . . . c1,i . . .

c2,1 . . . c2,i . . .

... . . .
... . . .

cn,1 . . . cn,i . . .



Qθi =




r1,1 . . . r1,i . . .

c2,1 . . . c
′
2,i . . .

... . . .
... . . .

cn,1 . . . c
′
n,i . . .



. (4.3)

To null the real element of the matrix, we use another type of unitary transformation called

a Givens transformation, Qφi . This transformation is derived again from the identity matrix, by

changing four elements, as given by (4.4).
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Qφi =




cosφi 0 . . . sinφi . . . 0

0 1 . . . 0 . . . 0
...

...
. . .

... . . .
...

− sinφi 0 . . . cosφi . . . 0
...

... . . .
...

. . .
...

0 0 . . . 0 . . . 1




(4.4)

When we postmultiply with Qφi , we only affect the first and the i-th column. Given that the

elements of the first row in these two columns were r1,1 and r1,i, after Givens transformation we will

have:




r1,1 . . . r1,i . . .

c2,1 . . . c
′
2,i . . .

... . . .
... . . .

cn,1 . . . c
′
n,i . . .



Qφi =




r
′
1,1 . . . 0 . . .

c
′
2,1 . . . c

′′
2,i . . .

... . . .
... . . .

c
′
n,1 . . . c

′”
n,i . . .



, (4.5)

where

r
′
1,1 = r1,1 cosφi − r1,i sinφi

0 = r1,i cosφi + r1,1 sinφi.
(4.6)

Note that since the transformation is real, the leading element of the updated pivot column (r
′
1,1)

stays real. This implies that the updated pivot column can be reused as a pivot column for nulling

the next element of the first row. Now we can summarize how we choose the two unitary operations

needed to null the i-th element of the first row:

• For nulling the imaginary part by using Qθi (4.2), we have to determine the angle θi based on

the argument of the i-th element in the first row:

θi = −θ1,i = − arg{c1,i} = arctan
(−imag{c1,i}

real{c1,i}

)
(4.7)

If we look into the mechanics of this unitary transformation (4.3), we notice that it changes

only the i-th column. If we further break the complex elements of the i-th column into the real

and imaginary parts, the transformation (applied only to this column, since other columns do

not change) takes the form:
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Real{c1,i} Imag{c1,i}

Real{c2,i} Imag{c2,i}
...

...

Real{cn,i} Imag{cn,i}







cos θi sin θi

− sin θi cos θi


 (4.8)

• For nulling the real part by using Qφi (4.4) we have to determine the angle φi based on (4.6)

as:

φi = arctan
(−r1,i
r1,1

)
(4.9)

Looking into this unitary transformation(4.4), we notice that the transformation itself is real,

meaning that we can separately process the real and imaginary part in expression (4.5). Iso-

lating the effect on the first and the i-th columns (the others are not affected), we get that for

real parts the transformation takes the form:




Real{c1,1} Real{c1,i}

Real{c2,1} Real{c2,i}
...

...

Real{cn,1} Real{cn,i}







cosφi sinφi

− sinφi cosφi


 . (4.10)

Exactly the same expression holds for the imaginary parts.

Now we can conclude that the two unitary transformations are essentially of the same form. The

only difference is that Qθi is applied to the two columns being the real and imaginary parts of the

column i whose leading element we want to null. Transformation Qφi on the other hand has to be

applied twice, to the real parts of the first and the i-th column, as well as to their imaginary parts.

So, we have managed to null the i-th element of the first row by applying two simple unitary

operations and changing only the elements of the first and the i-th column. This is very important

since it promises low complexity implementation - only two columns are involved, not the whole

matrix. Of course, in order to null the whole row, we have to repeat these two operation for each

element of the first row.
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4.1.2 CORDIC Implementation

Now we will consider an algorithm for coordinate rotation that is well suited for digital realization,

known as CORDIC (COordinate Rotation DIgital Computation). The basic idea was first published

in the 1950s by Volder [16].

Suppose we want to rotate a point whose coordinates are (x, y) to the new point with coordinates

(x
′
, y

′
), such that the angle between them (measured counterclockwise) is ξ. We have:

x
′

= (cos ξ)(x− y tan ξ)

y
′

= (cos ξ)(y + x tan ξ)
(4.11)

This involves four multiplications. However, there are many special angles for which some of the

multiplications would simplify to shift operations. We will concentrate on the special angles ξυ for

which:

tan ξυ = ±2−υ. (4.12)

Then the multiplications by tan ξυ become right-shifts by bit positions - very cheap operation

in hardware. For fixed υ, the two special angles are of the same magnitude but opposite sign and

therefore they have the same cosine.

The first step of the CORDIC algorithm is to express any arbitrary angle ξ by a sequence of

rotations either forward or backward, by ξυ, υ = 0, 1, .... Let ρυ = ±1 determine whether a particular

”minirotation” is forward or backward. Thus

ξ =
∞∑

υ=0

ρυξυ (4.13)

and the rotation of (x, y) through the angle ξ is accomplished by the sequence of steps shown on

Figure 4.2, or visually as a rotation of a vector on Figure 4.3.

The clever trick of the CORDIC approach is to recognize that all the multiplications by cos ξυ

can be collected together into a single constant:

κ =
∞∏

υ=0

cos ξυ (4.14)

which is independent of the overall angle ξ by which we rotate. Thus, we can revise Figure 4.2 to

the form of Figure 4.4. We see that the CORDIC algorithm is composed of ”stages” — most of the

stages perform microrotations and a ”last” stage performs a gain correction. For any angle we use,
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Figure 4.2: Achieving rotation through ξ by using minirotations through the special angles ±ξυ.
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Figure 4.3: Rotation of a vector through angle ξ using CORDIC algorithm.

all the microrotations are employed but each is employed in either a clockwise or counterclockwise

direction. Although a CORDIC algorithm would seem to call for an infinite number of microrotations

to realize rotation by an exact angle, it is practical to use a finite number of stages since the higher

numbered stages contribute less and less to the accuracy of the achieved angle. The correction stage

is a multiplication by the fixed quantity κ, not a general purpose multiplier. The exact value of κ

depends on how many CORDIC stages are used and this dependance is given in [14]. However, as

that work suggests, for ten or more stages κ is essentially saturating to the value of 0.60725.

A CORDIC method therefore achieves rotation without using any of the trigonometric functions

and without explicit multiplications. If we knew in advance the angle by which we wished to rotate

�
x
y

�
⇐

�
x
y

�
+ 2−0ρ0

�
−y
x

�

�
x
y

�
⇐

�
x
y

�
+ 2−1ρ1

�
−y
x

�

�
x
y

�
⇐

�
x
y

�
+ 2−2ρ2

�
−y
x

�

...
�

x
�

y
�

�
← κ

�
x
y

�

Figure 4.4: Achieving rotation through ξ using minirotations through the special angles ±ξυ, using
one correction gain.
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the pair (x, y), we could determine the set of controls (ρυ, υ = 0, 1, ..., υmax), each represented by a

single bit.

However, in the present application we do not know the angle of rotation in advance. We are

given a pair (x, y) and we must rotate that pair through the angle such that the resulting rotated

pair takes the form (x
′
, 0). This operation is called vectoring. Then we have to rotate some number

of other pairs through the same angle. We have no need to actually know what the angle is, as

long as we are able to rotate by that angle. This operation is called rotating. For vectoring followed

by rotating what we really need is an algorithm to determine the CORDIC controls ρυ. A major

advantage of the CORDIC algorithm is that the same circuit which is used for vectoring may be

used for rotating.

Consider just the first CORDIC stage, for which the special angle is either 45◦ or −45◦. Since

our purpose is to rotate the input (x, y) toward the x axis, if y is ”above” the x axis we should rotate

”down” and if y is ”below” the x axis we should rotate ”up”, Figure 4.3. The angular direction of

”down” is also dependent on whether x is positive or negative (if either x or y is zero, we can choose

any direction). Therefore,

ρ0 = sgn(x)sgn(y). (4.15)

Once we have determined ρ0, we compute the effect of the first stage on x and y and pass the

modified (x, y) to the second stage. Here, again, our rule is to rotate ”down” if y is ”above” the x

axis and ”up” if it is ”below” the x axis:

ρ1 = sgn(x)sgn(y). (4.16)

In this way, the determination of the controls is quite simple:

ρυ = sgn(x)sgn(y), υ = 0, 1, ..., υmax (4.17)

These controls, once determined, are saved in the flip-flops of the specialized stages and used to

control those stages for the succeeding (x, y) pairs which are to be rotated through the same angle.

In Figure 4.5 we show the concept of a CORDIC circuit made up of independent stages. The

inputs (x, y) are modified by minirotations as they proceed from stage to stage. This circuit has

the virtue of natural pipelining. If registers are placed between the stages, then a new rotation

problem, involving a new pair (x, y), can be started by the circuit as soon as the preceding pair has
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Figure 4.5: Pipeline CORDIC circuit.

been latched at the output of the first stage. Then yet another rotation may be started when the

first two pairs have been latched at the output of the second and the first stage, respectively, etc.

Note that rotation may follow vectoring in this pipelined fashion as long as the rotation angle is the

angle determined by the vectoring operation. The only difference between vectoring and rotation is

whether the controls ρυ are set or remain unchanged as the data passes through the stage.

Only an addition and a subtraction need to be performed in each stage, except for the last stage

which is the multiplication by a constant factor given by (4.14). These operations can be carried out

very rapidly in digital logic. Therefore, the rate at which a CORDIC circuit can begin new rotation

problem is quite high. By contrast, the time required to complete any given rotation is proportional

to the number of CORDIC stages provided.

On the other hand, the performance of the MMSE-SIC detector will depend on the number of

stages in the CORDIC. As the SNR gets higher, nulling the first row in equation (3.31) becomes

more sensitive to how close to zero those elements are, and in order to achieve better precision,

more CORDIC stages are required. Figure 4.6 shows how the uncoded performance of the MMSE-

SIC detector built using the square-root algorithm depends on the number of CORDIC stages.

Apparently, for the SNR values up to 15dB, CORDIC should have at least 10 stages in order to

keep the performance close to the optimal one for MMSE-SIC (red curve on Figure 4.6). The actual

value used in the design is K = 15, to make sure we have some margin in case the SNR values are

higher.

4.1.3 Systolic Array for Nulling a Single Element

Earlier in this section we have explained how to null a single element in the first row. Then we

explained the CORDIC architecture that we will use to perform the nulling of the real leading

element (vectoring) and rotation through the same angle on the other pairs that follow. Now we
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Figure 4.6: Uncoded MMSE-SIC detector performance versus number of stages in CORDIC.

will put these pieces together and present the complete architecture for nulling a complex element

of the first row.

To null the complex part of the first element in the targeted column, we have to perform the Qθ

transformation given by (4.8). We will assign one CORDIC circuit to perform this transformation.

Next, (4.10) explains how Qφ transformation is performed. This transformation has to be applied

to the two complex columns (the first one and the i-th one), but since the operation is real it can

be applied separately to the real and imaginary parts of these two columns. This means that in

order to process the two complex columns we need to assign two CORDIC circuits to perform this

operation.

Data, in the form of columns of complex numbers, are presented to the circuitry sequentially. and

the time during which one complex word enters a CORDIC block will bi called a microcycle. Every

column that enters a circuit will have a leader, its first element, and some number of followers, all

the other elements in the column. The CORDIC block performs vectoring on the leader and rotation

through the same angle for the followers. A column composed of, say, K elements will flow into a

CORDIC circuit during K consecutive microcycles. The elements making up such a column will flow
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Figure 4.7: CORDIC Super Cell block.

out of the CORDIC circuit at the same rate they entered, one element per microcycle. Although the

elements are modified by passing through the CORDIC block they retain their identity and their

order, and the leader on input remains the leader at the output.

The Qθ transformation is simply the passage of the i-th column of complex numbers (ci) through

a CORDIC block. The action of the CORDIC block on the leader is a phase change such that the

leader becomes real. The action of the CORDIC circuit on the followers is to change their phases

by the same amount. A CORDIC circuit used in this manner will be called a θ-CORDIC (Figure

4.7).

The Qφ transformation is a rotation of two columns of complex numbers through a real angle.

To accomplish a Qφ transformation we use two CORDIC blocks, which we shall call the master φ-

CORDIC and the slave φ-CORDIC. The master φ-CORDIC deals with real parts of columns c1 and

ci, while the slave φ-CORDIC deals with their imaginary parts, as presented on Figure 4.7. Data

involved in a Qφ transformation are presented to the two φ-CORDICs as two separate columns of

”complex” elements so that the rotation may be accomplished as if it were a phase change, by using

the equivalency of the two transformations, (4.8) and (4.10).

The master φ-CORDIC gets its two inputs from the real parts of the two columns, c1 and ci.

The first pair of inputs (Re{c1,1},Re{c1,i}) is marked as the leader, and as it passes through the

master φ-CORDIC it determines the angle controls ρυ for that CORDIC, which are to be used to

rotate all the following pairs of elements of the real parts of these two columns. However, the same

angle should be used in the slave φ-CORDIC to rotate the imaginary parts of these two columns.

Here we recall that the leading elements of both the pivot column (c1) and the targeted column (ci)

are real - the former being real due to the nature of the square-root algorithm (3.31) and the latter

due to passing through the θ-CORDIC that nulled the imaginary part of the leading element of ci.
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This means that the leading pair of the slave φ-CORDIC is going to be (0, 0) and so it is going to

stay (0, 0) at the output as well. Thus, instead of feeding the slave φ-CORDIC with (0, 0), we can

feed the same leading pair as to the master φ-CORDIC and just ignore the leading element at the

output (pick (0, 0) instead). This way, all the pairs of the imaginary parts of the columns c1 and

ci are going to be rotated through the same angle as the real parts in the master φ-CORDIC —

exactly what we initially wanted.

In this way, the use of three CORDIC blocks accomplishes the pair of transformation needed to

zero out one element in the targeted column, ci. We call this configuration the Super Cell block.

Note that the outputs of the two φ-CORDICs have to be reassembled. The real parts of the φ-

CORDICs become the real and imaginary parts respectively of the updated pivot column, c′1. The

imaginary parts of the φ-CORDIC outputs become the real and imaginary parts respectively of the

updated targeted column, c′i, as presented on Figure 4.7. For simplicity of the Super Cell block

diagram, the multiplexing that happens at the input and the output of the slave φ-CORDIC block

is not shown.

4.1.4 Nulling the Row of the Matrix

Finally, on Figure 4.8 we present the complete circuitry that performs nulling the row of the matrix

(except, of course, the leading element of the pivot column). The central part is the Super Cell block

that performs nulling of a single elements. The operation starts by loading the matrix elements in

the Read Mem block on Figure 4.8. Next, in the first iteration we feed the Super Cell block with

the first column (c1) as the pivot and the second column (c2) as the target. The targeted column at

the output is stored in the Write Mem block as the second column of the resulting matrix (its first

element being nulled). The updated pivot column at the output of the Super Cell block however, has

to be reused as the pivot for the second iteration when we target the third column of the matrix, c3.

Thus, the next target column, c3, will be fed to the Super Cell block such that it gets aligned with

the updated pivot column from the first iteration. Note that the leading element of the updated

pivot column stays real, as shown in equation (4.6). The iterations continue in the same fashion,

until all the columns have been targeted and their leading elements nulled. Finally, we read the

Write Mem block that now has the updated matrix stored, and provide the output which has the

whole first row (except for the first element) nulled.

Block diagram shown on Figure 4.8 does not present all control signals for simplicity, but the im-

plemented block allows nulling the first row of any complex matrix (M×N) up to size of 31x16. Dur-
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Figure 4.8: Block diagram of the Null Row block.

ing the design phase, i.e. before the actual implementation on FPGA platform, the data wordlength

and the number of stages in CORDIC elements can be easily adjusted in Simulink using mask on

the Super Cell subsystem block. In the same way we can adjust the pipeline structure of a single

CORDIC stage, depending on the speed we want to achieve. In our case, we used only a singe

register between each CORDIC stage which should support clock frequency larger than 100MHz.

The latency of the Null Row block depends on the size of the matrix (MxN), the number of

stages in CORDIC blocks (K) and the latency of the single CORDIC stage as:

LNullRow = N ·K ·Lstage +M ·N + 2 (4.18)

4.2 MMSE-SIC Preprocessing — Coefficient Calculation

In the previous section the main part of the Preprocessing unit, Null Row block, has been explained

in detail. Now we will concentrate to the remaining blocks that are used to get the MMSE-SIC

coefficients using the square-root algorithm. The simplified block diagram of the Preprocessing unit

is presented on Figure 4.9. The inputs are the channel matrix H and its size (nr × nt), the square

root of the measured SNR on the link and the control signal ”Start” that initializes the computation.

The outputs are the MMSE-SIC filter vectors which are further fed to the MMSE-SIC filter blocks

(Figure 4.1).

Two central blocks in the Preprocessing unit are the Mtrx Update block and the Null Row block.

While the operation and the implementation of the latter one has been explained in detail in the

previous section, we will concentrate on the former one which updates the matrix in expression

(3.31) before the row nulling operation is applied.
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Figure 4.9: Simplified block diagram of the Preprocessing unit.

4.2.1 Matrix Update for Square-root Algorithm

Looking into the main expression of the square-root algorithm (3.31), which we repeat here for easier

reading (4.19), we notice that the most of the matrix being updated depends on the result of the

previous iteration. Instead of zeroes in the first row, the new input matrix needs to have i-th row

of the channel matrix multiplied with the partial result for P 1/2 matrix, P 1/2
|i−1, and the first column

has to be set according to the current iteration number. The block that takes care of this operation

is denoted on Figure 4.9 as Mtrx Update.




1 HiP
1/2
|i−1

0 P
1/2
|i−1

−ei Qi−1




Θi =




r
1/2
e,i 0

Kp,i P
1/2
|i

Ai Qi



, (4.19)

The block diagram of this unit is shown on Figure 4.10. The central part is the multiplier

for complex numbers, implemented using four MAC (Multiply ACcumulate) units which on Xilinx

FPGA come as embedded elements (DSP48 elements, [2]). The channel matrix is stored in Channel

Mem for reading the rows in each iteration. The multiplication of the row of the channel matrix,

Hi with the piece of the input matrix denoted by P 1/2
|i−1 in (4.19) is done as a sequence of vector to

vector multiplications. Vector to vector multiplication is simply implemented as a sum of products

of complex elements of these vectors, by using the Accumulate blocks (ACC on Figure 4.10). The

elements of the vectors are entering the complex multiplier in the pipeline fashion and the output is

the single complex number, stored in the Out Mem block for final reading.
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This buffering at the output is necessary since different parts of the updated matrix are ready

at different times. The first column is initialized just by knowing the current iteration, the first row

(except for the first element) has to be calculated by multiplication of the complex vector with the

complex matrix as explained, and the rest of the updated matrix is just propagated from the input

(4.19).

4.2.2 Final Remarks on the Implementation of Preprocessing Unit

Going back to the block diagram of the Preprocessing unit on Figure 4.9 and referring to the square-

root algorithm explained through (3.31) or (4.19), it can be concluded that one iteration of (4.19)

consists of one matrix update operation and one row nulling. That means that after the initialization

of the matrix that is going to be iterated in (4.19), which is done in Initialize block on Figure 4.9,

we have to iterate nr times between the Mtrx Update and Null Row blocks, as shown on the block

diagram. Finally, after nr iterations we have the desired matrices P 1/2 and Qα. The only step left

is to get the exact MMSE-SIC filter coefficients by post-multiplying columns of the Qα matrix with

the corresponding diagonal values of P 1/2 matrix, as suggested by (3.30).

Finally, we also show the complete block diagram of the Preprocessing unit as a screenshot of

the Simulink design, Figure 4.11. We can identify the main building blocks to be the same as on

the simplified diagram from Figure 4.9.

4.3 Critical Path

In the previous section we have explained the design of the Preprocessing unit, which we refer to as

a background processing, as denoted on Figure 4.1. It is called background since MMSE-SIC filter

coefficients are calculated only when the MIMO channel changes significantly from the previous

value, which is in general happening every coherence time (Tc) interval, typically the value of 1ms

or larger. Critical path processing on the other hand happens every time the new signal y is received,

which in practical implementation usually means continuously. Thus, in order to speed up the data

processing and increase the throughput of the whole MIMO detector, it is very important to design

the critical path to be fast enough.

Luckily, the blocks on the critical path are fairly simple and can be made very fast by pipelining.

In the remaining of this section we will briefly explain the implementation of each of these blocks.
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Figure 4.10: Block diagram of the Mtrx Update unit.
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Figure 4.11: Screenshot of the Preprocessing unit design in Simulink
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Figure 4.12: Screenshot of the Modulator unit design in Simulink.

4.3.1 Modulator

The function of the modulator block is to translate coded bits into the transmit symbols. The most

straightforward implementation is using the LookUp Table (LUT), where Gray mapping for LTE

standard is used. From the Simulink screenshot presented on Figure 4.12 it can be noticed that

there is a separate LUT for each constellation - this is the case since all of these LUTs have been

implemented as distributed memory on the FPGA chip.

4.3.2 SIC

As previously indicated, the function of SIC block is to cancel the interference of the decoded

transmitted symbol. This complex symbol xk+1 has to be multiplied by k+1-st channel column and

then subtracted from the received signal y
k+1

. Block diagram of the SIC unit has been implemented

on Figure 4.13.

Note that the the whole computation chain is registered after each add or multiply operation.

This block is fully pipelined in terms of the received signal y
k+1

, assuming that decoded transmit

symbols xk+1 arrive aligned with it.
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Figure 4.13: Block diagram of the interference cancellation unit.

4.3.3 MMSE-SIC Filter

MMSE-SIC block has to perform filtering of the received signal y
k
, by multiplying it with the

MMSE-SIC vector, f
SIC,k

. For this we again use the complex multiplication block from the previous

diagrams, with accumulators behind, Figure 4.14. In order to calculate the SINRk value as explained

in chapter 3, we have to filter the channel column itself with the same fitler and then perform x/(1−x)

function, (3.51). Note that in this case we care only about the real part of the filtering operation,

since the SINR is the real number.

Also, from (3.54) we have concluded that we can use the same x/(1−x) type LUT for calculating

the received symbol yk that we further process in the soft demodulation block. Thus, the outputs

of the MMSE-SIC Filter block are the inputs to the Soft Demodulator block, yk and SINRk.

This block is also fully pipelined in terms of the received vector y
k
, i.e. these vectors can enter

the block immediately one after another.

4.3.4 Soft Bit Demodulator

The last block on the critical path is the Soft Bit Demodulator block that uses the received symbol yk

and the SINR of that stream, SINRk, to calculate the LLRs of the demodulated bits. The technique

used here is again based on the LUT, since we have concluded that it can provide significant reduction
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Complex 
Multiplication 

Channel	  
Mem	  

MMSE-‐SIC	  
Coeff	  
Mem	  

ACC	  

ACC	  

Re 

Im 

Re 

Im 

Re 

Im 

split	  

Re 

Im 

MAC	  

“0” 

X 

+ 

MAC	  

-‐Z-‐1	  

X 

Z-‐1	  

ACC	  
	  
	  
x

1−x

LUT -‐1	  

+1	  

X 

X 

con
cat	  

+ 

y
k

{H} 

f
SIC,k

SINRk

yk
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Figure 4.15: Block diagram of the soft demodulator unit.

in hardware resources compared to the solution where we compute the LLRs exactly by using formula

(3.60).

The input signals are concatenated to form the address for the LUT, depending on the constella-

tion size that is added as the offset. This time the LUT is implemented as the Block RAM (BRAM)

block on targeted FPGA chip, since the size needed is close to the actual size of BRAM on Xilinx

Virtex 5. We distinguish two different banks, one for the I and the second one for the Q components

of the QAM symbol. BPSK as the only non-QAM case is stored in the I bank only. The output is

again the concatenated version of the separate LLR values, as indicated on Figure 4.15.
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From channel 
estimation block 

MIMO size 

Current stream to detect 
Received vector 

Decoded bits 

Constellation size 

Initialize Preprocessing Soft bit 
outputs 

Intermediate 
received 
vector 

Figure 4.16: Interface of the designed MIMO detector.

4.4 Interface

The interface of the designed block is shown on Figure 4.16. It is easy to distinguish the two groups

of inputs: one going to the MMSE-SIC preprocessing unit and the second one feeding the critical

path.

The inputs that come from the Channel estimation unit are the average SNR of the link and

the current MIMO channel matrix. These are the inputs to the MMSE-SIC preprocessing unit that

calculates the filter coefficients every coherence time of the channel. It also takes the information of

the size of the MIMO matrix, which is arbitrary up to 4x8 configuration (as specified by the LTE

standard).

The other inputs designated on Figure 4.16 are inputs to the critical path part of the detector. We

distinguish the decoded bits that come from the channel decoder to be cancelled as the interference

from the previously decoded (k + 1)-st stream, and the received vector that was stored from the

previous interference cancellation, y
k+1

.

Outputs are the LLR values of the bits for currently detected symbol, as well as the received

vector y
k

after the interference from stream k + 1 has been cancelled, according to the equation

(3.12). The Detector can also signal when it has finished with the preprocessing of the current

channel instance and is ready to accept the new one.

Table 4.1 gives more detailed description of all the ports presented on Figure 4.16.
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Port number Port name Width in/out Description
1 Start 1b in Starts the preprocessing unit
2 chann data 32b in Channel matrix
3 chann addr 6b in Current element of the channel matrix

4 chann we 1b in
Control signal for writing channel matrix into
internal memory

5 sqrt SNR 16b in Square root value of the average SNR
6 M ch 4b in Number of transmit antennas
7 N ch 4b in Number of receive antennas
8 Stream 3b in Current stream to be detected

9 y rec data 32b in
Received vector after all streams higher than
k + 1 have been cancelled

10 bit in 1b in
Decoded bits of the previous stream that are
to be cancelled as known interference

11 en 1b in Synchronization signal for ports 9 and 10

12 Constellation 2b in
Code that denotes the constellation size for
current symbol to be detected

13 llr 5b out Soft bit outputs for currently detected symbol
14 llr oe 1b out Synchronization signal for port 13

15 y cancel 32b out
Received vector after all streams higher than
k have been cancelled

16 y oe 1b out Synchronization signal for port 15

17 preproc done 1b out
Signals that preprocessing unit finished com-
putation

Table 4.1: List of all the ports of the implemented MIMO detector

4.5 Speed Performance and Resource Utilization

The FPGA design was successfully synthesized for the Xilinx Virtex 5 chip, XC5VSX95T [1], [2].

The resource utilization after mapping and place&route compilation is given in the table 4.2. We

notice that the logic utilization, expressed through the number of slices is about 11%, mainly due

to the implementation of the CORDIC algorithm that was entirely built in logic. The utilization of

the computational and memory resources was much more modest and is less than 4% in both cases

(table 4.2).

According to the post place&route timing results, the maximum clock frequency that the com-

plete design can support is 120MHz, with modest level of pipelining in CORDIC blocks. If needed,

the critical path and the background processing units can be separated into different clock domains

and run at different speeds. This way, level of pipelining at the critical path could be increased and

it could be run at higher clock speeds to increase the throughput.
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Resource	   Count	   Total	  on	  chip*	   %	  

Slice	  Registers	   3,503	   58,880	   6.0	  

Slice	  LUTs	   5,264	   58,880	   9.0	  

Slices	   1,633	   14,720	   11.0	  

DSP48	  Embedded	  MAC	  Units	   22	   640	   3.4	  

36Kb	  BRAM	  Blocks	   9	   244	   3.7	  
* FPGA chip: Xilinx Virtex5, XC5VSX95T 

Table 4.2: FPGA resource utilization of the designed MIMO detector
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Chapter 5

Conclusion

The motivation for this work is to show a practical demonstration of the cooperation between

terminals on the user side of a wireless network. The simplest setup is described - the system we

consider has one antenna at the source, one antenna at the relay and two antennas at the destination.

During the transmit phase of the relay, the destination receives two streams from the two single-

antenna transmitters, so it needs to support the MIMO reception. The central and one of the most

complex blocks of the MIMO receive baseband (Figure 2.5) is the MIMO detector. The setup we

use to prove the concept of cooperation between terminals sets certain constraints on the MIMO

system design, and further to the design of MIMO detector. This work describes the algorithm and

hardware implementation of the MIMO detector that satisfies these constraints.

We argued that MMSE-SIC is the MIMO detector architecture that represents a very good fit for

the given design requirements. The algorithm for MMSE-SIC filter calculation that promises an effi-

cient hardware implementation has been presented. The original version of this algorithm proposed

by Hassibi that has been developed for VBLAST space-time coding, was altered to accommodate

DBLAST. We have also described how to extend this algorithm to provide necessary parameters

for soft bit demodulation. It was shown that this extension can be done in a very effective way, by

using only symbol estimates (outputs of a standard MMSE-SIC MIMO detector), MMSE-SIC filter

coefficients and the channel matrix. The max-log simplification for soft bit demodulation is also

discussed and an efficient architecture is suggested.

Finally, we have also proven that the performance of this MIMO detector with all the approxi-

mations introduced is still reasonably close to the ideal MMSE-SIC performance. Figure 3.8 shows

how the designed MIMO detector performs in 2x2 MIMO system with DBLAST and LDPC coding
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versus the ideal MMSE-SIC detector with ideal soft bit demodulation. Difference in performance is

less than 0.5dB for all QAM constellations.

Key contribution of this work is an efficient implementation of the soft output MMSE-SIC MIMO

detector for DBLAST. Using DBLAST instead of VBLAST as suggested in the original algorithm, we

manage to reduce the complexity of the preprocessing step close to 50%. Matrix inversion operations

involved in the calculation of MMSE-SIC coefficients have been avoided by using series of CORDIC

elements. To the best of our knowledge, existing algorithms and implementations of MMSE-SIC

detection do not suggest an efficient way of calculating soft bit outputs given the symbol estimates.

In this work, we have shown how soft bit outputs can be calculated with a very small computation

overhead of about 50% of the original MMSE-SIC filter block. Compared to the overall design, this

represents a negligible complexity increase. To satisfy the goal of the low hardware utilization of the

FPGA chip, the architecture has been serialized as much as the throughput requirement allowed.

Designed MIMO detector has a lot of flexibility in terms of potential use. The preprocessing

unit that calculates MMSE-SIC filter coefficients can process any MIMO channel size, up to 4 × 8

which is the current limit for LTE standard. The soft demodulator can provide soft bit outputs

for any constellation size up to 64-QAM. The interface is designed in a way that enables use of

this detector with any type of interleaving. This is possible since there is no information on the

currently processed codeword stored inside the MIMO detector. All the information that is needed

is fed through the inputs and all the information that might be needed for decoding the current

and detecting the next stream is provided at the output, for storing in external memory. The only

information that is kept internally is the average SNR and the current instance of the channel matrix.

This was done assuming the coherence time of the channel is much longer than the time needed for

the preprocessing unit to finish generating MMSE-SIC filter coefficients. We show this is a very

reasonable assumption at least for the LTE standard, where the subframe period is 0.5ms and the

time needed for calculation of MMSE-SIC coefficients is around two to three orders of magnitude

smaller.

The future work on cooperative MIMO system includes designing the source and the relay base-

band, as well as the rest of the MIMO receiver at the destination, Figure 2.5. Most challenging

blocks for implementation are synchronization, channel estimation and joint channel decoder at the

destination. The system should be preferably multi-carrier, to utilize frequency diversity and en-

able multi-user scenario both in the uplink and the downlink. Using Orthogonal Frequency-Division

Multiplexing (OFDM), which is already part of the new wireless standards (802.11n, LTE), is going

to have big impact on the channel estimation and MIMO detection blocks.
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Proposed design of the MIMO detector can be possibly extended to the multi-carrier scenario.

Since the only information that is kept in the detector is the information about the current channel

conditions, the memory would have to be extended to accommodate the channel information about

all the subcarriers. With the small number of subcarriers, small MIMO arrays and relatively slow-

fading channel, it is be possible to extend the current design just by adding more memory and

changing memory read/write engines in MMSE-SIC preprocessing unit. This would be a brute force

solution, since no frequency correlation between channels in consecutive subcarriers is utilized. If

the channel is changing too fast or there are many channel instances to be processed (i.e. there

are many subcarriers), the design of the MIMO detector would have to be changed. The existing

architecture of MMSE-SIC preprocessing unit would have to be either parallelized, or additional

pipelining would have to be introduced in CORDIC blocks. Ideally, the MIMO detector would be

redesigned to utilize the correlation between channel gains in the consecutive subcarriers.
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