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Abstract

Towards an Ultra-Low Energy Computation with Asynchronous Circuits

by

Tsung-Te Liu

Doctor of Philosophy in Engineering - Electrical Engineering and Computer Sciences

University of California, Berkeley

Professor Jan M. Rabaey, Chair

Emerging biomedical applications would benefit from the availability of digital processors
with substantially improved energy-efficiency. One approach to realize ultra-low energy pro-
cessors is to scale the supply voltage aggressively to near or below the transistor threshold,
yet the major increase in delay variability under process, voltage and temperature varia-
tions combined with the dominance of leakage power makes robust near- and sub-threshold
computations and further voltage scaling extremely challenging.

This research focuses on the design and implementation of robust and energy-efficient com-
putation architectures by employing an asynchronous self-timed design methodology. A sta-
tistical framework is first presented to analyze the energy and delay of CMOS digital circuits
considering a variety of timing methodologies. The proposed analysis framework combines
variability and statistical performance models, which enables designers to efficiently evaluate
circuit performance, and determine the optimal timing strategy, pipeline depth and supply
voltage in the presence of variability.

Two asynchronous self-timed designs are then implemented. First, a low-energy asyn-
chronous logic topology using sense amplifier-based pass transistor logic (SAPTL) is pre-
sented. The SAPTL structure can realize very low energy computation by using low-leakage
pass transistor networks at low supply voltages. The introduction of asynchronous oper-
ation in SAPTL further improves energy-delay performance without a significant increase
in hardware complexity. The proposed self-timed SAPTL architectures provide robust and
efficient asynchronous computation using a glitch-free protocol to avoid possible dynamic
timing hazards.

Second, an asynchronous neural signal processor is presented to dynamically minimize leak-
age and to self-adapt to process variations and different operating conditions. The self-timed
processor demonstrates robust sub-threshold operation down to 0.25V, while consuming only
460nW in a 65nm CMOS technology, representing a 4.4X reduction in power compared to
the state-of-the-art designs. The proposed asynchronous design approach enables CMOS
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circuits to fully benefit from continued technology scaling and realize ultra-low voltage op-
eration, without incurring the leakage and variability issues associated with conventional
synchronous implementations.
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Chapter 1

Introduction

Researches on energy-efficient circuit and system design have been drawing a lot of atten-
tions from both the industry and the academia since the last decade for the following reasons:
First, although the speed of CMOS devices keeps improving due to the efforts on continued
technology scaling, further power and energy reduction via technology scaling have become
extremely difficult due to issues of leakage and variability [Nowak02]. Second, technology
scaling combined with advances in system integration and wireless communication has en-
abled a new set of electronic devices that used to only exist in science fictions, including
ubiquitous sensor swam and miniature medical devices [Rabaey08]. However, these emerg-
ing devices can only work on an extremely stringent energy budget. As a result, in order
to accommodate the demands from these application and future technology scaling, it is
essential to develop alternate devices and novel circuit architectures for ultra-low energy
computation.

1.1 Overview

This work presents the design and implementation of robust and energy-efficient computa-
tion architectures by employing an asynchronous self-timed design methodology. A statistical
analysis framework is first presented to evaluate the energy and delay of CMOS circuits con-
sidering a variety of timing methodologies in the presence of variability. Two asynchronous
self-timed designs are then implemented. First, a low-energy asynchronous circuit topology
using sense amplifier-based pass transistor logic is presented. Second, an ultra-low power
asynchronous neural signal processor for brain-machine interface applications is presented.

1.2 Dissertation Outline

Chapter 2 provides an overview of ultra-low energy digital circuit design in the context of
voltage scaling. Leakage and variability issues associated with voltage and technology scaling
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are discussed. Various circuit techniques for ultra-low voltage operation are also summarized
in this chapter.

In chapter 3 an asynchronous self-timed design methodology is introduced as an attractive
alternative for the realization of robust and energy-efficient computation. Both the advantage
and challenge of design of an asynchronous system are discussed. The energy and delay of
synchronous and asynchronous circuits in the presence of process variability are evaluated
within a statistical analysis framework.

Chapter 4 presents an asynchronous circuit topology using the sense amplifier-based pass
transistor logic (SAPTL). The bundled-data and the dual-rail self-timed protocols are em-
ployed to realize asynchronous self-timed SAPTLs, respectively. Low-energy handshaking
protocol design and circuit implementation are presented. Results of simulation and mea-
surement on various self-timed SAPTL circuits are compared in 90nm CMOS technology.

Chapter 5 presents an asynchronous neural signal processor for brain-machine interface ap-
plications. The background and motivation of on-line neural signal processing are first intro-
duced. Design methodology and circuit implementation of an ultra-low power asynchronous
neural signal processor are then presented. Results of measurement on both synchronous
and asynchronous designs from a 65nm test chip are compared with the state-of-the-art
processors.

Chapter 6 summarizes and concludes this research. Future research directions are also sug-
gested.
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Chapter 2

Ultra-Low Energy Digital Circuit Design

Voltage scaling has been demonstrated as the most powerful way of reducing digital compu-
tation power and energy [Chandrasakan92]. However, as the supply is scaled near or below
the device threshold, dramatic increases in leakage and variability severely limit the mini-
mum power and energy that can be achieved. The research goal of this work is therefore
to develop circuit techniques and design methodology addressing these two issues, and thus
further minimizing power and energy consumption of digital circuits.

In this chapter, an overview of ultra-low energy digital circuit design via aggressive voltage
scaling is presented. Section 2.1 first introduces the background and principle of voltage
scaling. Leakage and variability, two major challenges of low-voltage operation, are then
discussed in section 2.2. Section 2.3 presents and compares the state-of-the-art system and
circuit design techniques for low-voltage operation. Section 2.4 concludes this chapter.

2.1 Opportunity of Low-Voltage Design

Historically, technology scaling is usually accompanied by voltage scaling. Fig. 2.1 shows
the supply voltages used in different CMOS technology nodes for both high-performance and
low-power applications [ITRS09]. For long-channel CMOS device, ideally, both transistor
density and speed can be increased from technology scaling while still keeping the total power
density constant, if the device threshold and supply voltage are also scaled by the same
ratio [Dennard74]. However, for short-channel devices in deep-submicron CMOS technology,
voltage scaling has been slowing down for the recent CMOS technology nodes due to leakage
and variation issues. This results in dramatic increase in power density [Nowak02]. To
address this problem, on the one hand, researchers have been looking for “new device” that
has better performance characteristics to extend CMOS technology scaling. On the other
hand, developing “new circuit” architectures that exhibit lower leakage and better reliability
is essential in order to take the full advantage of technology scaling.
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On the application side, emerging sensor applications such as miniature medical devices have
drawn huge attention in recent years. These applications have the potential to completely
change people’s life [Rabaey08]. Since these sensor devices have a very small form factor,
they usually operate with a tiny battery, or even rely only on the energy scavenged directly
from the environment. As a result, the energy budget of the entire device is severely limited,
but the speed performance requirement is usually much relaxed compared to the high-end
processors, as shown in Fig. 2.2. As a result, minimizing the energy consumption while
meeting the application-specific constraint is the most important design issue for these ultra-
low energy applications.

If the ultimate design goal is to minimize digital energy and power, and circuit leakage can
be neglected, digital circuits should operate at a supply voltage below the nominal supply
to reduce dynamic power and energy consumption [Chandrasakan92]. The dynamic power
Pdynamic and energy Edynamic of a CMOS gate can be expressed as [Rabaey03]:

Pdynamic = αCswitchV
2
DDf (2.1)

Edynamic = αCswitchV
2
DD (2.2)

where α is the activity factor, Cswitch is the switched capacitance, and f is the operating
frequency. Eqs. 2.1 and 2.2 show that voltage scaling has a dramatic impact on dynamic en-
ergy and power consumption due to its quadratic dependency. This characteristic is therefore
very attractive to these emerging sensor applications that demand for extremely low energy
consumption.

While Eq. 2.2 suggests that supply voltage should be lowered as much as possible to mini-
mize the dynamic energy, the total energy consumption, however, may actually increase at
low supply voltages due to circuit leakage and variability. Unfortunately, as CMOS technol-
ogy continues to scale, these two issues become even severe, which significantly limits the
energy reduction that can be realized from voltage scaling. In the next section, leakage and
variability, two main challenges of low-voltage design, are discussed.

2.2 Challenge of Low-Voltage Design

2.2.1 Leakage

For portable devices, leakage plays a crucial role since it determines the standby power
and thus the standby time. At low supply voltages, the dominant leakage source is the
weak inversion, or sub-threshold conduction current between source and drain even if the
gate voltage is smaller than the threshold voltage [Chandrakasan01]. This off-state leakage
current can be expressed as [Taur98]:
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Ileak = µeffCox
W

Leff
(m− 1)V 2

T e
−VTH
mVT

(
1− e−

VDD
VT

)
(2.3)

where
m =

(
1 +

Cd
Cox

)
, (2.4)

Cox is the gate-oxide capacitance per unit area, Cd is the depletion region per unit area, W
is the transistor width, Leff is the effective channel length, and VT = kT

q
. Note that the

sub-threshold leakage current also reduces as supply voltage is lowered due to the effect of
drain induced barrier lowering (DIBL).

The power and energy per operation of a CMOS gate, Ptotal and Etotal, including both active
and leakage components can thus be expressed as

Pleak = VDDIleak (2.5)

Eleak = VDDIleakTdelay (2.6)

Ptotal = Pdynamic + Pleak = αCswitchV
2
DDf + VDDIleak (2.7)

Etotal = Edynamic + Eleak = αCswitchV
2
DD + VDDIleakTdelay (2.8)

where Tdelay is the computation delay of a CMOS gate. Eqs. 2.5 and 2.6 show that by
scaling down supply voltage, both leakage power and total power consumption can be re-
duced. However, when the supply voltage approaches the threshold voltage, leakage energy
and total energy consumption actually start to increase. This is because the computation
delay increases exponentially when the supply voltage is scaled below the threshold voltage,
which offsets the leakage power reduction from voltage scaling. In general, because of the
exponential increase in delay, the minimum energy point of CMOS digital system exists in
sub-threshold or near-threshold regions [Wang05].

To estimate the energy consumption characteristics of low-activity sensor circuit, the energy
consumption of a 423-stage fanout-of-four (423FO4) inverter-based ring oscillator for different
supply voltages is simulated in 90nm CMOS technology, as shown in Fig. 2.3. The minimum
energy point of this ring oscillator circuit is around 300mV. Below it, further voltage scaling
is useless because the leakage energy dominates the total energy consumption.

2.2.2 Variability

The second issue of low-voltage digital computation is variability. Process variations continue
to increase dramatically with CMOS technology scaling. The transistors will have different
die-to-die (inter-die; DTD) and within-die (intra-die; WID) variation behaviors after actual
manufacturing process [Bowman02]. DTD variations consisting of parametric variations
between different runs, lots, and wafers, affect each transistor equally on the same die. On
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Figure 2.4: Delay distribution of a 4FO4 inverter chain under process variations (a) at 1V
and (b) at 300mV.

the other hand, WID variations result in random fluctuations of transistor characteristics
within the same die. These variations severely increase the performance variability of CMOS
digital circuits, and their impacts are especially significant at low supply voltages. Fig. 2.4
shows the delay distribution of a 4FO4 inverter chain under process variations in 90nm
CMOS technology using Monte Carlo SPICE simulator. A delay spread of 70% at 1V and
of 190% at 0.3V is observed. This demonstrates that at low supply voltages, circuit delay
becomes highly sensitive to device parameters due to the lower circuit overdrive voltage.

In actual operating environment, unfortunately, other variation sources must also be consid-
ered, such as supply voltage and temperature variations. Fig. 2.5 shows the computation
delay of a 16FO4 inverter chain in 65nm CMOS technology on the blue curve for supply
voltages ranging from 300mV down to 200mV. The red curve illustrates the worst-case delay
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Figure 2.5: Delay penalty of the worst-case design methodology under process, voltage and
temperature variations.

considering process variations, while the purple curve shows the worst-case delay considering
both process and temperature variations. Assuming that the initial design point is to oper-
ate at 250mV, in order to guarantee the circuit functionality for the worst-case scenario, the
circuit speed must be slowed down by 5X for process variations, by 9X if 10% supply change
is further considered, and by up to 147X for process, voltage and temperature variations.
As a result, in the presence of severe delay variability, using traditional worst-case design
methodology to ensure reliability is very expensive at low supply voltages.

Furthermore, this extra delay margin to guarantee the circuit functionality for the worst-
case scenario not only slows down the overall circuit speed during typical operation, but also
translates into extra leakage waste because circuits must be idle longer. The total leakage
energy including this extra idle leakage can be rewritten as

Eleak = VDDIleak (Tdelay + Tmargin) (2.9)

Fig. 2.6 shows that both leakage energy and total energy increase after extra timing margin
is included for delay uncertainty. The amount of total energy increase is especially significant
at low supply voltages where leakage dominates.
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2.3 Low-Voltage Design Techniques

Various circuit techniques have been proposed to reduce leakage consumption at design
time. Header and footer switches with multiple threshold voltage have already been widely
employed in today’s mobile devices to minimize standby leakage [Sakurai03]. Other pop-
ular leakage control techniques including the use of non-minimum channel length devices,
stacked transistors and body-biasing, are discussed and well summarized in [Chatterjee03].
Novel circuit topologies exhibiting better effective on-to-off operating current ratio than tra-
ditional static CMOS structure have also been proposed for low-voltage operation, such as
sense amplifier-based pass transistor logic [Alarcón07] and Schmitt-Trigger logic [Lotze12].
Most low-voltage designs today employ several aforementioned leakage reduction techniques
simultaneously to minimize leakage.

In order to reduce the impact of process variations, designers can use regular layout structures
[Pang09] and variation-aware design methodologies [Ickes12] at design time to minimize
performance variability due to process variations. After chips are fabricated, post-silicon
tuning is widely used to recover performance and thus increase yield. Post-silicon tuning
is usually accomplished by first measuring performance characteristics of replica process
monitor, and then re-adjusting supply voltage and body bias to meet performance and yield
specifications [Hanson08]. Since this approach estimates circuit variability indirectly using
replica process-control circuits, it is only effective to recover performance and yield loss from
DTD variations, but incapable of capturing characteristics of WID variations and dynamic
variations such as supply ripples and real-time changes in circuit activity.

To deal with dynamic variations, most approaches requires additional tracking and feedback
loops [Kurd09], which are usually very costly or difficult to deploy at fine-grained levels at
low supply voltages. System architecture employing inherent error detection and correction
circuitry has been proposed to deal with performance variability [Bul111, Bowman11]. This
approach uses additional latch and error detector along the circuit critical path to identify
system failure due to insufficient timing margin. The error events are then either corrected
with correction circuitry, or fixed at the system level. Since the error detection and correction
are implemented in the main datapath, this approach is effective to reduce the impact of
DTD, WID and dynamic variations. However, since only the error event happening before
the end of next clock cycle can be detected, the error-recovery range of this technique is very
limited, up to 2X delay variations reported in literature. Therefore, it is not sufficient for
ultra-low voltage operation where delay variations can easily exceed 10X.

2.4 Summary

Voltage scaling is the most effective way of reducing digital power and energy consumption.
However, dramatic increase in leakage and variability resulted from both technology and
voltage scaling makes further energy reduction extemely difficult. Leakage energy dominates
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the total energy consumption at low supply voltages. Variability slows down the circuit
operating speed, which futher increases idle leakage and total enegy consumption.

Various design techniques have been proposed to minimize circuit leakage and variability
at the circuit and system levels. However, most techniques either require significant imple-
mentation cost, or have restricted application or exhibit performance limit at low supply
voltages. In the next chapter, an asychornous self-timed design apporach is introduced to
realize robust and energy-efficient computation at low supply voltages.
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Chapter 3

Design and Analysis of Asynchronous
Circuits

Traditionally, asynchronous timing strategies have been advocated to enhance the speed and
ease the global clocking problem in high-performance digital systems [Sparsø01]. However,
the built-in timing mechanisms that automatically adapt to different operating conditions
make asynchronous design an attractive alternative for the realization of robust and energy-
efficient computation at low supply voltages. In this chapter, energy and delay performances
of CMOS circuits with different timing methodologies in the presence of variability are eval-
uated with a statistical analysis framework. The sweet spots of different timing schemes
are then demonstrated. Section 3.1 presents the opportunities and implementation chal-
lenges of asynchronous self-timed circuits. Section 3.2 introduces a delay variability model
of CMOS digital circuit across a wide range of supply voltage and logic depth. Section 3.3
presents a statistical performance model to analyze the minimum delay overheads required
to implement different timing schemes under process variations. Section 3.4 evaluates energy
and delay performances of synchronous and asynchronous CMOS digital circuits, based on
the variability and statistical performance models developed in section 3.2 and section 3.3.
Section 3.5 concludes this chapter.

3.1 Opportunity and Challenge

Process variations continue to increase dramatically with CMOS technology scaling. These
variations severely increase the performance variability of CMOS digital circuits [Bowman02].
Fig. 3.1 shows the typical delay distribution of digital circuit in the presence of process
variations on the black curve. Traditional synchronous approach uses a very conservative
timing margin to meet a certain reliability requirement. As a result, a synchronous design
must slow down for the “worst-case” scenario, which causes a design to fail to exercise
the whole capacity after actual fabrication. The red curve shown in Fig. 3.1 illustrates
the performance loss using synchronous timing scheme after including extra timing margin
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Figure 3.1: Performance characteristics of original (black), synchronous (red) and asyn-
chronous (blue) digital circuits.

for delay variability. Furthermore, as the variation keeps increasing, this performance loss
becomes larger and might offset all the performance enhancements from technology scaling.

Asynchronous self-timed approach, on the other hand, can get the best performance in the
presence of variability while still guaranteeing circuit reliability. Fig. 3.1 also shows the
performance characteristic of asynchronous circuit on the blue curve. Ideally, the statistical
performance of asynchronous circuit can closely follow the statistical profile of actual circuit
behavior and achieve “average-case” performance.

In addition to speed enhancement, asynchronous computing can also achieve better power
performance. Since the accurate timing information can be immediately obtained for an
asynchronous system, circuit computation can still be realized efficiently even in the presence
of variations. Fig. 3.2 shows the operating power profiles of synchronous and asynchronous
systems. An asynchronous design can response and minimize the standby leakage immedi-
ately after an operation completes, instead of being limited by the worst-case delay. On the
other hand, a traditional synchronous design must slow down for the worst-case variation
because it has no information of real-time circuit behavior. This causes extra timing slack
most of time, which translates into extra leakage waste.

Despite a better statistical performance of asynchronous operation, the overhead cost to
implement a handshaking protocol might be nontrivial and may offset all the statistical
performance advantages. A statistical analysis framework is therefore necessary to compare
different timing schemes and determine the optimal approach in the presence of variability.

In summary, the major implementation challenge of self-timed circuit is the additional en-
ergy, delay and hardware cost from the protocol circuitry. The self-timed approach only
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makes sense when this protocol circuit overhead is smaller than the circuit delay variability.
On the other hand, self-timing is very attractive to realize ultra-low power digital circuits,
since variations is relatively large at low supply voltages. A self-timed design can achieve
average-case performance in the presence of variability. Moreover, it can dynamically con-
trol leakage paths, realizing real-time power management at fine-grain level and minimizing
leakage as much as possible. This leakage minimization techinique is demonstrated in two
design examples introdued in chapter 4 and chapter 5. Finally, since a self-timed design
operates based on request-acknowledgement handshaking control protocols, it is the most
robust solution for ultra-low voltage operation.

In the following sections, a statistical analysis framework is presented to efficiently evalu-
ate energy and delay performances of CMOS circuits with different timing schemes under
process variations. The communication costs of implementing different self-timed pipeline
protocols have been modeled and compared in [Stevens11], and are not discussed here. In-
stead, a statistical model is presented to estimate the computation costs and performance
upper bounds of generic synchronous, asynchronous bundled-data and dual-rail self-timed
approaches for various operating points. This is accomplished by evaluating the minimum
delay overhead required to guarantee circuit functionality in the presence of variability across
a wide range of supply voltage and logic depth. Note that the specific variation-tolerant cir-
cuit techniques in synchronous design such as post-silicon adaptive tuning [Hanson08], or
other hybrid-timing methodologies like globally-asynchronous locally-synchronous (GALS)
approach [Muttersbach00], are not discussed. The proposed analysis framework, however,
can be easily extended or modified to evaluate the statistical performances of the aforemen-
tioned approaches.
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3.2 Modeling of CMOS Digital Circuit

A MOSFET transistor exhibits dramatically different performance characteristics in the
strong-inversion and sub-threshold regions. In order to efficiently estimate the delay vari-
ability across a wide range of supply voltage, it is essential to have a generic analytical
model that describes transistor behaviors across different operating regions. A unified cur-
rent model that captures the most essential physical characteristics of MOSFET transistor
and exhibits excellent model scalability as derived in is used in this work [Cao07]. The device
current I is described as:

I ∝
{
ln
[
1 + exp

(
VDD−Vth

2S

)]}2{
1 + ln

[
1 + exp

(
VDD−Vth

m

)]} (3.1)

where S is the sub-threshold swing parameter and m is the parameter modeling the effect
of velocity saturation.

In the strong-inversion region where the exponential term dominates, Eq. 3.1 becomes the
well-known square-law formula with velocity saturation effect

I ∝ (VDD − Vth)2

1 +
(
VDD−Vth

m

) (3.2)

Similarly, in the sub-threshold region, the exponential term is much smaller than the constant
1 term. Eq. 3.1 can be simplified as

I ∝ exp

(
VDD − Vth

S

)
(3.3)

3.2.1 Delay Model

The delay model of CMOS gate across a wide range of supply voltage can now be derived
based on Eq. 3.1. After substituting Eq. 3.1 into the Alpha-power law model for device
current, the gate delay Td can be expressed as [Sakurai90, Cao07]:

Td ∝
CVDD
I

=
K · VDD ·

{
1 + ln

[
1 + exp

(
VDD−Vth

m

)]}{
ln
[
1 + exp

(
VDD−Vth

2S

)]}2 (3.4)

where k is the delay-fitting parameter.

To extract delay model parameters in Eq. 3.2, supply voltages from 300mV to 1V are swept
for an industrial 65nm CMOS technology. Fig. 3.3 shows the nominal delay predicted by
Eq. 3.4 and simulated results as a function of VDD for a four-stage fanout-of-four (4FO4)
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Figure 3.3: Simulated and modeled delay of a 4FO4 inverter chain in 65nm CMOS technology.

inverter chain. The model error is smaller than 5% across the entire range of supply voltage,
which demonstrates the accurate prediction of CMOS gate delay in both the strong-inversion
and sub-threshold regions. The unified delay model Eq. 3.4 is used in the next section as a
baseline to derive a delay variability model.

3.2.2 Variability Model

To estimate the delay variability of a CMOS gate, two major parametric variation com-
ponents are considered: threshold voltage variations due to random dopant fluctuations,
and geometric variations due to fluctuations of device length, width and oxide thickness
[Ghosh10]. If the variations in devices parameters follow the Gaussian statistical distri-
bution, the delay variability of CMOS gate can be estimated directly from Eq. 3.4. The
normalized variation of gate delay σTd

µTd
due to parametric variations can be thus given by

σTd
µTd

=

√(
SvthTd

)2 · (σV th

µVth

)2

+
(
SKTd
)2 · (σK

µK

)2

(3.5)

where
SVthTd

=
∂Vth/Vth
∂Td/Td

and SKTd =
∂K/K

∂Td/Td
(3.6)
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Figure 3.4: Simulated and modeled delay variability results.

After actual manufacturing process, the transistors will have different die-to-die (inter-die;
DTD) and within-die (intra-die; WID) variation behaviors [Bowman02]. Both DTD and
WID variation behaviors can be estimated using Eqs. 3.5 and 3.6. However, since DTD
and WID variations affect circuit performances in completely different ways, they must be
estimated separately to derive the total delay variability model accounting for both vari-
ations. If DTD and WID variations are completely independent, the combined effects on
delay variability of CMOS gate can be expressed as

σTd,total
µTd,total

=

√(
σTd,DTD

µTd,DTD

)2

+

(
σTd,WID

µTd,WID

)2

(3.7)

Fig. 3.4 shows the estimated delay variation results using Eqs. 3.5 to 3.7 as a function of
VDD for a 4FO4 inverter chain, as well as the simulation results using Monte Carlo SPICE
simulator. The simulation results show that the model accurately predicts delay variability
due to DTD and WID variations. DTD variation is the dominant delay variation source at
high supply voltages, while the impact of WID variation grows rapidly as the supply voltage
is lowered. The model error is smaller than 8% across the entire range of supply voltage. In
this work, Eqs. 3.5 to 3.7 are used as delay variability models to estimate the delay variability
of CMOS circuit under process variations. More parametric variation components can be
easily incorporated in Eqs. 3.5 and 3.6 to increase model accuracy.



CHAPTER 3. DESIGN AND ANALYSIS OF ASYNCHRONOUS CIRCUITS 19

3.2.3 Circuit Delay Variability with Different Logic Depths

If WID variations are completely random, it has been shown that a longer logic path with
more gate stages is expected to have less variability from WID variations since timing varia-
tions are averaged out [Eisele96]. However, circuits with longer logic path cannot reduce the
impact of DTD variations. If each state delay in a logic path is completely independent and
random, Eq. 3.7 can be modified to include the effect of logic depth on delay variability as

σTd,total_n

µTd,total_n

=

√√√√(σTd,DTD_4

µTd,DTD_4

)2

+

(
4

n

)
·

(
σTd,WID_4

µTd,WID_4

)2

(3.8)

where n is the logic depth,
σTd,DTD_4

µTd,DTD_4

and
σTd,WID_4

µTd,WID_4

are the normalized DTD and WID delay
variability of a 4FO4 inverter chain, respectively. The delay variability model of a 4FO4
inverter chain is employed as a baseline model to estimate the delay variability of an nFO4
inverter chain. To verify the scalability of Eq. 3.8, the delay variability results predicted by
Eq. 3.8 are compared with the Monte Carlo SPICE simulation results for n = 8 and 24, as
shown in Fig. 3.5. The model error is smaller than 13% for n = 8, and smaller than 15%
for n = 24 across the entire range of supply voltage. Since delay variability models Eqs. 3.5
to 3.8 are derived directly from a closed-form formula, the impact of process variations on
circuit performance across a wide range of supply voltage and logic depth can be efficiently
estimated, instead of performing extensive Monte Carlo SPICE simulations. This enables
designers to perform design exploration and system optimization much more efficiently at
early design stage.

In the next section, a statistical model is introduced to evaluate performance characteristics
of synchronous and asynchronous digital circuits in the presence of delay variability.

3.3 Statistical Analysis of Synchronous and Asynchronous
Timing Schemes

In order to deal with the delay variability due to process variations, traditional synchronous
digital circuits must slow down to meet a certain reliability requirement. Asynchronous
circuits, on the other hand, can exploit local timing information to achieve both reliability
and “average-case” performance in the presence of variability. Although the advantages of
asynchronous timing are well known, the actual statistical performance gain and implemen-
tation overhead of asynchronous circuit under process variations have not been investigated
quantitatively. In this section, a statistical model is introduced to analyze the performances
of synchronous and asynchronous circuits in the presence of delay variability.



CHAPTER 3. DESIGN AND ANALYSIS OF ASYNCHRONOUS CIRCUITS 20

0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
5

10

15

20

25

30

Supply Voltage [V]

σ
/µ

 [
%

]

 

 

Simulation data (n=4)

Model (n=4)

Simulation data (n=8)

Model (n=8)

Simulation data (n=24)

Model (n=24)

Figure 3.5: Simulated and modeled delay variability results for different logic depths.

3.3.1 Synchronous Approach

If process variations in a digital circuit follow the Gaussian statistical distribution, the delay
variability of a critical path can be modeled as a normal distribution with a probability
density function

flogic (t) = N
(
µlogic, σ

2
logic

)
(3.9)

where µlogic, and σlogic are the mean and standard deviation of the critical path delay, re-
spectively. The probability of a critical path satisfying a specified period of synchronous
clock tsync can be given by

P (tlogic ≤ tsync) =

tsyncˆ

0

flogic (t) dt (3.10)

In order to achieve a yield of 99.7%, tsync is set to (µlogic + 3σlogic) in conventional syn-
chronous designs. As a result, a “3σ worst-case” synchronous design will fail to exercise
the whole circuit capacity after actual fabrication most of time, which indicates a statistical
performance loss. In this work, this statistical performance loss of synchronous design un-
der process variations is defined as a delay overhead required to implement a synchronous
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timing scheme. Both DTD and WID variations contribute to delay overhead in conventional
synchronous designs. The normalized delay overhead Dsync of synchronous design is given
by

Dsync =
3σlogic,total
µlogic,total

(3.11)

3.3.2 Bundled-Data Self-Timed Approach

Bundled-data self-timed approach employs an additional delay line to generate local control
signals instead of using a global clock [Sparsø01]. The delay line is designed to exhibit
similar delay characteristics to the circuit critical path. Therefore, a bundled-data approach
is effective to eliminate the impact of DTD variations. WID variations, however, would
still cause delay mismatches between a critical path and a delay line, which poses a major
performance limitation in a bundled-data self-timed design. The statistical performance of
bundled-data self-timed scheme is evaluated by assuming that the delay variability of delay
line can also be modeled as a normal distribution

fdelay−line (t) = N
(
µdelay−line, σ

2
delay−line

)
(3.12)

In order to ensure a reliable timing generation, the delay of delay line must be always larger
than the critical path delay in the presence of process variations. This timing constraint is
specified by

P (tlogic ≤ tdelay−line) ≈ 1 (3.13)

In actual circuit implementation, a delay line is usually just a replica of main circuit critical
path with more gate stages. Therefore, it is reasonable to further assume that a replica delay
line and a circuit critical path exhibit similar statistical characteristics that can be expressed
as

µdelay−line − µlogic = Dbundled−data · µlogic (3.14)

σ2
delay−line = (Dbundled−data + 1) · σ2

logic (3.15)

where Dbundled−data is the normalized delay overhead of bundled-data self-timed scheme,
which indicates the number of additional gate stage required for a replica delay line to
satisfy Eq. 3.13. If the final yield requirement is still 99.7%, Dbundled−data can be calculated
by solving Eqs 3.12 to 3.15:



CHAPTER 3. DESIGN AND ANALYSIS OF ASYNCHRONOUS CIRCUITS 22

0 50 100 150 200
0

100

200

300

400

500

600

Process Variability [%]

D
e
la

y
 O

v
e
rh

e
a
d

 [
%

]

Figure 3.6: Delay overhead characteristics of bundled-data self-timed scheme.

Dbundled−data = D2
variation ·

(
1

2
+

√
1

4
+

2

D2
variation

)
(3.16)

where
Dvariation =

3σlogic,WID

µlogic,WID

(3.17)

Dbundled−data ∝

{√
2 ·Dvariation when Dvariation → 0

D2
variation when Dvariation →∞

(3.18)

Note that only WID variation contributes to Dvariation in a bundled-data design. Fig.
3.6 shows the normalized delay overhead Dbundled−data as a function of process variability
Dvariation. It is clear that the delay overhead of bundled-data self-timed scheme has differ-
ent characteristics as the amount of process variation changes. While Dbundled−data increases
linearly with small Dvariation, its dependency on Dvariation becomes quadratic as Dvariation

becomes large.
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3.3.3 Dual-Rail Self-Timed Approach

Another popular asynchronous self-timed scheme, dual-rail self-timed approach, uses dual-
rail encoding to represent the data, and four-phase handshaking protocol to ensure a reliable
operation [Sparsø01]. Since a dual-rail self-timed design responses immediately after a com-
putation, its performance can closely follow the actual circuit delay statistics, as shown in
Fig. 3.1. As a result, a dual-rail self-timed design would not have delay overhead to com-
pensate the timing variability of critical path. Despite its better statistical performance,
a dual-rail self-timed design must employ additional circuitry to implement dual-rail hand-
shaking protocol and completion detection. This extra delay overhead from protocol circuit
may not be trivial, and must be considered in final performance evaluation and optimization.
To account for this protocol overhead, the delay of the protocol circuitry is estimated and
added to the final critical path delay. Note that a bundled-data self-timed design would
also require additional protocol circuitry, but the corresponding protocol overhead is much
smaller than a dual-rail design since it can be utilized as part of matched delay line without
slowing down system speed.
In the next section, the statistical performance models developed in this section, combined
with the variability model of CMOS circuit developed in section 3.2, is employed to evaluate
energy and delay performances of CMOS digital circuits with different timing methodologies.

3.4 Performance Comparison

In the previous section, a statistical model to analyze the performances of synchronous
and asynchronous circuits under process variations is presented. Together with the delay
variability model of CMOS circuit developed in section 3.2, the impacts of process variations
on synchronous and asynchronous CMOS digital circuits across a wide range of supply voltage
and logic depth can be evaluated. In this section, the delay and energy performances of
different timing schemes are first evaluated. The proposed statistical analysis framework is
then used to determine the optimal timing strategy, pipeline depth and supply voltage under
process variations for a low-energy application example.

3.4.1 Speed Performance

Table 3.1 summaries the delay overheads required to implement different timing schemes.
Pbundled−data and Pdual−rail represent the normalized delay overheads of protocol circuits asso-
ciated with bundled-data and dual-rail self-timed designs, respectively. The total delay here
represents the time required to correctly evaluate a logic function in the presence of process
variations. The latency and cycle time performances, which must be evaluated with respect
to the actual implementation of handshaking control protocol, are not discussed here.
Eqs. 3.5 to 3.8, Eq. 3.11 and Eq. 3.16 are first used to estimate Dsync and Dbundled−data
associated with CMOS digital circuits under process variations. As discussed in section
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Table 3.1: Speed Performance Analysis Model

Timing Scheme Delay
Overhead (D)

Protocol
Overhead (P ) Total Delay

Synchronous Dsync - tlogic (1 +Dsync)

Bundled-Data Dbundled−data Pbundled−data
tlogic (1 +Dbundled−data

+ Pbundled−data)
Dual-Rail - Pdual−rail tlogic (1 + Pdual−rail)
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Figure 3.7: Delay overhead characteristics of synchronous and bundled-data schemes for a
critical path delay of 4FO4.
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Figure 3.8: Delay overhead characteristics of synchronous and bundled-data schemes for a
critical path delay of 24FO4.

3.2, DTD variations is assumed to affect only synchronous approach, while WID variations
influence both synchronous and bundled-data designs. Fig. 3.7 shows the delay overhead
results of synchronous and bundled-data schemes for a critical path delay of 4FO4 as the
supply voltage varies from 300mV to 1V. As the supply voltage is lowered, Dbundled−data
becomes larger and eventually greater than Dsync. This is because WID variations become
larger and dominate at low supply voltages as shown in Fig. 3.4. This causes Dbundled−data to
increase rapidly as predicted by Eq. 3.16. Therefore, a bundled-data design operating below
600mV would suffer more delay overheads than a synchronous approach. Fig. 3.8 shows the
delay overheads required for a larger critical path delay of 24FO4. Since a longer critical
path with more gate stages can greatly reduce the impact of WID variations, a bundled-data
design now has less delay overheads than a synchronous approach across the entire supply
range.

To compare the total delay required to perform synchronous and asynchronous computations,
both delay overhead D and protocol overhead P are considered as summarized in table 3.1.
In actual circuit implementations, a bundled-data design can utilize its protocol overhead
as part of matched delay line to improve the speed. As a result, Pbundled−data is set to
1FO4 first assuming that the overall protocol delay can be less than one-stage delay after
optimization. A dual-rail design, on the other hand, requires additional completion detection
circuitry and cannot utilize it as part of matched delay line. Pdual−rail is set to 2FO4 to
account for this extra delay of completion detection since the completion detector is usually
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Figure 3.9: Speed performances of bundled-data and dual-rail schemes for a critical path
delay of 4FO4. The delay is normalized to the synchronous design.

a single-stage NOR/NAND gate. Note that the protocol overhead here is independent of the
number of logic stages, and is simply estimated to the first order to demonstrate the design
tradeoff and its impact on the overall speed performance. The actual protocol overhead of
an asynchronous scheme can be determined after actual circuit implementation.

Fig. 3.9 shows the estimated speed performances of bundled-data and dual-rail asynchronous
circuits for a critical path delay of 4FO4 as the supply voltage varies from 300mV to 1V. The
performances of both asynchronous approaches are normalized to the synchronous design.
For this specific design example, a synchronous design achieves better speed performance
at high supply voltages, while a dual-rail approach performs better below 450mV where
circuit delay variability becomes larger. Fig. 3.10 shows another example of larger critical
path delay of 24FO4. Both asynchronous designs now have better speed performances than
synchronous approach. This is because for circuits with larger critical path delay, protocol
overhead becomes relatively smaller than delay overhead required to guarantee reliability
under process variations. In summary, for a circuit topology with fixed critical path delay, a
synchronous timing scheme is a better choice for high-speed applications with smaller critical
path delay operating at higher supply voltages, while a dual-rail self-timed scheme performs
better when the protocol overhead is relatively small compared to the circuit critical path
delay.
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Figure 3.10: Speed performances of bundled-data and dual-rail schemes for a critical path
delay of 24FO4. The delay is normalized to the synchronous design.

3.4.2 Energy Performance

The energy per operation of a CMOS gate Etotal contains both active and leakage compo-
nents, as shown in Eq. 2.8. An asynchronous design has a larger Cswitch and Ileak than
a synchronous design due to additional protocol circuit overheads, but may have small Td
under process variations as discussed in the previous section. Assuming that the extra leak-
age and switched capacitance from implementing an asynchronous self-timed scheme is also
proportional to the protocol overhead P in table 3.1, the computation energy of a datapath
under process variations can be estimated as

Etotal = αCswitch (1 + P )V 2
DD + VDDIleak (1 + P )Td (1 + P +D) (3.19)

Note that Eq. 3.19 evaluates only the average computation energy of a datapath in the pres-
ence of variability. The corresponding communication energy with different timing schemes,
such as clocking network in synchronous design and delay line in bundled-data design, is not
included in Eq. 3.19. Fig. 3.11 and Fig. 3.12 show the estimated energy consumption of
a 24FO4 inverter chain using different timing schemes as a function of supply voltage for
α = 0.1 and α = 0.01, respectively. The simulation results show that if the circuit activ-
ity is high and active energy dominates, a synchronous approach generally consumes less
computation energy. However, if a circuit has a low activity factor operating at low supply
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Figure 3.11: Energy performances of a 24FO4 inverter chain with different timing schemes
for α = 0.1.

voltages, leakage energy becomes the dominant component of total energy consumption. An
asynchronous design now demonstrates better energy performances especially at low supply
voltages, as shown in Fig. 3.12. This is because both bundled-data and dual-rail designs
have smaller idle time than a synchronous design in the presence of variability, and therefore
consume less leakage energy and achieve better overall energy performance.

3.5 Summary

Asynchronous self-timed schemes allow for an adaptive adjustment to delay variations and
support for an inherent leakage minimization for both static and dynamic variations, indi-
cating a robust and energy-efficient alternative for ultra-low voltage operation. A statistical
analysis framework is presented to evaluate energy and delay performances of CMOS digital
circuits with different timing methodologies in the presence of variability. The proposed
analysis framework consists of two parts: a delay variability model of CMOS circuit and a
statistical performance model of synchronous and asynchronous timing schemes. The vari-
ability model accurately estimates the impact of process variations on speed performance of
CMOS circuits operating in both the strong-inversion and subthreshold regions with differ-
ent logic depths. The statistical performance model efficiently predicts the delay overheads
required to implement synchronous, bundled-data and dual-rail self-timed schemes under
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Figure 3.12: Energy performances of a 24FO4 inverter chain with different timing schemes
for α = 0.01.

process variations. By using the proposed statistical analysis framework, designers can effi-
ciently evaluate energy and delay performances of CMOS digital circuit under process vari-
ations, and perform system optimization considering a variety of timing methodologies and
design parameters such as logic depth and supply voltage, instead of performing extensive
Monte Carlo SPICE simulations.

Based on the proposed statistical models and inverter chain simulation results in 65nm
CMOS technology, the analysis shows that in the presence of variability, a synchronous design
generally demonstrates better delay performance for high-speed applications and consumes
lower computation energy for circuits with high activity. On the other hand, an asynchronous
design exhibits better energy and delay characteristics for circuits with low activity and larger
critical path delay. Note that since the delay variability of CMOS transistor actually follows
the log-normal distribution in sub-threshold region, an asynchronous design is expected
to perform even better at low supply voltages. For future technology nodes with smaller
transistor dimensions, both process variations and their impact on circuit performance would
become even significant. As a result, a timing methodology that is capable of achieving
better statistical performance in the presence of variability, such as asynchronous dual-rail
self-timed scheme, would be a promising approach for future CMOS digital circuit design.

In the next two sections, two implementation examples using asynchronous self-timed cir-
cuits for ultra-low energy applications are presented. Self-timed circuit designs using sense
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amplifier-based pass transistor logic are first introduced. After that, a self-timed neural
signal processor for brain-machine interfaces is presented.
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Chapter 4

Case Study I: Asynchronous SAPTL
Design

Lowering the supply voltage effectively reduces dynamic energy consumption but is accom-
panied by a dramatic increase in leakage energy due to the lower device threshold voltage
needed to maintain performance. As a result, for low-energy applications, the leakage energy
that the system can tolerate ultimately sets the minimum total energy point and limits the
minimum device threshold voltage. Speed, therefore, benefits little from technology scal-
ing. The sense amplifier-based pass transistor logic (SAPTL) [Alarcón07] is a novel circuit
topology that breaks this tradeoff to realize very low energy logic without sacrificing speed.
SAPTL modules were initially designed to operate synchronously. In this chapter, asyn-
chronous operation is introduced in SAPTL to further improve energy-delay performance.
This chapter presents two different approaches to realize self-timed SAPTL: the bundled-
data and the dual-rail handshaking protocol. Section 4.1 introduces the basic operation
and circuit architecture of SAPTL. Section 4.2 defines the handshaking protocol between
two SAPTL modules to realize self-timed operation. A self-timed SAPTL architecture with
bundled-data protocol is presented including the circuit architecture and a detailed perfor-
mance analysis. Section 4.3 introduces a glitch-free adaptation to the handshaking protocol
between self-timed SAPTL modules that can further improve robustness and performance.
Section 4.4 presents the design and implementation of self-timed SAPTL with a dual-rail
protocol. Section 4.5 shows the test chip implementation of self-timed SAPTL in 90nm
CMOS technology. Section 4.6 shows the simulated and measured energy, delay, and leak-
age of various self-timed SAPTL circuits with different handshake protocols. Section 4.7
concludes this chapter.

4.1 SAPTL Architecture

Fig. 4.1 shows the basic architecture of a SAPTL circuit, which is composed of a stack, a
driver, and a sense amplifier [Alarcón07].
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Figure 4.1: Architecture of SAPTL module with synchronous timing control.

4.1.1 Stack and Driver

The stack consists of an NMOS-only pass transistor tree with full-swing inputs and low-swing
pseudo-differential outputs to perform the required logic function, as shown in Fig. 4.2. The
stack can implement a given Boolean expression by connecting the minterm branches of the
tree to one output, and the maxterm branches to the other as illustrated by the programming
switches in the diagram. In this implementation, the logic function of a SAPTL stack is
determined and permanently fixed at fabrication by replacing the programming switches
with hardwired connections. Because the stack has no supply rail connections, it does not
contribute sub-threshold leakage current, and it also has no gain.

Because the stack has no supply rail connections, a driver, which is a simple inverter in
this example, is placed at the root input of the stack to inject the evaluation current. In
operation, either Sout or Sout, but not both, is charged toward the supply rail when the
driver energizes the selected path through the stack. After each computation and before
every evaluation, both differential outputs are reset to ground (logical “0”) to initialize the
stack to a known state. This initialization is done by turning on all the transistors in the
stack and draining the charges out through the root of the stack when the driver output
is zero. The alternate charging and resetting of Sout or Sout realizes a standard dual-rail
encoding [Sparsø01].

The speed of the SAPTL module depends strongly on the depth of the stack, Nstack, which is
defined as the number of transistors in series from the root node to the differential outputs.
Because the stack contributes no sub-threshold leakage current, the stack transistors can
have a very low threshold voltage and still operate in the super-threshold region even with
a very low supply voltage. Therefore, SAPTL is a promising candidate to realize ultra-low
energy computation without soliciting sub-threshold operation [Alarcón07].
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Figure 4.2: Schematic of a two-input stack with Nstack = 5.

4.1.2 Sense Amplifier

The sense amplifier shown in Fig. 4.3 serves two purposes. First, it amplifies the low voltage
stack output, restoring the signal to full voltage. Second, it serves as a buffer stage to store
the output of the stack, so as to improve overall speed. The sense amplifier consists of two
stages; the first stage acts as a pre-amplifier to reduce the impact of mismatch in the actual
technology environment, and the second stage acts as a cross-coupled latch that retains the
processed data even after the stack is reset. The sense amplifier is designed to detect input
voltages that are less than (VDD − Vth), thus reducing the performance degradation due to
the low stack voltage swings and the absence of gain in the pass transistor network. If the
driver can be turned off as soon as the sense amplifier makes a decision, the stack voltage
swings could be kept to a minimum, reducing the energy required to perform the desired
logical operation. The leakage of the sense amplifier accounts for most of the leakage energy
of the SAPTL module. It can be directly traded off against the input sensitivity of the sense
amplifier to width, length, and threshold voltage mismatch.

The complete analysis and design of SAPTL and comparison with other logic styles can be
found in [Alarcón10].
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Figure 4.3: Sense amplifier circuit.

4.1.3 Synchronous Timing

In the synchronous SAPTL design in Fig. 4.1, the global clock signal CLK controls the
timing of the evaluation-reset operation of the SAPTL module. In a synchronous pipeline,
alternate SAPTL stages use different clock phases; while one evaluates, the next one resets
the stack. This is similar to the operation of latch-based pipelines in synchronous static
CMOS design [Rabaey03] and requires two-phase non-overlapping clock signals [Alarcón07].

In the following sections, the design and implementation of self-timed SAPTL modules and
pipelines are presented.

4.2 Bundled-Data Self-Timed SAPTL Design

The communication between two self-timed SAPTL modules based on a request–acknowledge
handshaking protocol is shown in Fig. 4.4. The operation of the self-timed SAPTL involves
two parts: 1) data evaluation and 2) data reset, as shown in Fig. 4.5. The handshaking
protocol of the self-timed SAPTL can be thought of as similar to the four-phase protocol in
[Sparsø01]. Note that, during the reset cycle, both data inputs must be reset to a logical 1
level rather than the commonly used logical 0 [Sparsø01]. New valid data are present when
either one, but not both, of the differential data input signals falls to the logical 0. Various
relative timing assumptions (RTAs) [Stevens03] are presented to ensure that sufficient voltage
levels are present at the stack outputs in order to guarantee correct SAPTL operation.

The circuit implementation of the self-timed SAPTL module using the bundled-data protocol
is shown in Fig. 4.6. The main data path, composed of a driver and stack, evaluates data
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Figure 4.4: Communication between two self-timed SAPTL modules.

Figure 4.5: Two-cycle evaluation-reset operation for the self-timed SAPTL stage i in Fig.
4.4.



CHAPTER 4. CASE STUDY I: ASYNCHRONOUS SAPTL DESIGN 36

Figure 4.6: Architecture of self-timed SAPTL module with bundled-data protocol.

or resets after receiving the request signal Reqin and data input signals Din and Din from
the previous SAPTL stage. The control path, which consists of a delay line and a C-
element, produces the local clock signal Enable to trigger the sense amplifier. The delay
line mimics the delay of the stack to generate the control signal Ready indicating that the
stack has finished an operation. The C-element then produces Enable by collecting Ready
and the acknowledge signal Ackin from the next SAPTL stage. In multiple fan-in and fan-
out situations, additional C-element can be employed to re-converge multiple request and
acknowledge events from the different fan-in and fan-out stages. When triggered by Enable,
the sense amplifier latches the stack output data or resets depending on the logical state of
Enable. The full-swing data output signals Dout and Dout are made available at the outputs
of the sense amplifier. The AND gate serves as a completion detection circuit, generating the
handshake signals Ackout and Reqout that indicate the completion of the current operation.

The relationship between the input and output signals of the ith SAPTL stage can be sum-
marized as

Douti, Douti = f
(
Enablei, Souti, Souti

)
= ff

(
Reqini, Ackini, Dini, Dini

)
(4.1)

Ackouti = Reqouti

= g
(
Douti, Douti

)
(4.2)
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Enablei = h (Reqini, Ackini) (4.3)

where for the subsequent (i+ 1)th SAPTL stage

Dini+1 = Douti

Dini+1 = Douti

Reqini+1 = Reqouti

Ackouti+1 = Ackini

4.2.1 Data Evaluation Cycle

When a self-timed SAPTL stage finishes a data reset cycle, it raises the acknowledge signal
Ackout, (Ackout ↑), and waits for Din, Din, and a falling Reqin, (Reqin ↓), before perform-
ing a data evaluation cycle. The delay between Ackout ↑ and Reqin ↓ is the reverse latency
for the data reset cycle TLr,reset [Williams94], and given by

TLr,reset = TC-element + TSA_data + TAND (4.4)

Before the driver applies the evaluation current, which is controlled by Reqin ↓, the data
input signals Din and Din must be set to correct logic levels for proper operation. Therefore,
the first RTA of the SAPTL in the data evaluation cycle can be expressed as

Din ↓< Ackin ↓ (RTA 4.1)

where DIN ↓ indicates that a voltage difference has been developed between the two data
input signals Din and Din, which means that one of the two data input signals has been
pulled down to logical 0, while the other stays at logical 1. In most cases, RTA 4.1 can easily
be satisfied if the fan-in of the SAPTL is small and the wire delay is insignificant compared
with the gate delay. However, if the SAPTL has a large fan-in or the wiring capacitance is
significant, RTA 4.1 must be carefully verified upon completion of the layout design.

After the stack starts to perform data evaluation, either Sout or Sout will be pulled toward
the voltage level (VDD − Vth). The sense amplifier must be triggered after the outputs of the
stack have developed a “sufficiently large” voltage difference. This voltage difference is set
during the sense amplifier design time, and in the case of the SAPTL, it is set to 100mV,
balancing the tradeoff between sense amplifier leakage and delay. For a valid bundled data
protocol, the following RTA between data path and control path, therefore, must be satisfied
to ensure correct operation of the sense amplifier



CHAPTER 4. CASE STUDY I: ASYNCHRONOUS SAPTL DESIGN 38

SOUT ↑< Enable ↑ (RTA 4.2)

or equivalently,

TStack,data < TDelay-line,data + TC-element (RTA 4.3)

where SOUT ↑ represents the development of a sufficient voltage difference between the
two stack output signals Sout and Sout, meaning that one of the output signals has been
charged high enough, while the other stays at logical 0. Unlike RTA 4.1, which is easily
satisfied, it is hard to guarantee RTA 4.2 in actual implementation. Process, voltage, and
temperature variations make delay matching difficult between the stack data path and a
separate controlling path. Moreover, the delay characteristic of the stack also depends on
the input signal statistics, while the delay line has a fixed delay. As a result, the design of
the delay line not only must track the “worst-case delay” of the stack but also requires extra
margin to compensate for possible process, voltage and temperature variations. Because of
the delay line, the speed performance of a single SAPTL stage is fixed and limited to the
slowest possible case even if the computation finishes early. Failure to meet RTA 4.2 would
result in either an incorrect sense amplifier decision, or an increase in sense amplifier delay
due to metastability.

The forward latency of the data evaluation cycle TLf,data [Williams94] can thus be determined
as the delay between the incoming SAPTL request going down Reqin ↓ and the outgoing
request and acknowledge going down Reqout ↓ and Ackout ↓, i.e.,

TLf,data = TDriver + TDelay-line,data + TC-element + TSA,data + TAND (4.5)

4.2.2 Data Reset Cycle

In the data reset cycle, similar timing assumptions can be derived, as well as forward and
reverse latencies for the self-timed SAPTL module, giving

DIN ↑< Reqin ↑ (RTA 4.4)

SOUT ↓< Enable ↓ (RTA 4.5)

TLf,reset = TDriver + TDelay-line,reset + TC-element + TSA,reset + TAND (4.6)

TLr,data = TC-element + TSA,reset + TAND (4.7)
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where DIN ↑ indicates that both data input signals have been reset to logical 1 and SOUT ↓
means that both stack outputs have been reset to logical 0. In contrast to the micropipeline
two-phase handshaking protocol [Sutherland89] that is able to exploit both phases for data
transmission in order to achieve maximum throughput, the self-timed SAPTL architecture
can transmit data only during alternate phases because the stack must be reset after every
data evaluation cycle. Thus, one handshake phase in the self-timed protocol is always dedi-
cated to data reset. As a result, the minimum cycle time TP required to transmit valid data
in a self-timed SAPTL stage is given by

TP = TLf,data + TLr,data + TLf,reset + TLr,reset (4.8)

4.2.3 Speed Enhancement

It is possible to improve the performance of self-timed SAPTL by signal restructuring. By
carefully inspecting Eqs. 4.1 to 4.3, it can be observed that Reqout is actually a delayed
version of Enable, although they are not logically equivalent. A more aggressive timing
strategy is to use Enable as the acknowledge signal Ackout for the current SAPTL stage.
Thus, this new SAPTL design can achieve better performance with the same functionality
under certain RTAs. It is safe to generate the acknowledge signal from Enable rather than
from the output of the AND gate, provided the conversion time of the sense amplifier TSA,data
is smaller than the sum of the reverse latency TLr,data and the time to reset the stack TStack,reset
in the next data reset cycle, which can be written as

TSA,data < TLr,data + TStack,reset (RTA 4.6)

As a result, the SAPTL module can begin the handshaking process for the data reset opera-
tion of its next cycle immediately after the stack completes data evaluation and concurrently
with the sense amplifier latching the evaluated data. This scheme shortens the reverse la-
tency of an SAPTL stage and thus yields higher throughput than the original handshaking
scheme. The new reverse latencies TLr,data,new and TLr,reset,new and the new minimum cycle
time TP,new can be given by

TLr,data,new = TLr,data − TSA,data − TAND (4.9)

TLr,reset,new = TLr,reset − TSA,reset − TAND (4.10)

TP,new = TP − TSA,data − TSA,reset − 2TAND (4.11)

The new minimum cycle time TP,new can easily be verified by observing the loop behavior
starting at the output of the C-element and remembering that one has to do this loop twice:
once for data evaluation, and once for reset.
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Figure 4.7: Timing diagram of self-timed SAPTL.

4.2.4 Glitch Problem

Fig. 4.7 shows the timing diagram of the self-timed and restructured SAPTL modules for
two successive cycles. The solid arrows represent the control flow for normal operation, while
the light-gray arrows represent the timing sequence governed by RTA 4.1 and RTA 4.4. The
dotted arrows indicate events that may introduce unwanted glitches in the data reset cycle.
Such a glitch can be harmless if its amplitude is less than the trigger threshold of the sense
amplifier or, in other words, if the glitch takes a relatively long time to reach the sense
amplifier trigger threshold voltage. The glitch will always happen in the interval between
the two events DIN ↑ and Reqin ↑, and its duration is approximately equal to the sum
of the driver delay TDriver and AND gate TAND. Therefore, the relative timing constraint
needed to guarantee system functionality in the presence of a glitch can be expressed as

TDriver + TAND < TStack,data (RTA 4.7)

If the design of SAPTL fails to meet RTA 4.7, both outputs of the stack may simultaneously
be in the logical 1 state, which violates the basic assumption of SAPTL operation and could
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produce incorrect results. Typically, the sum of TDriver and TAND is much smaller than the
time required by the stack to pull up its output nodes TStack,data. Therefore, RTA 4.7 is
usually satisfied, and the glitch will not cause problems. However, the generation of a glitch
increases the total energy dissipation of the self-timed SAPTL. The unwanted stray signal
coupling induced by the glitch can also lead to erroneous operation. In the next section, the
design and implementation of glitch-free handshaking protocol for the self-timed SAPTL to
prevent this glitch problem is discussed.

4.3 Glitch-Free Handshaking Protocol

It is interesting to note that the glitch in Fig. 4.7 can occur only in a data reset cycle. The
primary reason is the adoption of RTA 4.4. While RTA 4.4 is perfect for initializing the next
data evaluation cycle in a micropipeline architecture, it is not appropriate for performing
the data reset operation in the self-timed SAPTL architecture. In the data reset cycle, both
the SAPTL data inputsDin and Din, are charged to logical 1 as “reset signals” rather than
as “data valid signals” for data evaluation. Consequently, if the Reqin signal triggering the
driver is still at logical 0, the stack will perform a false data evaluation and produce a glitch.
Therefore, the revised relative timing constraint to avoid the glitch in the data reset cycle
can be given by

Reqin ↑< DIN ↑ (RTA 4.8)

4.3.1 Protocol Design

Fig. 4.8 shows two approaches to realize RTA 4.8, which are called the early reset and the
late reset protocol, respectively. In the early reset protocol, another event Reqin∗ ↑ between
the original Ackout ↓ and DIN ↑ events is introduced, as shown in Fig. 4.8(a). Reqin∗
signal, instead of Reqin, can be used as a triggering signal to start the data reset operation
earlier and avoid generating a glitch.

The other way to implement glitch-free operation, which is the late reset protocol, is shown
in Fig. 4.8(a). The stack employs signals Din∗ and Din∗, which are the replica delayed
versions of Din and Din, as reset input signals in the data reset cycle.

The only requirement for Din∗ and Din∗ is that both signals be triggered later than Reqin.
From Fig. 4.8, it can be observed that the timing slack needed to implement the early reset
protocol is smaller than for the late reset protocol or, in other words, the implementation of
the early reset protocol requires stricter RTAs. However, employing the early reset protocol
will not affect the original latency of the data reset operation.

Therefore, the early reset protocol can achieve higher speed performance than the late reset
protocol. Moreover, the early reset protocol can also minimize the leakage energy consumed
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(a) 

(b) 

Figure 4.8: (a) Early reset and (b) late reset glitch-free handshaking protocol.
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per handshaking operation of the SAPTL by keeping the root of the stack at logic 0 longer.
This advantage of low-leakage operation makes the early reset protocol the preferred option.

4.3.2 Circuit Implementation

The circuit implementation of a self-timed SAPTL module with the early reset glitch-free
handshaking protocol is shown in Fig. 4.9, and the corresponding timing diagram for two
successive evaluation and reset cycles is shown in Fig. 4.10. The additional OR gate and
extra input Reqin to the C-element do not change the functional behavior of self-timed
SAPTL in the data evaluation cycle. In a data reset cycle, however, Reqin∗ will be pulled
up to a logical 1 and will start resetting the internal nodes of the stack immediately after
the SAPTL module de-asserts the acknowledge signal Ackout. No glitch will be generated
during the data reset cycle if Reqin∗ is charged to a logical 1 and drives the stack root input
to a logical 0 before Din and Din go high, which can be described by the following relative
timing constraint for glitch-free operation

TDriver + TOR < TC-element + TSA,reset (RTA 4.9)

Because the OR gate and driver may be merged into one NOR gate, the total delay in the
left-hand side of RTA 4.9 is really small and RTA 4.9 can thus easily be met. The extra
input Reqin to the C-element is essential to maintain the reset state of the current SAPTL
stage until the previous SAPTL raises Reqin for the next data evaluation cycle, thus the use
of a three-input C-element. Note that the third C-element input signal Reqin is necessary
only in the data reset cycle, but not in the data evaluation cycle. Therefore, an asymmetric
C-element circuit can be used in this glitch-free self-timed SAPTL to minimize delay and
energy consumption [Sparsø01].

By employing an additional NOR gate and a higher fan-in asymmetric C-element, the self-
timed SAPTL architecture can avoid the glitch problem and consume lower energy, achieving
more robust handshaking.

In addition, there are two main advantages to resetting the stack immediately after the
SAPTL module sends the acknowledge signal. First, Sout and Sout will stay above logical 0
for only the short period required by the sense amplifier to latch the stack data. Once Dout
or Dout has reached full swing, every internal node of the stack, as well as Sout and Sout,
will be reset to logical 0. Therefore, during the remainder of the cycle, the stack will stay in
the data reset mode and consume minimum leakage energy.

Second, because the handshaking events with the previous SAPTL stage and the data reset
events within the current SAPTL stack operate in parallel, the SAPTL will have a lower
latency data reset cycle and thus achieve better performance. Thus, the delay line now
becomes the major performance limiter in the self-timed SAPTL design using the bundled
data protocol. In the next section, a self-timed SAPTL version with dual-rail protocol is
introduced to address this issue.
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Figure 4.9: Self-timed SAPTL structure with early reset glitch-free protocol.

Figure 4.10: Timing diagram of glitch-free self-timed SAPTL.
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Figure 4.11: Logic combination of two-input C-element and sense amplifier circuits.

4.4 Dual-Rail Self-Timed SAPTL Design

In a self-timed SAPTL structure using the bundled-data protocol, RTA 4.2 is the most
critical design constraint. In order to guarantee correct operation under process, voltage and
temperature variations, the latency of the delay line can become very large and can severely
limit the overall performance. Because the SAPTL uses dual-rail coding to represent data,
the output signals of the stack Sout and Sout, instead of Ready from the delay line, can be
used to trigger the C-element. As a result, the delay line can be eliminated. Moreover, the
C-element can respond immediately after the stack finishes operation, without being limited
by RTA 4.2.

Furthermore, the sense amplifier and C-element circuits can be combined into a composite
block through gate-level optimization, yielding a more energy-efficient architecture, as shown
in Fig. 4.11. The optimized architecture with dual-rail protocol eliminates the traditional
sense amplifier circuit and directly employs two C-element circuits as a complex gain stage
at the outputs of the stack. The overall conversion speed, however, may be slower than
the design with a sense amplifier due to the absence of a differential amplification and the
loss of a positive-feedback mechanism between the two data paths. Fig. 4.12 shows the
implementation of a glitch-free self-timed SAPTL architecture without the delay line.

The design and performance of the C-element circuits are particularly important in this
architecture because the C-element not only plays the role of the gain stage but also serves
as the handshaking element. The self-timed SAPTL with dual-rail protocol has latency and
cycle time expressions similar to Eqs. 4.4 to 4.8. Note that the speed enhancement discussed
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Figure 4.12: Architecture of glitch-free self-timed SAPTL module with dual-rail protocol.

in Section 4.2.3 does not apply to the dual-rail design in Fig. 4.12, because of the absence of
the internal Enable signal. However, the single self-timed SAPTL stage is now elastic and
able to achieve the best performance across process, voltage and temperature variations and
different input characteristics. The self-timed SAPTL can thus exercise the full potential
of asynchronous computation without the limitations of the delay line. It is interesting to
note that the optimized self-timed SAPTL architecture in Fig. 4.12 has almost the same
hardware complexity as the original synchronous SAPTL design in Fig. 4.1. This means
that, with almost “zero cost,” SAPTL is able to achieve both better performance and better
robustness in the presence of variability by operating asynchronously.

The C-element design for the glitch-free handshaking protocol is shown in Fig. 4.13. In this
circuit, two NMOS pass transistors, controlled by signals Ackout and Reqin, respectively,
serve as the decision-making logic before the signal Sout can trigger the following two-input
C-element. Sout can normally trigger the C-element except when Ackout and Reqin are
both in the logical 0 state. This happens during a data reset cycle, as shown in Fig. 4.5,
when the C-element is driven by the two back-to-back inverters in its feedback circuitry.
Therefore, the state of the current SAPTL stage is maintained until the previous SAPTL
stage raises the request signal Reqin for the next cycle.

4.5 Test Chip Implementation

The performance of the self-timed and synchronous SAPTL circuits are evaluated and com-
pared using the Spectre circuit simulator. Monte Carlo simulations are also performed to
ensure the correct operation of the SAPTL circuits at supply voltage down to 300mV even
with 6σv process variations. Both bundled-data and dual-rail self-timed SAPTL designs were
implemented in a 90nm CMOS test chip, as shown in Fig. 4.14. Fig. 4.15 shows the test
circuit board. The implementation of synchronous SAPTL can be found in [Alarcón10].
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Figure 4.13: Two-input C-element circuit with additional decision-making logic for glitch-free
self-timed SAPTL.
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Figure 4.14: The self-timed SAPTL test chip.

Figure 4.15: The self-timed SAPTL test board.
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8-stage FIFO

Figure 4.16: Test setup for energy and delay measurements.

The self-timed SAPTL test chip contains separate test structures with different fanin, fanout
and logic topology for characterizing energy, delay and leakage currents. Fig. 4.16 shows the
eight-stage first-in–first-out (FIFO) ring structure used to characterize the total energy and
delay of self-timed SAPTL circuits with Nstack = 5 (SAPTL5). The oscillation frequency and
supply current of self-timed SAPTL FIFO ring were then measured as the supply voltage is
varied from 1V down to 300mV. Additional 100 replicas of each self-timed SAPTL circuit
are also placed in the same test chip to measure the leakage current.

4.6 Results

This section presents the energy-delay and leakage comparisons of synchronous versus self-
timed SAPTL. The simulation results exclude the parasitic contributions from the intercon-
nect wires and the clock network. The effect of global parameters, such as clocks and long
interconnect wires, should be done at the system level, in the context of an actual applica-
tion. Comparisons between the synchronous SAPTL and other logic styles can be found in
[Alarcón10].

4.6.1 Area Comparisons

The relative sizes and layout details of the synchronous, bundled-data and dual-rail SAPTLs
are shown in Fig. 4.17. The stack occupies approximately half the SAPTL5 area, with
the bundled-data SAPTL5 in Fig. 4.17(b) taking up 47% more area than the synchronous
SAPTL5 due to the added delay line and handshaking circuitry. The removal of the delay
line and the slightly larger sense amplifier found in the dual-rail SAPTL5 in Fig. 4.17(c)
results in 30% more area when compared to the synchronous SAPTL5.
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Figure 4.17: SAPTL5 layouts in 90nm CMOS technology: (a) The synchronous layout, (b)
the bundled-data layout, including the built-in delay line immediately to the right of the
stack, and (c) the dual-rail layout. The size of the stack occupies the top half of the figures
and is the same for all three layouts.
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Figure 4.18: Simulated delay results of the SAPTL5 circuits as a function of supply voltage.

4.6.2 Energy-Delay Performance

Fig. 4.18 shows the pre-layout simulated delay results of the synchronous SAPTL5 and both
versions of the self-timed SAPTL5 for supply voltages ranging from 1V down to 300mV. Both
self-timed designs are better than the synchronous version and the performance advantage
is especially larger at a low supply voltage. The dual-rail design can self-adapt to the delay
variation and therefore is the fastest design.

The simulated energy and delay behaviors of the synchronous SAPTL5 and both versions
of the self-timed SAPTL5 are shown in Fig. 4.19 as the supply voltage is varied from
300mV to 1 V. The simulation results show that both self-timed SAPTL configurations have
better energy-delay characteristics than the synchronous design. This is because the sense
amplifiers in self-timed SAPTL are able to respond earlier as the output swing of the stack
starts to build up. Moreover, employing the early reset glitch-free protocol also reduces the
delay and leakage energy. Although the bundled-data SAPTL5 can theoretically achieve its
highest speed performance by overlapping the data evaluation and reset cycles, as shown
in Eqs. 4.9 to 4.11, the delay line will require extra padding to compensate for process
variations and create both delay and energy overhead, as discussed in chapter 3. As a result,
dual-rail SAPTL5 emerges as the most efficient design. With a delay of around 3.5ns, the
dual-rail SAPTL5 can achieve more than 7% and 32% energy saving compared against the
bundled-data and synchronous SAPTL5 designs, respectively.

The leakage of the C-element circuit accounts for most of the overall energy consumption
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Figure 4.19: Simulated energy-delay plots of the SAPTL5 circuits for the supply voltage
ranging from 300mV to 1 V.

when the self-timed SAPTL operates at very low supply voltages and thus prevents us from
efficiently achieving any further energy reduction by scaling down the supply voltage. As a
result, the synchronous SAPTL architecture appears to be capable of lower energy operation
at low supply voltage, as shown in Fig. 4.19. This is misleading, because the energy simu-
lation of the synchronous SAPTL omits the energy contribution from the clock distribution
network, which corresponds to the energy cost needed to generate timing information in the
self-timed designs locally.

The measured energy and delay plots are superimposed on their respective post-layout sim-
ulation results in Fig. 4.20. The measured energy-delay characteristics are very consistent
with the simulation results.

4.6.3 Leakage Current Results

The pre-layout simulated leakage behavior of the different SAPTL5 designs as a function
of supply voltage is shown in Fig. 4.21. The slight increase in the self-timed SAPTL5
leakage current is due to the added handshaking circuits needed for asynchronous operation.
However, as shown in Fig. 4.22, both self-timed designs have lower leakage energy than
the synchronous design due to less timing uncertainty. The dual-rail self-timed SAPTL has
the least idle time and therefore has the lowest leakage energy and achieves the best energy
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Figure 4.20: Measured versus simulated energy-delay plots for the 90nm CMOS self-timed
SAPTL5, as the supply voltage is varied from 300 mV to 1 V.

efficiency.

The measured leakage currents as a function of supply voltage are superimposed on their
respective post-layout simulation results in Fig. 4.23. Due to the measurement limit of the
instrument, the measurement results at low supply voltages appear to be less accurate.

4.7 Summary

The introduction of asynchronous operation in SAPTL provides better robustness in the
presence of variability, as well as performance advantages over synchronous operation. While
the self-timed SAPTL using the bundled-data protocol can potentially achieve higher speed
performance by overlapping the data evaluation and reset cycle, the self-timed design based
on the dual-rail protocol has less rigid relative timing constraints, which leads to better
energy and speed performance in technologies with increased process variations. The early
reset operation of self-timed SAPTL not only prevents dynamic timing hazards from glitches
but also improves both energy and speed performance.

The low implementation cost of the asynchronous operation makes the self-timed SAPTL
family a very promising candidate to realize robust and low-energy computations. The
dual-rail SAPTL architecture shown in Fig. 4.12 is a design that can be used to realize
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Figure 4.21: Simulated leakage current of the SAPTL5 circuits as a function of supply
voltage.
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Figure 4.22: Simulated leakage energy of the SAPTL5 circuits as a function of supply voltage.
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Figure 4.23: Measured versus simulated leakage current of the self-timed SAPTL as a func-
tion of supply voltage.

asynchronous computations with the least hardware complexity. It should be noted that the
results presented here are local within the context of one or a few self-timed modules. Local
results can be misleading. For instance, most of a typical synchronous system’s power budget
may be spent on the clock distribution, which could account for 7% to as high as 40% of the
total system power [Bhunia04, Banerjee06]. In order to gain more insight into asynchronous
operation, performance comparison between synchronous and asynchronous system should
also be done at the system level in the context of actual application. An ultra-low power
neural signal processor design using asynchronous self-timed circuits is therefore presented
and compared with a synchronous timing based design in the next chapter.
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Chapter 5

Case Study II: Asynchronous Processor
Design

Biomedical sensor is one of the emerging applications that demand for ultra-low power and
energy performance. Because of safety regulations and miniature size constraints, the elec-
trical integrated system embedded in a biomedical sensor must be extremely energy-efficient
and reliable, while speed performance requirement is usually much relaxed. In chapter 4,
the energy and performance advantages of asynchronous computing in sense amplifier-based
pass transistor logic have been shown. To further demonstrate the benefit of asynchronous
operation at low supply voltages, an ultra-low power neural signal processor design using
asynchronous self-timed circuits for brain-machine interfaces (BMIs) is presented in this
chapter. Section 5.1 introduces the background and motivation of neural signal processing,
as well as the major functions and performance requirements of an implantable neural sig-
nal processor. The design methodology and circuit implementation of an ultra-low power
asynchronous neural signal processor are presented in section 5.2. Section 5.3 shows the test
chip implementation of the proposed asynchronous neural signal processor in 65nm CMOS
technology. Measured results of both synchronous and asynchronous designs are presented
and compared to the state-of-the-art processors in section 5.4. Section 5.5 concludes this
chapter.

5.1 Neural Signal Processing for Brain-Machine Inter-
faces

During the last decades, tremendous advances in neuroscience and engineering allow us to
better understand the functions of human brain and to have the opportunities of improving
the quality of life for patients. In particular, brain-machine interface (BMI) has made a huge
progress toward directly decoding electronic signal from the human brain and simultaneously
controlling the prosthesis for the physically impaired. One major implementation challenge of
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Figure 5.1: A generic integrated circuit system for brain-machine interfaces [Muller12].

a BMI system is to develop an mm-size implantable neural sensor with wireless connectivity
[Rabaey11]. Fig. 5.1 shows a generic integrated circuit system for BMIs [Muller12]. The
electrical integrated system for a neural implant is typically composed of a neural probe array,
an analog neural acquisition front-end, a digital signal processor (DSP), an RF radio, and
power delivery circuitry. The miniature size and safety regulations demand for an extremely
low power operation of the whole system.

The DSP in Fig. 5.1 serves two functions in a BMI system. First, since each electrode in a
probe array may pick up spike signals from multiple neurons, for a closed-loop BMI system,
a DSP is necessary to perform real-time neural signal processing and classify different spike
signals based on their source neurons. Second, the neural signals recoded from the front-end
contain both spike signals and unwanted noise. Real-time neural signal processing can extract
only useful spike information, which can substantially reduce the radio communication data
rate. As a result, the radio can either consume less power with a lower output data rate, or
support a larger number of communication channels simultaneously.

The process of mapping detected spike signals into their source neurons is called spike sort-
ing, as shown in Fig 5.2 [Karkare11]. Spike sorting usually involves three steps: (a) Spike
Detection, finding out the spike event from the raw recoded data; (b) Feature Extraction,
transforming spikes into a feature space; (c) Clustering, classifying spikes into different groups
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Figure 5.2: Spike-sorting process [Karkare11].

based on extracted features. Various spike-sorting algorithms designed for different applica-
tions have been discussed and summarized in [Gibson08] and [Gibson10]. In the next section,
the spike detection and feature extraction algorithms that exhibit the power-density charac-
teristics best suitable for real-time wireless neural signal processing is used to implement a
low-power asynchronous neural signal processor.

5.2 Asynchronous Neural Signal Processor Design

In order to realize an ultra-low power computation, the neural signal processor is designed
and implemented with asynchronous self-timed circuits. Fig. 5.3 shows the schematic of
the proposed asynchronous neural signal processor. The prototype asynchronous processor
implements a neural spike-sorting function in three steps: spike detection, spike alignment
and feature extraction. The processor receives the 8b digitized data from a neural signal
acquisition front-end running at 20kHz designed in [Muller12].

To lower the supply voltage as much as possible to reduce the leakage power, the differential
dynamic logic and a 4-phase return-to-zero (RTZ) handshaking protocol is used to implement
the asynchronous operation, instead of using self-timed SAPTL described in chapter 4. The
differential dynamic logic is sized such that it consumes 40% less leakage in standby versus
active mode, as shown in Fig. 5.4. The RTZ protocol further suppresses the leakage by
another 10% by resetting each gate input during standby.

The input synchronous bit streams are first converted into dual-rail RTZ data with the nec-
essary request-acknowledge handshaking control signals by a synchronous-to-asynchronous
interface. The interface is composed of differential pre-charged dynamic logic buffers. The
data processing thereafter is driven only by local handshaking events without a global syn-
chronous clock, eliminating any timing uncertainty such as skew and jitter associated with
clock distribution in conventional synchronous design. Each block operates at it own speed
and achieves best-effort performance that adapts to the changing operating condition. The
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communication between each module is reliably governed by a self-timed 4-phase dual-rail
handshaking protocol, as shown in Fig. 5.3(b), avoiding any setup- and hold-time violations.

The spike detector shown in Fig. 5.3(c) identifies the spike events by comparing the signal
energy of the raw neural data to a threshold calculated during the initial training period.
The spike detection process involves two 8b multiplications, a 17b subtraction and an 18b
comparison, determining the critical path of the processor. Designed to operate at a 0.25V
supply with 50mVpp supply noise, the detector exhibits switching activities from 0.2 to
0.01 depending on the operating condition and signal statistics, consuming mostly leakage
power. Fig. 5.5 shows circuit implementations of a booth X2 decoder using static CMOS
logic and differential dynamic CMOS logic. The differential dynamic CMOS logic topology
used in this design can realize arithmetic functions with fewer logic gates than the static
CMOS-based design, which effectively reduces the leakage paths. Most of logic gates in
the datapath were selected to have fan-ins of four achieving better leakage characteristics
while maintaining output signal integrity. Algorithms such as booth encoding are employed
to minimize the overall gate count, further reducing the total number of leakage paths by
1.5X. The protocol circuitry regulates the dataflow and manages the transition between
different operating modes. Therefore, immediately after a computation completes, the self-
timed datapath can enter its standby mode to minimize leakage, as shown in Fig. 5.4. The
simulation result shows that the employment of low-leakage logic topology together with
asynchronous timing effectively reduces the leakage of the datapath by 10X.

The identified spikes are then aligned to the sample with the maximum derivative to improve
the classification accuracy. The aligned spikes are finally transformed into a feature space
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Figure 5.7: Processing latency as a function of supply voltage.

that better characterizes spikes from different neurons. The self-timed alignment and feature
extraction (SAFE) module shown in Fig. 5.3(d) and 5.3(e) is activated only when a spike
event is detected, therefore exhibiting a variable block activity ranging from 0.2 to 0.02
depending on the actual spike activity. The power consumption of the entire processor highly
depends on the SAFE module activity, varying by 1.8X, as shown in Fig. 5.6. Asynchronous
SAFE module processes data adaptively according to the different operating conditions,
resulting in variable processing latencies rather than a fixed latency found in conventional
synchronous designs. Fig. 5.7 shows the processing latency of asynchronous processor at
different supply voltages. The capability of adjusting processing latency adaptively with
changing operating conditions ensures that the SAFE module is active only for the shortest
possible time in all conditions, avoiding any idle time and thus minimizing the power. The
SAFE module demonstrates 4X less power consumption than a synthesized synchronous
counterpart.

5.3 Test Chip Implementation

The layout details of the proposed asynchronous neural signal processor are shown in Fig.
5.8. Register memory (40%) and input/output FIFO (20%) occupy most of processor area.
Both synchronous and asynchronous processors were fabricated in a 65nm CMOS technol-
ogy using standard Vt devices for performance comparison. The devices with lower leakage
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Figure 5.8: Layout of the proposed asynchronous neural signal processor.

characteristics, such as LP transistor, are not employed on purpose to better quantify the
performance improvement resulted solely from the asynchronous operation. A microphoto-
graph is shown in Fig. 5.9. The asynchronous processor core occupies an area of 0.03mm2,
about 1.5X larger than the synchronous design due to additional protocol circuitry overhead
and differential structure. Fig. 5.10 shows the test circuit board.

5.4 Results

Fig. 5.11 shows the measured dynamic behavior of asynchronous neural signal processor
during operation at 0.25V. The top purple signal is processor wake-up signal; the green
signal is aligned spike output signal; the yellow signal is internal handshaking control signal;
the bottom blue signal is input synchronous clock from the acquisition front-end. The whole
processing latency takes 40 handshaking cycles. The measured handshaking cycle time is
much smaller than the input clock period, which indicates that the transistors are at the fast
corner. This demonstrates that the asynchronous processor is able to self-adapt to process
variations and automatically operate at a higher speed than the input clock rate. As shown
in Fig. 5.11, once the operation starts, the asynchronous processor operates at a full speed
and goes back to low-power standby mode immediately after the computation completes,
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Figure 5.9: Die photo of test chip.

Figure 5.10: Asynchronous processor test board.
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Figure 5.11: Dynamic behavior of asynchronous processor at 0.25V.
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Figure 5.13: Measured power consumption results of 16 test chips.

avoiding any idle time and minimizing the power. Fig. 5.12 shows the dynamic behavior of
asynchronous neural signal processor after the supply voltage is raised from 0.25V to 0.3V
during operation. The measured handshaking cycle time is further reduced at 0.3V supply
voltage, which indicates that the processor is also capable of adapting to supply voltage
change and operating at an even higher speed acoordingly, without being limited by the
fixed-rate input clock.

Fig. 5.13 shows the measured power results from 16 chips for supply voltage ranging from
0.25V to 0.3V. The synchronous results are on the top red curve, while the asynchronous
results are on the lower blue curve. All chips are fully functional at 0.25V supply, while
the best chip can operate down to 0.2V consuming 290nW. The malfunction of memory and
sequential circuitry cause the asynchronous neural signal processor to fail to operate normally
below 0.2V. The measurement results show that the asynchronous design reduces the average
power by 2.3X compared to the traditional synchronous approach. Fig. 5.14 shows the
measured latency-power plots of asynchronous processors at 0.25V. The processors show
different performance characteristics due to process variations. Processors with higher speed
performance consume more power. However, asynchronous self-timed operation ensures
that faster processors can finish the operation earlier and immediately go back to low-power
standby mode, which alleviates the impact of variations. As a result, an asynchronous design
achieves better power statistical characteristic, as shown in Fig. 5.13. At 0.25V, the power
spread (σ/µ) of 16 asynchronous designs is 0.1, 1.4X smaller than synchronous designs (0.14).
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Figure 5.14: Measured power-latency results of 16 asynchronous processors at 0.25V.

Table 5.1 shows the performance summary of synchronous and asynchronous designs and
comparison with the state-of-the-art identical neural signal processors. The proposed asyn-
chronous neural signal processor occupies similar normalized silicon area to other processor
designs. Note that this design was implemented in 65nm CMOS technology using only stan-
dard Vt devices. As a result, the technology itself actually exhibits worse transistor leakage
characteristic than other technologies where processors [Chae08] and [Karkare11] were im-
plemented. However, by employing the optimal circuit architecture and timing scheme to
minimize the overall circuit leakage, the proposed asynchronous design demonstrates a 4.4X
reduction in power, a 3.7X reduction in energy and a 2.2X reduction in power density, when
compared to the state-of-the-art processors.

5.5 Summary

Low-power neural signal processor is an essential component to perform real-time spike
sorting and to reduce the communication date rate in an implantable neural sensor. The
proposed neural signal processor design exploits an asynchronous timing strategy to dynam-
ically minimize leakage and to self-adapt to the process variations and different operating
conditions. Based on a logic topology with built-in leakage suppression, the self-timed pro-
cessor demonstrates robust sub-threshold operation down to 0.25V, while consuming only
460nW in a 65nm CMOS technology, representing a 4.4X reduction in power compared to
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Table 5.1: Comparison to the state-of-the-art processors and performance summary
Reference [Chae08] [Karkare11] Synchronous Asynchronous

Power (μW/channel) 100 2.03 1.04 0.46
Power Spread (σ/µ) @0.25V N/A N/A 0.14 0.1
Power Density (μW/mm2) 63.29 33.83 52 15.33
Spike Sampling Rate (kHz) 40 24 20 20
Processing Energy (pJ) 2500 84.58 52 23

Core Voltage (V) 3.3 0.55 0.25 0.25
CMOS Process (nm) 350 90 65 65

Normalized Area (to 65nm) 1.82 1.04 0.67 1

the state-of-the-art designs.
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Chapter 6

Conclusion and Future Work

This research introduces an alternative approach to realize robust and energy-efficient com-
putation using asynchronous self-timed circuits. It first presents the behavior modeling and
performance analysis of asynchronous circuits, and identifies the sweet spot of self-timed
operation. The design and implementation of energy-efficient self-timed circuits are demon-
strated and verified in two test chips in 65nm and 90nm CMOS technology, respectively.

6.1 Contributions

The main contributions of this research are:

• The development of statistical analysis framework to evaluate energy and delay per-
formances of CMOS circuits with different timing methodologies in the presense of
variability.

• The analysis and optimization of robust and energy-efficient handshaking protocols for
low-voltage operation.

• The design and implementation of self-timed sense amplifier-based pass transistor logic
that demonstrates better energy-delay characteristics than synchronous approaches.

• The demonstration of an asynchronous neural signal processor for brain-machine in-
terface with inherent leakage suppression, realizing energy-efficient and robust sub-
threshold computation.

6.2 Future Work

This work takes the first step in the realization of ultra-low energy computation using asyn-
chronous self-timed circuits. The performance advantages of asynchronous computation at
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low supply voltages are clearly demonstrated from a statistical analysis framework, as well
as from two CMOS test chips that implements self-timed circuits and systems. Yet there
is still a lot of work to be done to make asynchronous circuits a truly viable solution for
ultra-low energy computation.

The statistical analysis models introduced in chapter 3 consider only the impact of process
variations. In order to more accurately predict actual circuit performance, other variation
sources such as input signal statistics, voltage variations and temperature changes, can be
incorporated into the proposed analysis models. In addition, since the proposed analysis
model considers only the delay overhead required to compensate the critical path delay
variations, it estimates only the “lower bound” of delay overheads required for different
timing approaches, i.e., the upper bound of performance capacity. For example, in order to
reflect actual implementation cost of synchronous approach, the timing uncertainty resulted
from global clock distribution, such as skew and jitter, must be included in future analysis
model. This usually severely increases the delay overhead required for synchronous approach.
The setup- and hold-time of latch and flip-flop under variations must also be modeled to
accurately predict circuit performance in pipeline structure.

On the other hand, in order to characterize the behavior and performance of asynchronous
circuits accurately, more elaborate estimation of communication overhead during the hand-
shaking process is essential. The communication costs of implementing different pipeline
protocols have been modeled and compared in [Stevens11] for a single operating point. The
work in [Stevens11] can be extended to cover various operating points, and combined with the
proposed analysis models, which would characterize both computation and communication
overheads of asynchronous circuits accurately across a wide range of operation points.

The design examples introduced in chapter 4 and chapter 5 are designed and optimized to
minimize both the area and energy performance in a standard CMOS technology. The design
optimization in these examples is mainly performed at the logic and circuit levels. At the
device level, various-threshold devices and body biasing techniques can be employed at the
same time if the implementation technology supports these extra features. Architectural
optimization and design techniques at system level, such as parallelism and multiplexing,
can also be explored to enhance energy and delay performance [Marković10].

Many digital processors today are capable of scaling operating frequency and supply voltage
dynamically with adaptive voltage-tuning and frequency-tuning circuitry to support a wide
range of operating conditions and application loads [Bul111, Bol12]. The same techniques can
easily apply to asynchronous self-timed processor with much less implementation overhead
than synchronous timing based approach. Since an asynchronous system can automatically
operate at a full speed and achieve full capacity at a given operating point, the use of feedback
frequency-tuning loop becomes unnecessary. As a result, the capability of an asynchronous
processor can be easily enhanced with additional voltage-tuning circuitry.

The malfunction of memory and sequential circuitry is the reason that the asynchronous
neural signal processor presented in chapter 5 fails to operate normally below 0.2V, instead
of the miss of speed performance. By employing memory and sequential circuits designed
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specially for low-voltage operation, the supply voltage can be further scaled down to minimize
energy consumption.

Finally, most of asynchronous circuits presented in this work are designed and implemented
based on a semi-custom design flow [Pierson07, Alarcón10]. The continuous development
of CAD tool for asynchronous circuit design will be essential for future large-scale system
synthesis and optimization.
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