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Abstract

Optimizing Nanophotonics: from Photoreceivers to Waveguides

by

Christopher Lalau-Keraly

Doctor of Philosophy in Engineering - Electrical Engineering and Computer Sciences

University of California, Berkeley

Professor Eli Yablonovitch, Chair

Optical communication systems are replacing electrical interconnects on shorter and
shorter scales, thanks to the large bandwidth they can provide and their better energy
efficiency over long distances. Optical circuit boards or even on-chip interconnects are
becoming an increasingly attractive possibility, thanks to tighter integration of photonics
and electronics in technology platforms such as Silicon photonics. Nevertheless in order for
optical links to become competitive with their electrical counterparts at these very short
length scales, their energy efficiency must still be drastically improved. State of the art
systems today consume ∼1pJ/bit of energy to communicate information, which is orders
of magnitude above theoretical bounds.

In this thesis, the discrepancies between the theoretical limits and real world perfor-
mance are explored, with a focus on the photoreceiver, which dictates the sensitivity and
therefore much of the energy used by the link.

A thorough modeling of optical links is performed, leading to the determination of
optimal receiver circuit topologies to improve the sensitivity and reduce the power con-
sumption of photoreceiver systems. This enables the identification of crucial performance
bottlenecks and the establishment of a technological roadmap for future generations of
optical interconnects.

Additionally an extremely efficient shape optimization technique using the adjoint
method for passive nanophotonics is presented, in order to provide lower loss components
thereby also offering a path to improve the performance of optical links.
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Chapter 1

Introduction

1.1 The challenge of communications

With the rise of internet and of computing in general, the need for communications at all
levels is rising exponentially from transoceanic data links to interconnects on chips.

According to [1], annual global IP traffic will pass the zettabyte (1021) by the end of
2016. With ever more data intensive applications such as the advent of virtual reality
and the democratization of mobile internet, the growth of bandwidth demand has no end
in sight. The infrastructure required to support such traffic is growing at the same rate,
and while the hardware itself is becoming more efficient and requiring less energy per bit
communicated, the energy efficiency is not scaling as fast as the demand and therefore the
global energy consumption of the internet is rising. The internet infrastructure in the USA
is estimated to have reached 2% of total electrical use [2], and is expected to continue its
energy consumption growth.

At the chip level itself, data communication is increasingly becoming a bottleneck for
computing. While the computing speed and density of chips has vastly improved with the
scaling of transistors, the ability to bring data onto the chip has not been able to follow
the trend, and the gap between memory bandwidth and computation speed is growing,
such that increasing clock speed does not provide the same benefits as it used to. Addi-
tionally, one could argue that the ever increasing power consumption on chips also stems
from communications: indeed modern microprocessors have up to 14 layers of metals for
interconnects that need to be charged and discharged to move data around.

As one can see, communications is presenting an increasingly great challenge at many
different levels. If we wish to continue to improve our computation and communication
ability the way we have in the past, new solutions must be found that can provide both
high bandwidths and low energy consumption.
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1.2 The conquering growth of optical links

From the first transatlantic optical communication link (TAT-8 in 1988) to the first ex-
perimental demonstration of data being communicated to and off chip by light [3], opti-
cal communication systems have been gradually replacing copper wires over shorter and
shorter lengths. State of the art commercially available systems today are replacing copper
wires up to a few meters long. The emergence of nanophotonics and most notably Silicon
Photonics technology [4], where optical components such as waveguides, modulators and
detectors are manufactured in the same process and on the same chips as transistors brings
the promise of huge improvements to current optical communications systems.

Two major reasons explain the replacement of copper wires at longer lengths: higher
bandwidth and energy efficiency. Indeed the carrier frequency of light is ∼ 200 Thz, the-
oretically allowing huge amounts of data to be sent over optical fibers. The practical
implementation of this corresponds to the use of dense wavelength division multiplexing
(DWDM), where several channels are communicated with different wavelengths serving as
the orthogonal carriers. Optical fibers today can have losses less than a dB/km, compared
to RF cables which have losses of 10’s of dB/km, meaning that they can propagate over
much larger distances, or alternatively need to launch a lot less energy per bit for the same
received power.

1.3 Future objectives for optical communications

At shorter scales, electrical links have yet to be replaced by optical ones. Indeed as the
link distance becomes shorter, electric wires consume sufficiently low energy that it is not
yet favorable to replace them with optics, where state of the art systems today consume
roughly 1pJ/bit. Nonetheless there is still vast progress headroom for optical links, and the
bandwidth they offer can still be massively larger than that of electrical connections. Indeed
modern photoreceivers need ∼ 20 000 photons to accurately resolve every bit whereas
physics dictates a quantum limit of ∼ 20, indicating a possible improvement of three
orders of magnitude in the power burned on the transmitter side alone. Commonly cited
objectives for chip to chip links range in the ∼ 100fJ per bit, and drop to ∼ 10fJ per bit
when considering on-chip interconnects [5]. These energy requirements, when combined
with the extremely high bandwidths needed pose a number of challenges for optical links.
Ultimately, one could even hope that optical links might reach eve higher efficiencies and
approach the Landauer limit (kT ∼ 4×10−21 J/bit). The purpose of this work is to explore
the reasons for such a disparity between current performance and theoretical limits, as well
as offer solutions to approach these objectives and limits, with a focus on the performance
of the photoreceiver.
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1.4 Outline

Chapter 2 presents the basics of photoreceiver systems, chapter 3 calculates and presents
the noise performance of different photoreceiving front ends. In chapter 4, a full model of
an optical link is presented, and the co-optimization of the different parts is performed.
Chapter 5 explores the concept of using phototransistors for optical communications and
shows some of limitations of these types of devices, and chapter 6 presents extremely
efficient shape optimization methods for passive components in electromagnetics.
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Chapter 2

Photoreceiver basics

In this chapter, the basics concepts of direct detection photoreceiver systems are explained,
without which it is impossible to quantify the performance of any given system. After a
brief overview of the generic architecture of photoreceiver systems, the effect of bandwidth
and noise on the photoreceiver performance will be covered. Finally photoreceiver devices
will be presented.

2.1 Generic photoreceiver system

Coherent detection versus direct detection

Photoreceiver systems come in many different forms and flavors, depending on the spe-
cific application they are designed for. For example, coherent detection systems, which
measures both the amplitude and phase information contained in the electric field of the
incoming light, allow for a lot more information to be coded into the different degrees
of freedom available. In order to be able to measure the phase of the incoming signal,
coherent detection systems need an absolute phase reference which must be provided by a
local oscillator phase locked to the incoming signal. This additional complexity comes at
the cost of extra power burned in the receiver and means that coherent detection is mostly
used where the receiver power consumption is not crucial to the system performance, such
as satellite communication or long haul fiber optics systems like transoceanic systems.

Direct detection, on the other hand, relies on the measurement of signal energy. This
greatly simplifies the detection scheme compared to coherent detection, as there is no
longer any need for a local oscillator. While it is no longer possible to encode information
on the entire quadrature plane, it is still possible to encode more than one bit per symbol,
using schemes such as pulse amplitude modulation (PAM), albeit at a higher energy cost
than for coherent schemes.
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Since the goal of this thesis is to explore solutions for energy efficient short haul links,
only direct detection with on-off-keying (OOK) signaling schemes will be studied.

Generic photoreceiver for OOK direct detection

The most general receiver system is composed of several components in order to success-
fully convert the optical input signal to a digital rail to rail signal. As illustrated in figure
2.1, the first component is the photodetector device, which converts the optical signal to
an electrical one. This second stage performs amplification of the signal in the electrical
domain, and is followed by an equalization stage. Finally a decision circuit takes the am-
plified and equalized electrical signal and decides whether the received bit is a 0 or a 1.

Naturally this is a schematic representation, and actual implementation may differ in
various ways. For example, it is not impossible to forgo the amplification and equalization
entirely, if the input signal is strong enough and properly shaped. Nevertheless it provides
a general framework to study different photoreceiver architectures.

LA Heq
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��������
�� ������
�� �����
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�����

��
�������
�������

Figure 2.1: Photoreceiver system schematic

Figures of merit of a photoreceiver system

The ultimate goal of any communication link is to transmit information accurately and at
speed, while using as little energy as possible. For a digital link, the speed is quantified by
the datarate, while the accuracy is quantified by the bit error ratio (BER) i.e, the number
of bit errors divided by the total amount of transferred bits. In most cases, the BER rate
can be reduced by increasing the amount of signal power in order to overcome noise. This
leads to another figure of merit which is the sensitivity, defined as the minimum input
power required to achieve 10−9 BER. Sensitivity can be given in dBm, or equivalently in
photons/bit. Finally the last important figure of merit is the total energy per bit required
to transmit data, including the photon energy and the receiver energy.
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2.2 Effect of bandwidth

The design of a photoreceiver must take a large number of constraints into consideration,
one of the most important of them being it’s bandwidth. For random binary data arriving
at the receiver, the spectrum is [6]

S(f) = Tn

[sin(πfTb)

πfTb

]2
(2.1)

As we can see here, the bandwidth of the signal is large and goes all the way to DC.
This puts a broadband requirement on the receiver itself, and we explore here the adverse
effects of limiting this bandwidth.

Low and High pass filtering

Low pass

If the receiving system has a bandwidth that is too low compared to the data-rate, the low
frequencies of the signal will be amplified more than the high frequency components. This
affects the received data most when a run of similar bits happen (i.e when many ONEs
or ZEROs follow each other in a row). Intuitively it makes sense that the run has a large
”instantaneous” DC component, compared to an alternating stream of ONEs and ZEROs.
This is illustrated in figure 2.2. As shown, at the end of a run, the DC signal value has
drifted enough that it affects the following bit, causing inter-symbol interference (ISI).

VONE

VZERO

DATA

fdata
ISI

System

transfer function

Figure 2.2: Effect of low pass filtering with Inter symbol interference (ISI) emphasized
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high pass

The effect of high pass filtering is opposite: it attenuates the DC component of the signal,
as illustrated in figure 2.3. High pass filtering is most common when AC coupling is used
along this signal path, which will not be considered in this work.

ISI

fdata

System

transfer function

Figure 2.3: Effect of high pass filtering with ISI ephasized

Increasing the bandwidth of the receiver also increases the noise, as will be seen in
the next section, so that making the bandwidth as large as possible is not necessarily the
optimal solution.

2.3 Effect of noise

Noise is one of the most critical problems that hinders the performance of photoreceivers,
and is ultimately one of the primary limiting factors when it comes to improving the
sensitivity of a photoreceiver. A good understanding noise sources and how to model
them appropriately is crucial if one wants to be able to quantify the sensitivity of a given
photoreceiver.

Fundamentals of noise modeling

Noise can be defined as any signal present at the receiver other than the desired one. Noise
sources are numerous, and can come from a wide variety of effects, from laser noise, to
mode mixing, to electronic noise. Focus here is set on the electronic noise coming from the
receiver.

If the noiseless signal received at the decision circuit is S(t), and all the noise sources
along the way add an extra component n(t), the decision circuit actually sees a signal
S(t)+n(t), as illustrated in figure 2.4

When the decision circuit decides if the bit received is a ONE or a ZERO, it compares
the signal voltage to a reference voltage and outputs a ONE if it is above and a ZERO if



CHAPTER 2. PHOTORECEIVER BASICS 8

VONE

VZERO

Vref

S(t) + n(t)

VOUT VOUT

t

P (vin|ONE)

P (vin|ZERO)

Errors

Figure 2.4: Effect of noise on signal, and illustration of the noise probablity distribution.
Vref is the reference voltage used by the decision circuit to decide whether a ZERO or a
ONE is received. In this case, the ONEs are considerably more noisy than the ZEROs,
which would indicate large photon shot noise

it is below. If the amplitude of the noise is large, it can distort the signal strongly enough
that a wrong decision is made, and a bit error occurs. The BER is therefore a measure of
the probability of the noise overwhelming the signal and leading to a wrong decision. The
inherent randomness of noise means statistical analysis must be used and the probability
density function (PDF) of the noise distribution is needed to calculate the occurrence of
wrong decisions.

Noise PDF and SNR

As will be covered in more detail, most noise sources can be modeled as Gaussian noise
and therefore have normal PDF F (n) which can be written in terms of their variance σ as:

F (n) =
1

σ
√
2π

e−
n2

2σ2 (2.2)

σ2 =
1

T

∫ T

0

n2(t)dt (2.3)

where T is an arbitrarily long time. If the signal is in the voltage domain, σ is equiva-
lently called the total integrated noise voltage Vn, and is just the root-means-square (RMS)
value of the noise voltage. The probability at any time that the n(t) is within ∆n

2 of n0 is
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Figure 2.5: Plot of the Q function, which will give the current SNR required to achieve a
certain gain

F (n0)∆n.

When the noise is similar whether the bit is a ONE or a ZERO (which is usually the
case if the noise is not dominated by photon shot noise) and the data is random, the
optimal reference voltage Vref is the mean of the signal voltage for a ONE and a ZERO, as
illustrated in figure 2.4. The probability of the noise inducing an error on the system can
then be calculated For a ZERO, if the signal voltage is 0V, an error occurs if the voltage
induced by the noise is greater than Vref , and that probability can be calculated by the
PDF.

Perror,ZERO =

∫ ∞

Vref

F (n)dn = Q(
Vref

Vn
) (2.4)

where Q(z) =
1

2π

∫ ∞

z

e−x2/2dx (2.5)

The Q function defined here is plotted in figure 2.5.

Since in our case we have assumed an equal noise distribution for ONEs and ZEROs,
we can easily conclude that the probability of error is the same for both and we finally
have:

BER = Q(
Vref

Vn
) = Q(

Vone

2Vn
) = Q(SNR) (2.6)
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where we have defined

SNR =
Vone

2σ
=

Vavg

Vn
(2.7)

The SNR required for a BER of 10−9 can be deduced from figure 2.5 to be 6.

Noise power spectral density (PSD)

We can now easily determinate the BER and sensitivity if we are able to determine the
RMS value of the noise Vn. It is a lot easier to work in the frequency domain rather than
the time domain when trying to determine the noise of a system. The noise PSD vn(f) is a
function of frequency and represents the amount of noise power present at that frequency.
It’s units are therefore V/

√
Hz, and for a given noise PSD, we can calculated the total

noise voltage as:

V 2
n =

∫ ∞

0

v2n(f)df (2.8)

It is especially convenient to use noise in the frequency domain, since we can easily
calculate how the noise is shaped after any circuit, by multiplying vn(f) by the circuit’s
transfer function itself H(f)

Sources of noise and their modeling

Shot noise

Shot noise is an intrinsically quantum effect, and comes from the fact that current flowing
is not continuous but is composed of discrete particles carrying q = 1.6 10−19C of charge.
When electrons have to go over a potential barrier, the process has no memory: i.e it does
not depend on how many electrons may have gone over it earlier. This results in Poissonian
statistics for current flow. Shot noise is also present in the photon flux, for the same rea-
son: photons are discrete, and their generation is random, so they follow the same statistics.

If an average number of events in a time period is λ, Poisson statistics dictate that the
probability of n events actually happening is

Pλ(n) =
λne−λ

n!
(2.9)
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Figure 2.6: Probability of seeing a certain number of photons when the expectation value
is 20, and the photons follow a Poisson distribution

This is plotted on figure 2.6, for λ = 20. We can see that the probability of not having
any events happening is ∼ 2× 10−9, which is why 20 photons per bit for a ONE is usualy
quoted as the ”quantum limit”. Indeed, if one is limited by the quantum shot noise, and
able to accurately detect single photons, errors can only happen for false ZEROs, when
no photon is received for a ONE. Given an equal proportion of ONEs and ZEROs, the
probability of an error is therefore ∼ 1× 10−9 per bit

For values of λ large enough, Poisson distributions can accurately be approximated by
a Gaussian distribution with the same variance, with a noise current PSD of:

i2n,shot(f) = 2qI (2.10)

Shot noise is white, meaning it covers the entire spectrum, and is present for the base
and collector current of bipolar transistors, for diode currents and for photon currents,
among others.
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Johnson noise

Johnson noise, or thermal noise, is caused by the random thermal fluctuation of electrons
in a conductor. Just as shot noise, it is also white. It can be represented as a current
source in parallel with the conductor with a noise current PSD of

i2n,Johnson =
4kbΘ

R
(2.11)

Where Θ is the ambiant temperature in Kelvin. It is present not only on resistors but
also in the channel of MOSFET transistors. In that case the PSD is

i2n = 4kbΘγgm (2.12)

where gm is the transconductance of the MOSFET.

2.4 Photodetection devices

Optical absorption of semiconductors

The basis behind virtually all photoreceivers is based on the creation of electron and hole
pairs in semiconductors when photons are absorbed in the material. Since electron and
hole pairs are formed when electrons are excited from the valence band to the conduction
band, to first order only photons with energies above the semiconductor bandgap energy
can be absorbed, which explains why the onset of absorption is so abrupt in figure 2.7.
The absorption tails (namely the Urbach tails) observed are due to disorder effects and
phonons, which are not strong enough to provide large enough absorption coefficients for
practical purposes.
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Figure 2.7: Optical absorption in common semicondutors, from [7]

From an energy perspective it is necessary for the photons to have a net energy above
the bandgap, but from a momentum perspective, if the bandgap is indirect, such as in
Silicon or Germanium, there can be no absorption without the extra help of a phonon.
Nevertheless these processes are not rare, and Germanium can be used to absorb photons
with energies below the direct bandgap, although it’s absorption coefficient is rather small,
with an absorption length of ∼ 20µm .

p-i-n devices

The most commonly used semiconductor device to detect light is the p-i-n photodiode,
which is a simple p-n junction with an undoped region between the p-doped and n-doped
semiconductor. The band diagram of a reverse biased junction photodiode is illustrated in
figure 2.8.
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Figure 2.8: Energy band diagram of a reverse biased p-i-n junction

The electrons and holes generated by photons absorbed in the intrinsic region are
quickly swept away by the electric field, and contribute one unit of charge to the current.
The responsivity (ratio of current out to power in, in Amps/Watt) is therefore dictated
solely by the quantum efficiency η of the device, according to

R = η
q

hν
∼ η

λ

1.24
(2.13)

The intrinsic speed response of a photodiode comes from the time required for the
generated photocarriers to transit through the intrinsic region of the device. In normal
operation conditions, the bias is strong enough that the carriers will drift in velocity satu-
ration regime. Since the slowest carriers are usually the holes, the transit time is

τt =
l

vh
(2.14)

where l is the length of the intrinsic region. The exact bandwidth achieved by the
device is subject to a few subtleties. If the illumination is uniform in the intrinsic region,
the 3-dB bandwidth can be approximated as [8]:

f3dB =
0.44

τt
(2.15)
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In most practical cases the photodiode will be connected to a load resistor, and the
bandwidth will not be limited by the transit time but by the RC time coming from the
capacitance of the photodiode and the load resistor. The capacitance of a photodiode is

C =
ϵ0ϵrA

l
(2.16)

where A is the transverse area of the diode.

The noise at the output of a photodiode is shot noise coming from both the photocur-
rent, and the dark current.

i2p−i−n = 2q(Iph + Idark) (2.17)

This is usually not the dominant noise source though when a photodiode is used, as
the load resistance will usually have much higher Johnson noise. This will be studied in
the receiver architecture section.

Avalanche photodiodes (APD)

The basic structure of APDs is similar to that of p-i-n photodiodes, but the bias applied
to the junction is large enough to cause avalanche of carriers: photo-generated electrons
(or holes) gain a kinetic energy higher than that of the bandgap while drifting through the
intrinsic region and are able to excite electrons from the valence band to the conduction
band through impact ionization, thereby creating a new electron hole pair which in turn can
cause more impact ionization. This means that there is an intrinsic gain mechanism in the
device, as illustrated in figure 2.9. This is particularly attractive because the responsivity
can be much larger than that of a simple photodiode. In most practical implementations
of APDs, the absorption and multiplication regions are acturally separate, allowing for a
better control of the different depletion widths.
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Figure 2.9: APD band diagram and multiplication process illustration

APD theory have been thoroughly documented elsewhere[8], and we will only cover the
most important results here. The gain factor (or multiplication factor) is usually referred
to as M, resulting in a responsivity for APDs of

R = η
q

hν
M ∼ η

λ

1.24
M (2.18)

While the average multiplication for every absorbed photon is M, is process itself is
stochastic, and leads to excess noise at the output of the APD. An important factor in
determining the excess noise is the ionization factor ratio between holes an electrons:
k = αp/αn. Indeed if only electrons can create new electron hole pairs, the multiplication
process is much better controlled and less variable than if both holes and electrons can cause
ionization. In the case of photo-electron injection (meaning the multiplication region is on
the n side of the absorption region) the excess noise factor can be calculated as [8]:

Fn(M) = kM + (1− k)(2− 1

M
) (2.19)
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Figure 2.10: Excess noise factor in avalanche photodiodes, reproduced from [8]

The excess noise factor is just a multiplicative in the shot noise of the current running
through the APD, so that the PSD can be written as.

i2s,APD = 2q(Iph + Idark)F (M) (2.20)

The k factor depends on the semiconductor in which the multiplication takes place.
For example it can be as low as 0.02 in Silicon, which leads little excess noise. Most other
material have larger ionization ratios, such as Germanium at 0.9, bringing about much
higher noise. This has lead to the development of APDs [9] with an absorption region in
Germanium and the multiplication region in Silicon, to benefit from the high absorption
of Germanium and the excellent multiplication properties of Silicon.

Unfortunately the device itself requires a large bias voltage in order to cause impact ion-
ization, adding additional complexity to the system, along with higher power consumption
and reliability issues.

Phototransistors

Phototransistor are explored in chapter 5
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Chapter 3

Noise calculations for different front
ends

Noise calculations in modern circuit design are all performed via the use of CAD simu-
lation software. While these tools are absolutely crucial for practical design, they do not
necessarily give their user an deep understanding of the different trade-offs and limits of a
given system. It is therefore crucial to be able to perform these calculations analytically
to a reasonable level of accuracy. In this chapter, we present the general frame used by
Personick [10] to calculate the noise performance photoreceiver systems, and we apply it
to different front end topologies.

3.1 Input refered noise

In order to be able to perform a fair comparison of noise sources, it is important to refer
them to the same node of the system. Indeed, two noises of equal magnitude will not
have the same effect if one affects the signal before any gain is achieved, whereas the other
comes after several gain stages. In the second case the signal has been amplified and is
more immune to noise. Additionally, different noise sources will experience different spec-
tral shaping depending on their location in the signal path. In order to be able to compare
the different noise sources and quantify their effect with respect to the signal, it is neces-
sary to refer them to the same node in the signal path. The most natural point is at the
input, so that it can be compared directly to the photon current arriving at the photodiode.

H(ω) is defined as the transfer function of the front end of the amplifier being studied.

Vout = H(ω)Iin (3.1)

The noise, referred to the output of the front end is written as

VN = HNIN (3.2)
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where IN is a current noise source.

If subsequent amplification and equalization stages after the front end are assumed, with a
transfer functionHeq(ω), such that the entire transfer function of the amplifier isH(ω)Heq(ω)
we can write 1

< V 2
noise,out >=

1

2
I2N

1

2π

∫ ∞

−∞

∣∣∣HN(ω)Heq(ω)
∣∣∣
2

dω (3.3)

Hs(ω) and Hout(ω) are defined as the input photon density and output voltage pulse
transforms, respectively, so that

Is(t) =
+∞∑

−∞
bk η q nph hs(t− kT ) (3.4)

Vout(t) =
+∞∑

−∞
bk η nph hout(t− kT ) (3.5)

where bk is the value of the kth bit (0 or 1), η is the absorption efficiency of the device,
nph is the number of photons per bit arriving on the device, T is the bit duration, and
with the following normalizations:

∫
hs(t)dt = 1, hout(0) = 1 (This of course implies an

arbitrary normalization of the output pulse), and hout(kT ) = 0 for all k ̸=0, (which means
we have chosen an output waveform that minimizes inter-symbol interference, such as a
raised cosine).

We can therefore write

Hout(ω)

q Hs(ω)
= Heq(ω)H(ω) (3.6)

And (3.3) is rewritten as

< V 2
noise,out >= I2N

1

4π

∫ ∞

−∞

∣∣∣HN(ω)H(ω)−1Hout(ω)

q Hs(ω)

∣∣∣
2

dω (3.7)

And develop
∣∣∣HN(ω)H

−1(ω)
∣∣∣
2

= A+Bω2 (3.8)

1In order to be consistent with Personick’s original derivations where noises sources contributions are
spectrally integrated from -∞, but with the modern way of writting the amplitude of noise sources, where
it is assumed the integration starts at 0 Hz, we introduce an extra factor 1/2 compared to [10], but keep
modern noise amplitudes, such that i2Johnson = 4kΘ

R instead of 2kΘ
R .
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So that

< V 2
noise,out >= I2N

1

4π

∫ ∞

−∞
(A+Bω2)

∣∣∣
Hout(ω)

q Hs(ω)

∣∣∣
2

dω (3.9)

we also perform the change of variables and definitions:

y =
Tω

2π
(3.10)

H ′
s(ω) =Hs(

2πω

T
) (3.11)

H ′
out(ω) =

1

T
Hout(

2πω

T
) (3.12)

This means that we can define the following integrals that depend only on the pulse
shapes hS and Hout, and not on the absolute bandwidth.

I2 =

∫ ∞

−∞

∣∣∣
H ′

out(y)

H ′
s(y)

∣∣∣
2

dy (3.13)

I3 =

∫ ∞

−∞

∣∣∣
H ′

out(y)

H ′
s(y)

∣∣∣
2

y2dy (3.14)

These are called the Personick integrals. Examples of the values they take will be given
in section 3.2.

and get

< V 2
noise,out > =

1

2
I2NT

∫ ∞

−∞
(A+B

(
2πy

T

)2

)
∣∣∣
H ′

out(y)

q H ′
s(y)

∣∣∣
2

dy (3.15)

=
I2NT

2q2

[
A I2 +B I3

(
2π

T

)2
]

(3.16)

Since Vout(t) =
∑+∞

−∞ bk η nph hout(t − kT ), and given the assumptions on Hout, the
(normalized) output for a ONE is Vout = ηnph and Vout = 0 for a ZERO. Given equation
2.7, the minimum number of photons per bit for a ONE can be expressed as.

nph =
2SNR

q η

√√√√I2NR
T

2

[
A I2 +B I3

(
2π

T

)2
]

(3.17)

This method can be used for all types of front ends. It should be noted that the use of
equation 2.7 implies that the noise sources PSD are symmetrical for a ONE and a ZERO,
which is true as long as the dominant noise source is not shot noise from the signal (the
excess noise of an APD can be considered as signal shot noise). In the case where the shot
noise is dominant, the factor 2 in equation 3.17 disappears.
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3.2 The Personick integrals

In order to calculate the I2 and I3 Personick integrals from equation 3.13 and 3.14, we must
know what transfer function the entire systems undergoes before reaching the decision
circuit. Naturally, smart equalization can be used to minimize the values of the integrals,
but these may require complicated circuits which can consume large amounts of energy.
It is interesting to calculate these integrals in the simpler case of N chained first order
amplifiers having a transfer function

Hsystem =
G

(1 + j ω
ω0
)N

(3.18)

The bandwidth of such a system can be approximated as [6]:

B = 2πω0
0.9√
N + 1

(3.19)

For an OOK signaling system, and as long as the effective bandwidth of Hsystem is
above the Nyquist rate fdata/2, the Personick integral can be approximated as:

I2 =
Tbit ω0

2π

∫ ∞

−∞

1

(1 + y2)N
dy =

Tbit ω0

2π

√
π Γ(N − 1/2)

Γ(N)
(3.20)

N 1 2 3 4 5√
π Γ(N−1/2)

Γ(N) π π/2 3π/8 5π/16 35π/128

I3 =
(Tbit ω0

2π

)3
∫ ∞

−∞

y2

(1 + y2)N
dy =

(Tbit ω0

2π

)3
√
π Γ(N − 3/2)

2Γ(N)
(3.21)

N 1 2 3 4 5√
π Γ(N−3/2)

2Γ(N) ∞ π/2 π/8 π/16 5π/128

Given the fact that for larger values of N, the effective bandwidth of 3.18 becomes a
smaller and smaller fraction of 2πω0, as shown in 3.19, and the condition on the total
system bandwidth of the system being above the Nyquist rate, the Personick integrals
rarely go far from unity in real systems. Therefore we will use I2 ∼ I3 ∼ 1 for further
calculations, unless noted otherwise.
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3.3 Resistor loaded p-i-n front end

In the case of a simple resistively loaded front end with a follow on transistor stage and
a low impedance output (such as a cascode), such as depicted in 3.1, the sources of noise
are the resistor Johnson noise IN,R, the transistor Johnson noise IN,T , and the signal shot
noise IN,S. The transfer function is simply:

H(ω) = gmZout
Rl

1 + jRlCω
(3.22)

where

gm = 2πftCox the FET transconductance (3.23)

C = CPD + Cox the input capacitance (3.24)

The bandwidth of the front end is

BRC =
1

2πRlC
(3.25)

and

VN,out = (IN,R + IN,S)H(ω) + IN,TZout (3.26)

Heq
Vout

iph

VDD

RL

Heq

CPD RL

IN,R

Cox

VG

gmVG

IN,SIph
IN,T

Vout

Figure 3.1: Resistor loaded photodiode schematic and small signal equivalent circuit



CHAPTER 3. NOISE CALCULATIONS FOR DIFFERENT FRONT ENDS 23

Using the method described in 3.2, we have:

nph =
2SNR

q η

√

(I2NS
+ I2N,R)TI2/2 + I2N,TT

I2 + I3(RlC2π/T )2

2(gmRl)2
(3.27)

where

I2N,S = 2qIph (3.28)

I2N,R = 4kbθ/R (3.29)

I2N,T = 4kbθγgm (3.30)

which can be approximated as

nph ∼ 2SNR

η

√

nphI2 + 4π
C

6.4aF

BRC

fdata
I2 + 4π

C

6.4aF

C

Cox

fdata
fT

γI3 (3.31)

where the first term under the root is the shot noise contribution, the second term the
resistor Johnson noise and the third term the transistor Johnson noise.

Regarding the signal shot noise, it is not symmetric for ONEs and ZEROs, which was
one of they hypothesis in the method described in 3.2. It is therefore overestimated here.

3.4 Resistor loaded APD front end

If the photodiode is replaced with an APD with a gain M and an excess noise factor F,
the above expression is modified in the following way:

nph ∼ 2SNR

η

√

F nphI2 + 4π
C

6.4aF

BRC

fdata

1

M2
I2 + 4π

C

6.4aF

C

Cox

fdata
fT

1

M2
γI3 (3.32)

Because of the intrinsic gain of the APD, the input referred noise for all noise sources
is divided by M2 (and thus the sensitivity associated with these sources is divided by
M), while the shot noise is multiplied by F, along with the shot noise limit. All other
considerations left aside, APDs are beneficial when the system is not shot noise limited,
which is usually the case in non-coherent receivers.

3.5 Bipolar Phototransistor (BPT) front end

While the theory of operation of a phototransistor will be presented in chapter 5, the
sensitivity is calculated here for comparison. If the collector is considered to feed a very low
impedance so that its voltage stays constant, one end the capacitor Cµ can be considered
to be connected to ground and the small circuit signal of a phototransistor (shown in figure
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3.2) is mostly the same as the resistor loaded p-i-n case described earlier. The sources of
noise are the base current shot noise IN,B, the collector current shot noise IN,C and the
signal shot noise IN,S.

E

B C

rπ 2qIB

gmVBE

2qIC

IN,SIph

Cπ + Cµ

Heq

Vout

Iph

Figure 3.2: Bipolar phototransisitor schematic and small signal equivalent circuit

The different resistances and capacitances for a BPT are:

gm =
IC
Vth

(3.33)

rπ =
β

gm
(3.34)

C = CB + Cdiff = CJ,BE + CJ,BC +
τF IC
Vth

(3.35)

where τF is the transit time of the electrons through the device, and β is the DC gain
of the device. The bandwidth of the front end is

BBPT =
1

2πCrπ
(3.36)

Using the same method as previously, the sensitivity of the front end is

nph ∼ 2SNR

η

√

nphI2 + 2π
BBPT

fdata

C

6.4aF
I2 + 2π

C

Cdiff

C

6.4aF

fdata
ft,m

I3 (3.37)

with ft,m = 1/(2πτ)
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3.6 Trans-impedance amplifier front end

The trans-impedance amplifier depicted in figure 3.3 is used as an example for the deriva-
tion of the input referred noise. This analysis can easily be generalized to other TIA
configurations. The noise sources are the photon shot noise IN,S, the resistor feedback
noise IN,R and the transistor Johnson noise IN,T .

Heq

CPD Cox

IN,SIph
IN,T

Vout

Heq
Vout

VDD

Rfb

Rfb

IN,R

GMVG

R0

VG

Iph

Figure 3.3: Transimpedance amplifier front end schematic and small signal equivalent
circuit

With:

GM = gmP + gmN the combined transconductance of the FETs (3.38)

C = CPD + Cox = CPD +
GM

2πf̃T
the capacitance at the input (3.39)

ZC =
1

jCω
(3.40)
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f̃T
−1

= (f−1
T,PMOS + f−1

T,NMOS)/2 the effective unity gain frequency (3.41)

R0 = R0,PMOS||R0,NMOS =
Gint

GM
the output impedance of the FETs (3.42)

Gint the intrinsic DC gain of the transistors (3.43)

The transfer function of such a front end is

H(ω) =

[
ZC

GMRfb − 1

ZC +Rfb

] [
1

R0
+

GMZC + 1

Rfb + ZPD

]−1

∼ Rfb
Gint

Gint + 1

1

1 + j C(R0+Rfb)
Gint+1 ω

(3.44)

where GMRfb >> 1 is assumed. And the well know formulas for the trans-impedance
gain and bandwidth of a TIA is verified:

RTIA = Rfb
Gint

Gint + 1
(3.45)

BTIA =
Gint + 1

2πC(R0 +Rfb)ω
(3.46)

The two noise sources of this front end are the transistor Johnson noise and the resistor
Johnson noise. These can be expressed such as in equation 3.2 as:

VNout =

[
INR

[
Rfb

GMZPD + 1

ZPD +Rfb

]
+ INS

] [
1

R0
+

GMZPD + 1

Rfb + ZPD

]−1

+ IN,SH (3.47)

Assuming, GMR− 1 ∼ GMR, the sensitivity of the TIA front end is:

nph =
SNR

q η

√
2

√√√√I2N,STI2 + I2N,RT

[
I2 + I3

(
2πC

TGM

)2
]
+ I2N,TT

I2 + I3(RC2π/T )2

(GMR)2

(3.48)

Which can be approximated as

nph ∼ 2SNR

η

√

nphI2 + 4π
C

6.4aF

BTIA

fdata

1

Gint
I2 + 4π

C

6.4aF

C

Cox

fdata

f̃T
γI3 (3.49)

3.7 Summary of noises, and transistor noise limit

The different front end noises are summarized in table 3.7.
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Front end type Minimum photons per bit

Resistor loaded p-i-n 2SNR
η

√
2nphI2 + 4π C

6.4aF
BRC

fdata
I2 + 4π C

6.4aF
C
Cox

fdata
fT

γI3

Resistor loaded APD 2SNR
η

√
2FnphI2 + 4π C

6.4aF
BRC

fdata
1

M2I2 + 4π C
6.4aF

C
Cox

fdata
fT

1
M2γI3

Bipolar phototransistor 2SNR
η

√
nphI2 + 2π C

6.4aF
BBPT

fdata
I2 + 2π C

6.4aF
C

Cdiff

fdata
ft,m

I3

TIA 2SNR
η

√
nphI2 + 4π C

6.4aF
BTIA

fdata
1

Gint
I2 + 4π C

6.4aF
C
Cox

fdata
f̃T

γI3

In each of these cases, the first term under the root corresponds to the signal shot noise,
the second term corresponds to the load resistor noise (is also sometimes referred to as the
kTC noise) whereas the final term corresponds to the amplifying transistor noise.

Signal shot noise

The signal shot noise is naturally dependent on the input signal power, and is similar in
all cases (except the APD). The quantum shot noise is the sensitivity limit that results
from an ideal receiver with only signal shot noise, and as shown in 2, is roughly 10 photons
per bit. In the calculations above, the symmetric noise postulate, along with the Gaussian
noise approximation yield sensitivities substantially worse than this. Nonetheless even in
this case, this crude approximation leads to a shot noise sensitivity of 4SNR2 ∼ 144 pho-
tons per bit (∼ 36 if corrected for noise asymmetry). For the resistor shot noise to be of
the same order of magnitude, this would require the capacitance of the photodiode to be
> 50aF . This points to the fact that in most cases we can ignore signal shot noise.

Resistor noise (aka kTC noise)

The resistor noise contribution is due to the random thermal fluctuation of charge in the
capacitance on which the photocharge sits and is measured. It is therefore proportional to
the capacitance, as well as it’s coupling to a source of carriers. This is represented by the
presence of the bandwidth of the system in the numerator.

The advantage of using a TIA becomes very clear with respect to the resistor noise
contribution. Indeed the presence of feedback enables the use of a higher resistance value,
therefore diminishing it’s noise, by a factor of Gint compared to the simple resistor load.

Most of the time, the bandwidth is chosen to be roughly equivalent to the datarate,
so that the ratio B

fdata
∼ 1. Nevertheless this is a decision that is made only because it
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is practical from a circuit design standpoint. Indeed it is possible to decrease the front
end bandwidth and diminish the resistor noise. The reduction in bandwidth does not
imply a reduction in gain-bandwidth, so the SNR is improved. Of course this requires
equalization in the follow on stages to regain a flat band response. Practical limits to this
technique are a reduction in dynamic range, since the low frequency components of the
signal are amplified quite a bit more at the output of the front end. Nevertheless gains can
be achieved, and the resistor noise can be brought lower than the transistor noise, as will
be illustrated in chapter 4.

Transistor noise Limit

As discussed, the resistor noise can be arbitrarily diminished by lowering the bandwidth.
This leaves us with the transistor noise. In the case of the TIA front end:

nph,tran =
2SNR

η

√

4π
C

6.4aF

C

Cox

fdata

f̃T
γI3 (3.50)

We have C = CPD + Cox, and it can be easily shown that the optimal sizing in terms
of noise for the transistor leads to Cox = CPD. This leaves us with a limit:

nph,limit =
2SNR

η

√

16π
CPD

6.4aF

fdata

f̃T
γI3 (3.51)

which we call the ”transistor noise limit”. It is roughly the same for all the proposed
front end schemes (except naturally if an APD is used).
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Chapter 4

Optical link modeling and
performance analysis

In the previous chapter, the sensitivity of different front ends were calculated, and their
sensitivity limits were explained. A full optical link is more complex and it’s performance
does not depend solely on the receiver front end sensitivity.

In order to guide receiver design, it is important to have a deeper understanding of
the limits imposed by it’s architecture. In this chapter a full optical link is analytically
modeled from optical input to digital output, and subsequently the architecture of the
receiver is optimized for full link energy consumption. The optimized receiver designs are
then simulated in Cadence to validate the analytic models, and extract more accurate
sensitivities and power consumption. The model is then used to predict the performance
of optimal links for a variety of different technologies, and understand what the practical
limits are.

The work in this chapter has been published in [11]

4.1 Link Model and optimization

A very general model for the optical link is considered, which enables us to perform op-
timizations on the links topology and to estimate of the optimal energy per bit which
can be achieved at given datarates given the technology constraints. The philosophy of
the model is depicted in figure 4.1 and as such: the receiver element is constructed with
a transimpedance front end followed by N amplifications stages and terminated with a
sampling unit composed of M individual samplers. The number of amplification stages N,
the size of each stage, the number of sampling units M and the sizing of it’s transistors
constitute optimization variables. There is of course a variety of other receiver topologies
or variations than the one suggested. The framework we describe next will be readily
extendable to these topologies.

The energy consumed in the receiver can be computed from the bias currents and
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Figure 4.1: Optical link system overview

it’s sensitivity is determined by two constraints: a noise constraint, and an output voltage
constraint. Finally the energy consumed in the transmitter is calculated from the sensitivity
of the receiver and the losses and inefficiencies along the path of the photon signal. The
total energy is the sum of the receiver and transmitter energy, and is minimized with
respect to the optimization variables at hand.

Receiver modeling

The receiver is modeled as illustrated in figure 4.1. The front end is a transimpedance
amplifier (TIA) that converts the input photocurrent to a voltage signal, and is followed
by N chained gain stages forming a linear amplifier (LA) to further amplify the signal .
All these amplifiers are considered to be first order stages (except for the TIA which has
two poles). The chaining of such stages causes the overall bandwidth to degrade. The
bandwidth Bchain resultant from ns first order stages of bandwidth fS is [6]:

Bchain = fS
0.9√
ns + 1

(4.1)

Since the total bandwidth should be at least 0.7 × fdata to minimize ISI, this implies
that the bandwidth fS of each stage must be

fS > 0.7fdata

√
(N + 2) + 1

0.9
(4.2)

in order to satisfy this constraint, where both poles o the TIA have been taken into
account.

Gain-Bandwidth product

While the unity current gain-bandwidth of a technology is fT , the actual gain bandwidth
that is achieved in an individual gain stages that is loaded by it’s replica will be lower due
to various parasitics and non idealities. Additionally, different gain stage topologies will
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yield different GBWs, for example inductive peaking is a popular way of enhancing the
bandwidth and will yield a higher GBW than simple resistively loaded stages. Therefore
a parameter α is used which describes what fraction of ft is achieved by each individual
gain stages. The GBW of a replica-loaded stage therefore fa = αfT .

Linear amplifier

Every stage in the linear amplifier is defined by its input transistor gate widthWgate,i (where
”i” denotes its position in the amplifier chain), which then also defines its transconductance
gm,i, gate capacitance Cox,i and bias current Id,i. To simplify the problem, it is assumed
that fT , Cox, and Id are simply proportional to Wgate, which implies that the biasing for
each transistor is relatively similar: a reasonable assumption to first order. The GBW
of each stage depends on the capacitance seen at the output, and in the case of simple
resistively loaded stages: GBWi = gm,i/(Cout,i + Cin,i+1). Additionally β = Cout/Cin is
defined as the ratio of output to input capacitance of a gain stage. Similarly to α, β is
dependent on stage topology. A table of these parameters is given and derived in the
appendix for different topologies of gain stages. Therefore

fa = gm/((1 + β)Cin) (4.3)

and the GBW of every stage can be derived as:

GBWi =
gm,i

Cout,i + Cin,i+1
= fa

1 + β

β + Wgate,i+1

Wgate,i

(4.4)

As mentioned earlier, each gain stage must also have a 3-dB bandwidth of fS, so that
the DC gain of stage i in the linear amplifier is:

GDC,N =
fa
fS

1 + β

β + Wgate,i+1

Wgate,i

(4.5)

The maximum gain is capped by the intrinsic gain of the devices: gmr0. For the last
stage, the capacitance driven is the sampler’s input capacitance CSA. Finally the power
consumed by each stage is VDDIbias, where Ibias,i = gm,iVov, where Vov is the stage overdrive
voltage (considered to be the same for every stage).

Transimpedance amplifier

The transimpedance amplifier is composed of a gain stage similar to those in the LA, with
a feedback resistor chosen in order to meet the bandwidth requirement per stage fS. The
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open loop gain is calculated the same way as described previously for the LA stages, and
the feedback resistor is therefore set to:

RFB =
GDC,TIA

2πfS(CPD + Cin,T IA)
(4.6)

where CPD is the photo-detector parasitic capacitance including the interconnect between
the photo-detector and the TIA, and Cin,T IA is the TIA input capacitance. The two poles
resulting from the TIA designed in this fashion are not real, and the damping factor is
ζ = 1

2
2+GDC,TIA

1+GDC,TIA
bounded as 0.5 < ζ < 1, implying the bandwidth is marginally greater than

if the poles were real. This means that equation 4.2 slightly overestimates the required
bandwidth per stage. To first order this is an acceptable approximation.
The total transimpedance gain of the TIA and the LA is

Rtot =
RFB GDC,TIA

1 +GDC,TIA

N∏

i=1

GDC,i (4.7)

Sampler

The modeled sampling stage is made of M interleaved StrongArm samplers (also referred to
as Sense Amplifiers (SA)), that evaluate the bits sequentially. This means each individual
strongARM has a cycle M × Tbit long. Half of this period is dedicated to the resetting of
the sampler, while the other half is dedicated to the integration and regeneration of the
bit. The schematic of an individual sampler is depicted in figure 4.2 and the waveforms
associated with it are shown in figure 4.3. The integration period lasts while the input pair
discharges nodes P,Q,X and Y, and lasts until nodes X and Y reach VDD − Vth,P which
dictates when the cross coupled pair turns on and the regeneration period starts [12] (Vth,P

is the threshold voltage of the PMOS). Figure 4.3 shows a StrongArm’s transient charac-
teristics with the three main regimes of operations highlighted. The regeneration gain is
generated by a cross coupled pair forming a latch, is exponential with time, and brings the
output signal to logic levels.
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Figure 4.2: StrongArm Sampler Schematic

Figure 4.3: Sampler timing evaluation breakdown

The optimization variables available are the common mode voltages at the input, the
gate widths of the input transistors, and the gate widths for the cross coupled pair tran-
sistors. These define the length of the integration period (which must stay under Tbit), the
integration gain and the regeneration gain. The sampler then drives a dynamic to static
(D2S) converter stage which is simply characterized as a load capacitance to the sampler
Cin,D2S [13]. The D2S needs a certain amount of time TD2S ∼ 2

fT
to latch, which is taken

out of the total evaluation time. The derivation of the integration time and sampler gain
are derived in appendix A. Approximations are nevertheless give here:
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Tint ∼
VTH(2CPQ + CXY )

gm,1(VCM − VTH)
(4.8)

Gint ∼
VTH

VCM − VTH

CPQ + CXY

CXY − CPQ
(4.9)

TSA = M/2× Tbit − TD2S (4.10)

GSA ∼ Gintexp(
M/2× Tbit − Tint − TD2S

τreg
) (4.11)

τreg =
gm,3 + gm,5

Cin,D2S + Cout,SA
; (4.12)

Where VTH is the absolute value of the threshold voltages. Finally the input capacitance
of the SA seen by the front end is given by M × Cox,SA. The fanout M is detrimental to
the gain of the front end, and, as will be shown, can be amortized by using switches that
connect only one sampler at a time to the output of the sampler. In this case, the input
capacitance seen by the sampler is approximately Cox,SA neglecting junction capacitance
effects of the sampling switches and the RC time associated with them. This assumption
holds true for reasonable number of samplers:

M <
fT
fdata

Cox

Cgd
(4.13)

Indeed the size of the transistor serving as a switch can be made substantially smaller
than the input cap of the SA, by a factor ∼ fT

fdata
to minimize it’s effect on the circuit

bandwidth, and the only capacitance it presents to the circuit is it’s gate-drain capacitance
Cgd, justifying equation 4.13.

The energy consumed by the sampler comes from the charging and discharging of all
it’s capacitances at each cycle, as well as the dynamic power burned by the cross coupled
inverter during the latching process:

Esamp = ECap + Elatch (4.14)

ECap = CSAV
2
DD (4.15)

Elatch ∼ (gm,3 + gm,5)(
VDD

2
− VTH)VDD(TSA − Tint) (4.16)

where CSA comprises all the capacitances that will have to be charged to VDD during
the reset period.

Sensitivity calculation

The sensitivity is the necessary amount of photon current needed in order for the system
to function properly at a certain BER. It can be separated into two parts: the swing re-
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quirement, and the circuit noise requirement. The final sensitivity is the sum of the two.

Swing Based Sensitivity Requirement

The swing requirement represents the signal needed to ensure that the differential voltage
at the output of the sampler reaches VDD and is calculated from the sampler gain, the TIA
gain and the LA gain:

Ireq,swing = 2
VDD

RtotGSA
(4.17)

The factor of 2 comes from the fact that the signal is only half the actual photon current
magnitude for a optical ONE.

Noise Based Sensitivity Requirement

The noise requirement necessitates the calculation of the input referred noise generated by
the amplification circuit. These include the feedback resistor thermal noise, the Johnson
noise from the TIA’s transistors, and the transistor noise from the follow on transistors as
well as the noise from the samplers. All the relevant derivations were performed in chapter
3, but are listed here for convenience (with the different Personick integrals set to 1). The
follow-on stage noises are estimated using approximations consistent with literature [14].
The photon shot noise (or PD shot noise) is neglected as it is always much lower than the
circuit noise sources for incoherent detection systems (roughly one order of magnitude).
Indeed for a BER of 10−12, the limit that would be imposed by photon shot noise is 27
photons per bit during a ONE (also known as the quantum limit), which is a current of 44
nano-Amps at 10 Gbps.

I2noise,in,Rfb
=

4kbθ

TbitRfb
(4.18)

I2noise,in,T IA =
16π2kbθγ(CPD + Cin,T IA)2

gm,TIAT 3
bit

(4.19)

I2noise,i =
4kθγ

gm,i[TbitRfb

∏
GDC,j]2

(4.20)

V 2
noise,SA =

8kbθγ

t2gm1
+

8kbθγgm,3

t12g2m1

+
2kθ

Cout,SAG2
sample

(4.21)

Finally the sensitivity is calculated using a SNR of 7 in order to achieve a bit error rate of
10−12.

Ireq,noise = 2SNR Inoise,input (4.22)
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The total photon current requirement at the input of the photodiode is Ireq,input =
Ireq,noise + Ireq,swing.

Energy per bit

The total energy per bit that is consumed by the link is the sum of the energy burned in
the transmitter and the receiver

Ebit = ERX + ETX (4.23)

ERX = TbitVDD

∑
Ibias + Esamp (4.24)

ETX = TbitVTX(Ireq,noise + Ireq,swing) + Emod (4.25)

ETX includes laser energy and modulator energy Emod, where VTX represents the energy
cost of photons at the receiver: it encompasses all the efficiencies η encountered from
the generation of photons to their absorption into useful photo-current in the receiver
photodiode, such as the laser wall plug efficiency, coupler inefficiencies, waveguide losses,
modulator loss, photodiode quantum efficiency, etc...

VTX =
hν

q

1

η
(4.26)

η =
∏

ηsystem (4.27)

Model inputs and optimization variables

The model described enables the rapid prediction of the performance of a given optical
receiver characterized by the number of amplification and sampling stages, the technology
available, and the size of the transistors involved. These different parameters can therefore
also be optimized in order to reach minimal total link energy. The optimization variables
and model parameters are described in table 4.1, and the optimized links are presented in
figures 4.5, 4.6 and table 4.2 .

Model purpose and limitations

The goal of the model is to accurately encompass all the most important effects and limits
that fundamentally constrain the performance of an optical link. Naturally, no model
can include all practical limitations, such as systemic and random transistor mismatches,
kickback, jitter, layout imperfections, etc. Additionally exotic amplifications schemes such
as higher order stages, or multiple interleaving schemes are not included. While these
considerations are important in practical circuit design, we consider them to be nuances
when studying the trends and do not drastically affect the general conclusions we derive
from this model. It is nonetheless precise enough to provide optimal transistor sizing and
accurate sensitivity predictions leading to functional circuits as shown in section IV.
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Table 4.1: Model inputs and optimization variables

Model inputs Variable description 65nm heterogeneous integration

ft Technology unit current gain frequency 150 GHz

CPD Photodiode capacitance 20 fF

fdata Datarate 1 Gbps to 50 Gbps

α Fraction of ft for self loaded stage GBW 0.29 (standard gmRL stages)

0.4 (cascode stages)

β Fraction of input to output cap of a gain stage 0.67

Cout,D2S D2S input capacitance 3 fF

tD2S D2S latching time requirement 25ps

VDD Supply voltage 1.6V

VTX Voltage cost of photons 580 V

(gmr0)max Maximum voltage gain per stage 4

Vov Overdrive voltage 0.3 V

γ noise factor 2/3

Emod Modulator energy per bit 0

Optimization variables Bounds

N Number of amplification stages 0 to 4

M Number of samplers (M-DR) 1 to 64, in powers of 2

Wgate,TIA Input transistor gate width for the TIA > 150nm

Wgate,1,...,N Input transistor gate width for each stage > 150nm

Wgate,in,SA Input transistor gate width for sampler > 150nm

Wgate,CC,SA Transistor gate width for cross coupled pair > 150nm

VCM Common mode voltage at SA input 0.8V< ... <1.4V

=VDD/2 if N=0

4.2 Model results for 65nm technology with
heterogeneously integrated photonics

Technology Overview

The model is used to output optimal designs for a technology made of 65nm CMOS,
with a heterogeneously integrated photonics, as depicted in figure 4.4. [15]. To reduce
the capacitance between the CMOS and photonic wafers, the technology utilizes through-
oxide-VIAs (TOVs) with a lumped capacitance of 3fF per TOV. The major technology
parameters are listed in Table 4.1.
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Figure 4.4: Heterogeneous integration platform schematic, from [15]

Using Figure 4.1 as reference, light from the laser source experiences multiple sources
of loss before reaching the photodiode on the receiver side. Firstly, the laser source itself is
assumed to have a wall-plug efficiency of 20%. The three vertical grating couplers, which
measured 6.5dB/coupler of loss, are also in the critical path of the signal. The germanium
photodiode has a measured responsivity of 0.8 A/W [16]. No waveguide loss is assumed,
however this can be easily implemented. The above path losses translate to an overall
photon energy cost, VTX , of 580. The modulator energy in this platform is 20fJ/bit and
will therefore be neglected.

Single sampler case (M=1)

The results of the optimization for the optimal performance of the link are plotted in figure
4.5. The laser energy to accommodate the noise and swing requirements are respectively
the quantities described in equation 4.25. Two clear regimes are visible: the ”Noise limited
regime” at low datarates, where the sensitivity of the receiver is constrained by the noise,
and the ”Swing limited regime” at high datarates, where the sensitivity is dominated
by the output swing requirement (Vout = VDD). The regeneration gain of the sampler is
exponential with time, so it is natural that at higher datarates it drops significantly. While
the LA can compensate for this drop in gain by increasing it’s number of stages (and this
happens at ∼ 8.5GHz for case I), there is a limit to the amount of aggregate gain achievable
by chaining amplifiers due to the bandwidth requirement, as described in equation 4.2.
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Figure 4.5: Optimal energy per bit versus datarate for optimal topologies for the 65nm
heterogeneously integrated platform. Only one slicer his allowed in his case

The justification for adding multiple slicers is now obvious: this relaxes the condition
on the regeneration time being less than the bit duration, and can push the swing limited
regime to much higher datarates.

Multiple slicer case (M ≥ 1)

The results of the optimization when the number of samplers is not constrained to 1 is
plotted on figure 4.6. There is no longer a ”Swing limited regime”, since the optimal
topologies have several samplers in order to benefit from much higher regeneration time
and gain. While the energy per bit is greatly reduced at higher datarates, eventually the
sampler noise starts to dominate. This comes about because as the datarate goes up, the
bandwidth requirement on the LA reduces the possible achievable gains. Additionally,
adding several samplers increases the fan-out of the LA by a factor M. Eventually the
fanout becomes greater than the gain of the stages before the samplers, so that the noise
coming from the samplers becomes greater than the front end noise. Therefore a front end
noise limited regime and a sampler noise limited regime are observed, which is different
from the sampler swing limited regime discussed in the SDR case.
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Figure 4.6: Optimal energy per bit versus datarate for optimal topologies with parameters
of case 1, with the possibility of multiple slicers

4.3 Schematic designs of model results

5Gbps Optical Receiver

To highlight performance in the noise-limited regime, the schematic design of an optimized
receiver topology operating at 5Gbps, with no active equalization, running off of a 1.2V
supply is introduced. Figure 4.7 shows the overall topology of the front-end pre-amplifier
and slicers. While the number of slicers and samplers does not match the optimal values of
figure 4.6, these values were chosen because they yielded performance within a few percent
of the optimum, and were easier to implement. Nonetheless the transistors sizings were
still produced by the algorithm.
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Figure 4.7: 5 Gbps Model-Predicted Receiver Topology

Design Overview

The photodiode, with a total capacitance CPD of 20fF, inputs into a TIA amplifier with
a feedback resistance, RFB, valued at 2.3kΩ. The output of this stage enters a single pre-
amplifier gain stage with a gain of 2 before entering the optimized, dual-data-rate (DDR)
triggered StrongArm Sense Amplifiers and follow-on dynamic-to-static converters. The
sense amplifiers and dynamic-to-static converters are triggered on clock and clockB (Φ and
ΦB), which each operate at half the data rate or 2.5GHz. The sampler transistor sizes as
well as the front-end sizings are optimized using the algorithm. Additionally, the biasing at
each stage is also dictated by the algorithm. More specifically, the common-mode voltage
at the input of the samplers was selected to be 850mV while the constrained common-mode
voltages at the TIA’s input and output were set at VDD/2 or 600mV. The output of the
slicers, which are effectively a 1-to-2 deserialized version of the input data sequence, was
verified in simulation.

Simulation Results

The above design has been implemented at the simulation level and its performance was
verified with respect to the values predicted from the model. Table 4.2 summarizes spec-
ifications for the model and simulated results. The optimized circuit had an overall front
end gain of 5.1kΩ and from the StrongArm sampler’s standpoint, the minimum required
swing at the input (neglecting noise) to resolve successfully at 5Gbps, or 200ns of eval-
uation time per sampler, was measured to be 6mV. This translates to a 1.2µA receiver
sensitivity due to the swing requirement of the sampler. From a noise perspective, the
total input-referred noise contribution from the front-end is 0.04µA (1σ). Thus, the total
simulated input sensitivity is 3.8µA. The total energy per bit for the full RX block is 280
fJ/bit, with the front-end consuming 115 fJ/bit and the samplers plus D2S consuming 165
fJ/bit total. The front-end E/b in this case takes into account the the dummy front-end as
well. From an overall link perspective, the energy breakdown in the laser and TX macro
are 392fJ/bit.
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Figure 4.8: 5Gbps Model-Predicted Receiver Topology with Active-CTLE

Active-CTLE Enhanced 5Gbps Optical Receiver

The algorithm is now used to design a continuous-time linear equalizer (CTLE)-based
optical receiver front-end. The purpose of this design is to show that it is possible to
reduce the noise contribution of the feedback resistor in the front end, as will be discussed
in section 4.4. The circuit is nevertheless presented here for consistency. The full schematic
is shown in Figure 4.8.

Design Overview

The CTLE-based pre-amplifier allows for the preceding TIA stage’s RFB to increase dras-
tically, from 2.3kΩ to 70kΩ. This enhances noise performance while keeping the overall
gain-bandwidth the same. The new low-pass pole of the TIA front-end is then compen-
sated with the peaking of the CTLE block, which adds a zero in the transfer function
from the degenerated RS and CS (see Figure 4.11). The zero location is chosen to be the
dominant pole-location of the TIA, thereby enhancing the overall bandwidth to the target
specification for operation at 5Gbps. The two poles of the CTLE are set to the same
frequency in order to maximize the effective gain-bandwidth of the stage [17].
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Results

The results are summarized in Table 4.2. The overall receiver gain and bandwidth of
the CTLE are approximately that of the standard RX topology, at 5460 kΩ and 5.3GHz,
respectively. The CTLE-based front-end consumes 250 fJ/bit with the samplers consuming
141 fJ/bit. This yields an overall RX E/b of 391 fJ/bit. The main advantage in using
a CTLE-based scheme comes from the input referred noise sensitivity. Here, we observe
0.2µA input sensitivity whereas the standard RX topology had almost double that. In the
CTLE topology, the feedback resistor contributes only 15% of the total front-end noise,
whereas the standard RX topology’s contribution is almost 50%.

DDR 25Gbps Optical Receiver

Design Overview

To better characterize the universality of the model, an optimized optical receiver design
operating in the sampler swing-limited regime is presented. The circuit operates at VDD

of 1.6V in order to allow for enough voltage headroom to utilize cascode-amplifiers as the
basis design for the VA stages, which have an α of 0.4 as opposed to the standard amplifiers
which have an α of 0.29. The StrongArm topology for the samplers as well as the topology
of the D2S converters is retained. In this design, the system operates as DDR (2 samplers)
to show the importance of relaxed timing margin on the sampler’s evaluation period.

Under these constraints, the model-predicted topology is shown in Figure 4.9. All front-
end FETs, resistances, and sampler FETs, are all sized based on the constraints presented
by the algorithm. In the DDR case, M=2

Results

To avoid choking the bandwidth at the input node of the TIA itself, the model-predicted
TIA feedback resistance was 530Ω. This translates to an overall gain of 770Ω in the two-
stage front-end and an overall bandwidth of 18.8 GHz, which meets our programmed target
specification of 0.7*25GHz, or 17.5GHz. At this data rate, the sampler required a minimum
swing of 165mV with a common mode of 840mV. The overall swing-based sensitivity is
therefore 280µA. The rationale for this high sensitivity is as follows: because the system
was operating within the sampler-swing dominated regime and with a fixed number of
samplers for DDR, the algorithm would resort to increasing the laser power to meet the
sensitivity requirement of the sampler instead of adding further amplification stage, which
is not possible due to the bandwidth degradation penalty. In this regime the input referred
sensitivity due to noise is, as expected, very small compared to the sensitivity requirement
due to swing. The overall power breakdown shows 395fJ/bit consumed in the front-end
and 153fJ/bit consumed in the samplers. The total RX E/b is 550fJ/bit.
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Figure 4.9: 25 Gbps Model-Predicted Receiver Topology

QDR 25Gbps Optical Receiver

Design Overview

In the subsequent analysis, we retain the same technology parameters as in the previous
section. However, now, we present a quadrature-data-rate (QDR), M=4 from Figure 4.9,
operation of the receiver, wherein four samplers are utilized to parse the amplified photo-
diode signal. Once again, the design of the front-end as well as samplers is fully predicted
with the tool optimizing for the added capacitive load factor on the final stage of the
pre-amplifiers. In using four phases, the timing evaluation requirements of the samplers
are alleviated by doubling the allocated time for sampling and reset phases, while adding
clocking overhead in the form of quadrature phase generation. In the context of links,
this drastically improves efficiency and extends the crossover point of the noise-limited and
sampler-limited regimes to past 25Gbps, as seen in Figure 4.6.

Results

The QDR receiver performed on par with the DDR in power, gain, and bandwidth met-
rics. However, from a swing sensitivity standpoint, the QDR receiver performed an order
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Figure 4.10: Switching Time-Interleaved 25 Gbps QDR Receiver

of magnitude better. The simulations yielded a swing sensitivity of under 5µA, with a
front-end gain of 760Ω and 20.5GHz net bandwidth. The four samplers and D2S’s were
consuming 153fJ/bit while the front-end was consuming 395fJ/bit for a total 550fJ/bit
being burned on the receiver end. The input referred noise sensitivity for the receiver was
1.8µA, now mostly dominated by the sampler noise.

Because of this ultra-low sensitivity, even though the RX total power stayed approxi-
mately the same for the DDR and QDR cases, the required laser power was substantially
reduced, as shown in Table 4.2.

Switched QDR 25Gbps Optical Receiver

Design Overview

To alleviate the sampling noise contribution of the StrongArm sense amplifiers, a time-
interleaved switching topology was implemented, reducing the load on the VA and allowing
it to provide more gain for a given bandwidth constraint. The schematic is shown in Figure
4.10. By placing a track and hold circuit prior to the sampler array, not only does the sense
amplifier input load capacitance diminish, but the potential effects of kickback from other
sampler clocks is also theoretically reduced. The receiver topology and design process
is similar to the QDR receiver in Figure 4.9. All transistor sizings are model-predicted
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with the biggest difference being in how the Cox,SA capacitance scales. Cox,SA now goes up
linearly with sampler input FET size and is completely independent of the slicing count, M,
as detailed in Section 2. For the purposes of this study, the non-idealities of these sampling
switches (i.e. finite junction capacitance) were not taken into account within this study.
However, the simulation results reflect performance with these non-idealities in place, and
we see no significant difference between the predicted and simulated specifications. This
is because the sampler count, M , is kept to a reasonable value according to equation 4.13.

Results

The results in 4.2 for the 25Gbps Switching QDR receiver show similar performance to
the non-switching. However, the total noise sensitivity is reduced by 10% on account of
the sampler noise contribution reducing, while the noise from the front-end stays relatively
constant. The sensitivity required to overcome the sampler swing is also relatively constant,
with small adjustments made to the input sampler FETs on account of the switching.
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4.4 Sensitivity and energy limits

While the model enables the choice of optimal transistor sizings and system link efficiencies,
it does not immediately provide a deep understanding of the different limits experienced
by such a system. In this section these limits are derived.

As shown earlier, it is possible to alleviate the swing requirement by using an appropri-
ate amount of interleaved samplers. In a similar way, if a sample and hold method is used
as in Section 4.3 to negate the effect of fanout, the dominant noise source comes from the
very front end, which is therefor what this section will focus on.

Front end noise limit

The noise in the front end is dominated by the first amplification stage, which is the TIA
in this case. The two major sources of noise have been given in Equations 4.18 and 4.19,
and their input referred noise current is given in Equations 4.28 and 4.29.

I2n,R = (qfdata)
28π

CPD + Cin,T IA

6.4aF

fTIA

fdata

1

gmr0
(4.28)

I2n,amp = (qfdata)
28π

(CPD + Cin,T IA)2

6.4aF × Cin,T IA

fdata
fT

γ

α(1 + β)
(4.29)

(4.30)

Where fTIA is the bandwidth of the TIA, and 6.4aF = q/Vth where Vth is the thermal
noise voltage. The optimal Cin,T IA that minimizes the sum of both noises is somewhere
between 0 and CPD.

Nevertheless, the feedback resistor noise can be overcome to some extent by increasing
the value of the feedback resistor, and compensating for the bandwidth degradation by
including equalization such as a CTLE stage, as we show in the example circuit in Figure
4.8. The total front end bandwidth is not enhanced in any way since the TIA and the
CTLE stage compensate each other, as illustrated in Figure 4.11, but this enables the use
of a higher resistor value and therefore translates to lesser noise. In Equation 4.28, this
is illustrated by the fact that fTIA is reduced, thereby reducing the input referred noise.
In this way, it appears that the transistor noise is somewhat more fundamental than the
feedback resistor noise, even at low data rates.

Limits at higher data rates

At high data rates, the input referred noise contributed from the transistors is high enough
that laser energy required to overcome it will be the dominant source of power consumption.
In this case the optimal receiver will be optimized purely for noise and not it’s own power



CHAPTER 4. OPTICAL LINK MODELING AND PERFORMANCE ANALYSIS 49

consumption, since it will be negligible. It can be easily derived from equation 4.29 that the
optimal sizing for the input transistors will be Cin,T IA = CPD. This yields the transistor
noise limit, which, expressed in terms of photons per bit is:

nph,min = SNR

√

32π
CPD

6.4aF

fdata
fT

γ

α(1 + β)
(4.31)

Limits in the low datarate case

At lower data rates, the energy will not necessarily be dominated by the laser. If we
consider only the noise from the TIA transistors and the power consumption of the TIA
and the laser, the energy per bit consumption of the link is:

Ebit = SNR VTXIn,ampTbit + ITIAVDDTbit (4.32)

= SNR VTXq

√

8π
(CPD + Cin,T IA)2

6.4aF × Cin,T IA

fdata
fT

γ

α(1 + β)

+ Cin,T IA(1 + β)2πfaVovVDDTbit (4.33)

In this case, there is an optimal size for Cin,T IA. The lower the data rate, the smaller
the input capacitance of the TIA will be in order to minimize power consumption for that
stage. To obtain an analytic expression, we assume that Cin,T IA << CPD, which leads to:

Ebit,opt = 3[πSNR VTXCPD]
2/3[VDDVovγkBΘ]1/3 (4.34)

The surprising conclusion from Equation 4.34 is that the optimal energy per bit in this
case does not depend on the datarate or the speed of the transistors fT when the link
energy is not dominated by the laser power.

E/b power laws

The limit between these two regimes is when we can no longer use the approximation
Cin,T IA << CPD which is only valid when

4(
SNR VTX

2VDDV ∗ )2/3(
qVthγ

CPD
)1/3

1

α(1 + β)
<<

fT
fdata

(4.35)

With the photonics platform described in section 4.2, this leads to fT
fdata

∼ 15 which
clearly states why 25Gb/s is in the laser limited regime, whereas 5Gb/s is in the full
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Figure 4.11: Ideal Transfer Function of A System with Equalization

link limited regime. The power laws for optimal Energy/bit of these different regimes is
summarized in Table 4.3.

Table 4.3: Power laws for E/b limits dependence

Variable TX dominated regime TX and RX balanced regime

Regimes defined by equation 4.35

CPD 1/2 2/3

VTX 1 2/3

fdata 1/2 0

ft -1/2 0

We also express the different energies per bit in terms of the Landauer limit kT:

Table 4.4: Energy per bit in multiples of kT

Optics (low datarate) 3[π CPD
6.4aF

VTX
Vth

SNR]2/3[VDD
Vth

Vov
Vth

γ]1/3

Optics (high datarate) VTX
Vth

SNR
√
32π CPD

6.4aF
fdata
fT

γ
α(1+β)

As can be seen from table 4.4, the energy for communications can be expressed as a the
Landauer limit kT times a number of inefficiencies expressed as ratios from ideal values for
VTX , CPD, VDD, Vov and fT
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Figure 4.12 illustrates the two regimes of operation clearly.
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Figure 4.12: Energy per bit versus datarate, and the asymptotic curves from equations 4.31
and 4.34 (VTX = 40V ; VDD = 0.5V ; Vov = 50mV ; SNR = 7;CPD = 1 fF; fT = 400 GHz)

4.5 Observations in Scaling and Technology

With performance limitations arising from both the quality of the CMOS and photonic
devices, this section aims to study the effects of an improved design platform with respect to
optimized energy per bit. Following the previous analytic analysis, here we utilize the model
and optimization procedure described in section 4.1, and apply it to different hypothetical
technology platforms. This enables the capture of additional effects such as sampler energy
not described in section 4.4. In doing so, we hope to target key bottlenecks in performance
and potential for improvements in the next-generation of integration technologies.

Improvements in Photonics and Interconnects

Parasitics such as coupler losses and photodiode capacitance dominate the platform de-
scribed in table 4.1 and limit the achievable energy efficiency. To study the importance of
the photonic performance, we replace the existing metrics for coupler losses and photodi-
ode capacitance, CPD from 6.5dB/coupler and 20fF to 1dB/coupler and 3fF, respectively,
implying VTX = 15V . In addition, modulator efficiency as low as 1 fJ/bit have been
demonstrated, justifying their omission from this analysis [18].

The results of the analysis are shown in Figure 4.13. As compared with the existing
heterogeneous integration platform, using better photonics shows more than an order-of-
magnitude improvement in link efficiency. Because the price to convert from the photonic
to electrical domain, VTX , is so cheap now, the optimized links at the various data rates
are more receiver-performance limited, as expected intuitively.
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Figure 4.13: Technology Dependent Performance Prediction

Improvements in Photonics+CMOS

To push the boundary of integration technologies altogether, the case where the photonics
and CMOS are both pushed to their bounds is studied. In particular, the same best pho-
tonic specifications from before is used, but now the technology node is scaled to reflect a
theoretical fT of 1THz. The results of the study are shown in Figure 4.13. For lower data
rates, the performance improvement from scaling fT from 150GHz to 1THz is observable
but not drastic and stems mostly from the lower energy consumption of the samplers them-
selves and not the front end amplifier or the laser, as expected from the limits of section
4.4. For the 25G DDR case, however, the improvement is almost an order of magnitude
since the faster amplifiers can provide gain at these speeds. Notice that the last column in
this bar plot shows a 100G DDR receiver, with a theoretical best end-to-end link efficiency
of 20fJ/bit.

While the previous sections show the performance for given technologies, we can reverse
the exercise to deduce the necessary technology properties for a given link efficiency. To
achieve sub 1fJ/bit efficiency at 5Gbps and ft=1000 Thz, this would require CPD=200
aF, VDD=0.5 V, Vov=0.1 V and VTX=10 V. These small photodiode capacitances would
require such a small device that some sort of absorption enhancement would be necessary,
such as a cavity or a metaloptic focusing scheme. At this point the link energy itself is so
small that effort must be redirected to the energy overhead of peripheral blocks such as
clock networks and bias generators.

The performance results for these higher data rates have another interesting trend –
as the CMOS platform performance improves, the energy consumption of the receiver is
mostly limited by the sampler itself. Because we have assumed a StrongArm topology for
the sampler for all data rates of operation, the minimum achievable E/b of this sampler is
far greater than the rest of the link put together. This yields the conclusion that within
the confines of a better platform where photon efficiency is so high, using a simple gain
stage such as an inverter as the sampler is more optimal than having a StrongArm or CML
latch.
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4.6 Ultimate limits

The photodetector capacitance, as seen from equations 4.34, 4.31 is one of the crucial lever
that can be used to diminish the energy used by optical data links. Indeed, the lower the
capacitance of the photodiode, the higher the voltage created by the absorbed photons
will be, easing the SNR requirements on the photoreceiver end. The photodetector ca-
pacitance must also include the wire capacitance leading to the first amplification stage.
For standalone photodiodes and long wirebonds, this means large capacitances on the or-
der of ∼ 100fF , which leads to high energy per bit. With wires having a capacitance of
200 aF/µm, getting rid of this extra capacitance has been the motivation for higher and
higher integration of photonics and electronics, culminating in Silicon Photonics technol-
ogy, where the photonics and the electronics sit on the same chip, allowing for very low
interconnect parasitic capacitance. Heterogeneous integration has enabled photodetector
capacitances as low as a few tens of fF [15], while homogeneous integration strategies have
shown capacitances of just a few fF by putting the first transistors as close to the photo-
diode as possible and therefore almost entirely getting rid of the wire capacitance.

Optimal photodiode capacitance

All the noise analysis derivations that were performed in chapter 3 were done assuming
a small signal regime for the receiver: vs << Vov. If this assumption breaks down, the
transistor noise will no longer be dominated by the bias current but by the signal current,
and will therefore be imposing a constraint on the photon current identical to the photon
shot noise limit. Given the fact that at least 2SNR2 photons must be used to satisfy the
quantum shot noise condition, the signal voltage in that limit is vs = 2SNR2q/(2πCin)

leading to the small signal condition 2SNR2q
2πVov

<< Cin. As shown previously Cin < 2CPD.
This leads to the conclusion that lowering the capacitance of the photodiode will only be
useful down to a certain capacitance:

CPD,min = 6.4aF
Vth

Vov

SNR2

2π
(4.36)

For a bipolar transistor where Vov = Vth, and for a SNR of 7 (BER ∼ 10−12) this leads
to CPD,min ∼ 50 aF . For a MOS transistor with an overdrive voltage of 0.1 V, this means
CPD,min ∼ 13 aF . While making photoreceivers with such small capacitances and high
responsivity is hard, it is not impossible with appropriate light management.

For example, in Germanium, once photons above the direct bandgap are used, the
absorption length lies roughly at ∼ 1µm. This means that if photodetectors with sig-
nigficantly smaller dimensions are to be used, they will have to be accompagnied by an
absorption enhancement scheme in order to maintain acceptable quantum efficiency such
as a dielectric cavity [19] or a metaloptics focusing device.
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Absorbing light in small values with a dielectric cavity

Famously, light in a dielectric medium cannot be focused beyond the diffraction limit,
meaning that the minimal possible mode volume of a cavity will be ( λ

2n)
3, (where λ is the

size of the wavelength in vaccuum and n is the refractive index of the material). If a small
absorbing volume of material Vabs is placed in a half wavelength cavity, and neglecting all
other loss mechanisms, the quality factor Q of the cavity that will allow for full absorption
of the light is

Q = Qint,mat
( λ
2n)

3

Vabs
(4.37)

where

Qint,mat = 2π
n

αλ
=

ϵ′

ϵ′′
(4.38)

is the intrinsic Q factor of the material, n, α, ϵ′, ϵ′′ are respectively the refractive index,
the absorption coefficient, the real and imaginary part of the permittivity of the absorbing
material. For Germanium, Qint ∼ 16, and most semiconductors will take roughly this value
above their direct bandgap.

We can therefore plot out the required quality factor of a ( λ
2n)

3 cavity for full absorption
of incoming light with respect to the dimension of a cube of absorbing material enclosed
in the cavity.

0 0.5 1 1.5 2 2.5
Absorbing Cube Dimension (nm) ×10-7

100

101

102

103

104

R
eq

ui
re

d 
C

av
ity

 Q
ua

lit
y 

Fa
ct

or

0

5

10

15

20

25

30

35

40

Pa
ra

lle
l p

la
te

 c
ap

ac
ita

nc
e 

of
 p

ho
to

di
od

e 
(a

F)

Figure 4.14: Cavity quality factor required for efficient light absorption by a small vol-
ume of Germanium (λ = 1500nm) and parallel plate approximation of the Germanium’s
capacitance
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Reaching the optimal PD capacitance

As pointed out earlier, the optimal photodiode capacitance lies in the few 10’s of attofarads
in order to allow for the incoming photons to induce a high voltage swing at the input of
the first transistors. If we assume a very simple parallel plate capacitor model, a cube of
Germanium 100nm in size will have a capacitance of ∼ 14aF and will require a cavity
with a Q-factor ∼ 200 according to figure 4.14. Naturally the parallel plate approxima-
tion is underestimating the actual capacitance of the photodiode, and is not taking into
account the capacitance of the required wires leading to the first transistor, nonetheless
this is clearly in the realm of the possible: optical cavities with much higher Q factors
have already been demonstrated, and semiconductor devices are made at much smaller
dimensions than required here.

If even smaller absorbing volumes are to be used, it may be impossible to neglect all
other losses mechanisms beyond the absorption from the photodiode itself, such as optical
losses in the contacts leading to the device. Another easier limit of optical cavities to
quantify is the limit imposed by the duration of energy storage. Indeed an optical cavity
used for communications should not store energy longer than the duration of a bit in order
to avoid inter-symbol interference. At 100 Gbps, this limits the cavity Q to ∼ 103 if 1550
nm light is used. Beyond that speed a scheme capable of concentrating light beyond the
diffraction must be used, such as metaloptics.

The path towards the quantum limit

We summarize the different limits in figure 4.15, depending on the photodetector capaci-
tance (and categorized on the level of integration used), and the energy cost of the photons.
Modern optimal communications systems today lie in the top right of the graph in the pi-
coJoule range, due to the large losses in the optical path, as well as very high capacitance
of the photodiodes due to the lack of extremely tight integration.
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Figure 4.15: Energy per bit versus photodiode capacitance, for different wall plug efficien-
cies of photons at the photoreceiver (VTX defined in equation 4.26, Vov = 0.1V, VDD =
0.3V ). In dotted red lines the energy objectives necessary for chip to chip or on-chip optical
interconnects to be viable (from [5])

This shows the great potential for improvement in optical interconnect energy usage,
provided smaller photodiodes and higher integration are used in order to strongly diminish
the capacitance lying before the first amplifying transistor.
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Chapter 5

Phototransistors

Phototransistors are semiconductor devices that take an optical input, and convert that
signal to an electrical signal in the same way as a photodiode while also amplifying it using
transistor action. In that sense they are a monolithically integrated version of a photodi-
ode and transistor. There a large variety of different phototransistor flavors, which closely
follow the different types of transistors: photo-JFETs [20, 21], photo-MOSFETS [22, 23],
bipolar phototransisors (BPTs) [24, 25].

As seen in chapter 3, the capacitance of the photodiode is crucial in determining the
sensitivity of the front end. In this respect, integration of the first stage of gain and
the photodiode makes a lot of sense. Indeed, if one can get rid of all the wire parasitic
capacitance, one can hope to increase the sensitivity of the front end, and reduce the power
consumption of the link. Nonetheless this reasoning has several pitfalls that will be covered
in detail in this chapter. It will be shown that the biasing of phototransistors is problematic,
that phototransistors require more stringent equalization schemes to overcome kTC noise
than TIA front ends as pointed out in chapter 3, and finally that there is a fundamental
mismatch in size requirements for the two functions of the phototransistor: light absorption
and current amplification. While ways of dealing with the last problem will be presented,
it is still hard to justify how a phototransistor may be useful for Telecom applications.
Part of the work presented here has been published in [26, 27].

5.1 How do phototransistors work?

From a first order perspective, the operation of phototransistors is very similar to that of
photoconductors with gain: photons are absorbed and create electron and hole pairs in
the semiconductor, as illustrated in fig 5.1. The holes (assuming the electron is the gain
carrier) then stay in place while electrons can go from the cathode to the anode several
times. Only one conduction electron per hole can traverse the device at a time. The current
coming out of the device is therefore
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Figure 5.1: A simple photoconductor schematic. Holes and electrons created by the in-
coming light provide current carriers that will drift with the applied bias. Electrons (and
holes) may circulate through the device several times

iout = iph
τtransit
τlifetime

(5.1)

where τtransit is the transit time of the electrons through the photoconductor and τlifetime

is the lifetime of the holes in the device and iph is the photon current. For the different
phototransistors mentioned previously, the transit time would be the time for the conduc-
tion electrons to go through the channel in the MOSFET and JFET case and the time to
go from the emitter to the collector for the BPTs.

Naturally this is a very simplified view of photoconductors: holes also contribute to
the current in the device, but due to their lower mobility their contribution will often be
less than that of the electrons, and it is usual to approximate the electrons as the carriers
providing most of the current.

The basic operation of these different devices is described here.

Photo-MOSFET

The operation principle of a photo-MOSFETs is as such: the gate of the device is made of
a semiconductor with a bandgap energy bellow that of the photons used to communicate
the data, such at Germanium for telecom wavelengths. The body of the transistor itself
is made of a larger bandgap material, so that it is transparent (for example Silicon). The
semiconductor in the gate must be doped to be of an opposite type of the body, such as
depicted in figure 5.2, and the device is biased such that the channel of the transistor is
slightly inverted. The band bending created by the biasing of the gate creates a junction
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Figure 5.2: Photo-MOSFET schematic and band diagram of a cross section of the device
with and without illumination

that will separate photocarriers created by the incoming light. Holes (in the case of an
n-doped gate) are then trapped at the gate oxide and invert the channel further, increasing
the source drain current. Once again, each hole trapped at the oxide interface can support
a single conduction electron at a time. The device turns off as holes recombine in the
germanium.

Photo-JFET

For the photo-JFET in [21], the gate of the device is made of Germanium grown directly on
Silicon and its operation relies on discontinuities in the valence band between Germaniun
and Silicon. When light is absorbed in the germanium, the electrons can diffuse to the
gate and be swept by the drain, but the holes are stuck in the Ge by the valence band
discontinuity. These holes provide a bias that modulates the depletion region and therefore
the channel of the JFET , as shown in figure 5.3. Once again, each hole trapped at the
semiconductor interface can support a single conduction electron at a time. The device
turns off as the holes either recombine or jump over the band discontinuity.
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Figure 5.3: Photo-JFET schematic and band diagram of a cross section of the device with
and without illumination

Bipolar-phototransistors

Bipolar phototransistors will be described in much further detail in 5.2. In a BPT, the
entire device is made of a photosensitive semiconductor. Light is absorbed in the base
collector region, and the holes are swept to the base, where they are trapped. They also
provide a positive bias to the base, which lowers the barrier for electrons to flow from the
emitter to the collector, creating the amplified current. Once again, only one electron can
be traversing the device at any time for each hole trapped in the base. The device turns
off as the holes either recombine with electrons or overcome the valence band barrier and
reach the emitter.

Since most of these different phototransistors actually work in very similar ways, only
the bipolar photo-transistor will be studied in detail. The results and conclusions can be
easily generalized to all other type of phototransistors though.

5.2 Bipolar photo-transistors (BPTs)

The idea of using bipolar junction transistors (BJTs) as photodetectors with gain was
introduced by Shockley at the same time he created his first purely electrical device [28].
Bipolar phototransistors (BPTs) have since then been considered countless times [29, 30,
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31, 24, 32] as alternatives to p-i-n and avalanche photodetectors, yet have failed to actually
replace them for telecom applications.

The bipolar transistor itself has seen many improvements since Shockley’s first itera-
tion, one of the most noticeable one being the introduction of a hetero-junction as first
suggested by Kroemer [33]. Vertical scaling and smart device design to reduce stray capac-
itance are also responsible for the continuously improving performance of Heterojunction
bipolar transistors (HBTs). They have been demonstrated in the Silicon-Germanium and
III-V material system with speeds up to 710 GHz [34], have been theorized for speeds up
to the Terahertz range [35, 36] and are currently used in many RF applications as a crucial
element in BiCMOS technology [37].

Basic bipolar transistor theory

An electrical BJT is a semiconductor device composed of three doped region: the emitter,
the base and the collector. The base is doped to be of the opposite type than the emitter
and the collector, so that the transistor can be n-p-n if the the base is p-type, or p-n-p
if the base is n-type. Usually, the n-p-n configuration has the highest performance, as
electrons have higher mobility than holes. Here, unless stated otherwise, it is assumed to
be n-p-n.

The most common biasing scheme is the common emitter scheme, where the emitter is
grounded, and the collector is biased to a positive voltage. The resultant band diagram is
depicted in figure 5.4. The gain β happens between the input base current and the output
collector current:

Ic = βIb (5.2)

DC gain

In short base BJTs, the base current is composed mostly of holes that diffuse from the
base into the emitter and recombine at the emitter contact. The collector current, on the
other hand, comes from electrons that have diffused from the emitter all the way through
the base and are collected by the strong field at the base-collector junction. Therefore the
gain can also be defined as the ratio of electrons to holes flowing between the base and the
emitter, and is thus strongly defined by the properties of that junction. In homojunction
BJTs, the gain is defined by the ratio of doping levels in the base Nab and emitter Nde, the
ratio of the lengths of the baseWB and the emitterWE, and finally the ratio of the diffusion
coefficients for holes in the emitter Dhe and electrons in the base Deb. In heterojunction
transistors, the emitter is made of a semiconductor with a higher bandgap, so that the
energy barriers for the holes to diffuse into the emitter is greater, which adds another term
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Figure 5.4: HBT/BJT schematic and band diagram of a cross section of the device with
and without a base bias. This bias can be electrical as in electrical BJTs, or optical, as for
a phototransistor

to the gain [38].

βhomo =
WENdeDnb

WBNabDpe
(5.3)

βhetero =
WENdeDnb

WBNabDpe
exp

∆EG

kT
(5.4)

where ∆EG is the difference in bandgap between the emitter and base. This means
that in order to have high gain, a BJT must have high emitter doping, a relatively thin
base and that a higher bandgap emitter is advisable. Nevertheless, these requirements are
far from sufficient to ensure that the device can operate well at high speeds.

High frequency operation

At high frequencies, the speed of the device will depend on the different capacitances that
need to charge and discharge. There are two main capacitances that must be taken into
account: the static capacitances and the diffusion capacitance. The former is composed
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of the capacitances created at the emitter-base and collector-base junctions, and can be
easily calculated with the classical parallel plate capacitance formula C = ϵA

d . The diffusion
capacitance is a more subtle charge storage mechanism, and comes from the fact when
electrons diffuse as minority carriers from the emitter to the collector, they carry a certain
amount of charge which must be compensated by extra holes in the base. This leads to
an extra term in the base-emitter capacitance which depends on the amount of current
flowing through the base. The charge stored can be written as

Qstored = ICτF (5.5)

where τF is time it takes an electron to transit from the emitter to the collector. Since
IC results from the electron current being injected from the emitter in a manner analogous
to a p-n junction, we have IC = I0 exp

qVBE

kT , and it can be therefore easily derived that

Cdiff =
∂Q

∂VBE
=

ICτF
Vth

= 6.4aF
τF IC
q

(5.6)

The main effect of the the capacitances is to reduce the gain at high frequencies. This
is best described by the the value of the transition frequency fT which the value at which
the current gain drops to unity, and can be calculated as [38]:

fT =
1

2πrπ(Cstatic + Cdiff )
=

1

2π(τF + Cstatic
IC
Vth

)
(5.7)

where rπ is the small signal resistance of the base-emitter pn junction.

It is clear from 5.7, the transit time τF is a hard limit to the speed a bipolar transistor
can work at and provide gain. The transit time can be expressed as the sum of the individ-
ual time through the different sections of the transistor. The most important contributors
are the base transit time τB and the base-collector depletion region transit time τBCD. To
first order, these can be expressed as:

τF ∼ τB + τCBD (5.8)

τB =
W 2

B

2Dnb
(5.9)

τCBD =
WBCD

2vsat
(5.10)

The transport time across the base results from diffusion and is as expected dictated
by the diffusion constant of holes, and the length of the base. The transit time through
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the base-collector depletion region, on the other hand results from the drift of the electrons
thought the high electric field in the junction. If the junction is biased strongly enough
(which is usually the case), the electrons drift at the saturation velocity vsat. A careful
analysis shows that the charge compensation only needs to happen in half of the junction,
therefore explaining the factor of 2 in the denominator of equation5.10 [39].

Circuit model and noise sources

The simplest model that encompasses the most important considerations for speed and
noise calculation in a small signal framework is the hybrid-π model, shown on figure 5.5
(the figures also includes the current sources that illumination would add, and which would
obviously not be present for a purely electrical BJT). Cπ represents the capacitances be-
tween the emitter and includes the base emitter static junction capacitance CJ,BE as well
as the diffusion capacitance Cdiff from 5.6. Cµ is the base/collector junction capacitance
CJ,BC , rπ is the base emitter dynamic resistance, gm is the transconductance of the tran-
sistor. All can be expressed as:

rπ =
∂VBE

∂IB
=

kT

qIB
=

β

gm
(5.11)

Cπ = Cdiff + CJ,BE =
ICτF
Vth

(5.12)

Cµ = CJ,BC (5.13)

gm =
∂IC
∂VBE

=
qIC
kT

(5.14)

The main sources of noise come from the base current shot noise and the collector
current shot noise. Their noise power follow the form given in chapter 2:

I2n,B = 2qIB (5.15)

I2n,C = 2qIC (5.16)

Bipolar phototransistors

Bipolar phototransistors work in a very similar fashion than electrical bipolar transistors.
The only difference is that the absorbed light creates an additional current source, which
derives not from an electrical input but an optical one. The photons absorbed in the
base-collector depletion region create electron and hole pairs which are separated by the
strong field. The holes accumulate in the base and create the voltage bias that increases
the collector current. Photons absorbed in other parts of the device may contribute to
base current if the holes diffuse their way to the base, but that process can be much slower
since it is driven by a diffusion process. For data communication, the rate at which the
photons must be collected must at least be as fast as the datarate itself. Additionally the
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Figure 5.5: Hybrid-pi circuit model of a bipolar photo-transistor, including base and col-
lector current noise sources.

holes can also recombine before reaching the base and be lost. This is why it is strongly
desirable to capture photons in the base collector depletion region.

Noise analysis

The noise analysis was performed in chapter 3, and it is shown that the sensitivity of a
bipolar phototransistor is (for a low impedance load where the voltage of the collector stays
constant):

nph ∼ 2SNR

η

√

nphI2 + 2π
BBPT

fdata

C

6.4aF
I2 + 2π

C

Cdiff

C

6.4aF

fdata
ft,m

I3 (5.17)

where BBPT is the bandwidth of the phototransistor and:

C = CB + Cdiff = CJ,BE + CJ,BC +
τF IC
Vth

(5.18)

BBPT =
1

2πCrπ
(5.19)

ft,m =
1

2πτ
(5.20)

The first term in 5.17 is due to the photon shot noise, the second comes from base
current shot noise, while the third is the resultant of collector current shot noise. As
described in section 4.3, it is possible to mitigate the effect of the base shot noise by
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decreasing the bandwidth of the phototransistor and compensating for the lower bandwidth
by using an equalization stage after the phototransistor. If we assume that this technique
is used and that the photon shot noise is negligible (which is almost always the case), we
are left with only the collector shot noise, which is optimized for Cdiff = CB:

nph,opt ∼
2SNR

η

√

8π
CB

6.4aF

fdata
ft,m

I3 (5.21)

5.3 Decoupling gain and absorption: a new type of
BPT

The issue with classical BPTs

In classical bipolar phototransistors, the fact that light is absorbed in the base-collector
depletion region comes with certain constraints. Indeed, the transfer time τF of electrons
through the device, which ultimately limits it’s speed, includes the base/collector transit
time τBC = WBC

2vsat
, (where WBC is the physical length of the base collector junction) as

described in 5.9. What this implies is that there is an inherent between high speed and
long absorption region. The absorption length of telecom wavelengths in most materials is
on the order of several microns, whereas the base/collector junction in modern transistors
is on the order of tens of nanometers. There is therefore a mismatch of several orders
of magnitude between the two, which implies that in a conventional topside illumination
structure where the absorption length and the base collector junction are on the same axis
it is impossible to have a phototransistor that is both fast and has high absorption efficiency.

This problem also appears for classical pin photodiodes, and has been alleviated by
moving the absorption length to a different dimension perpendicular to the junction [40],
which effectively decouples the absorption length from the junction length. This trick can
also be employed for a BPT, but it implies a large area for the base/collector junction,
which in turn means a high base capacitance. Indeed the base/collector junction has a
very large capacitance per unit area since it must be short to ensure high speeds. This has
adverse effects for the device sensitivity, as seen in equation 5.21.

In short, for a conventional BPT structure, the absorption volume cannot be made
large enough without sacrificing speed and sensitivity.
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Decoupling gain and absorption

Selectively implanted collectors (SIC) in electrical HBTs, and using it for
phototransistors

The layout of BJTs and HBTs has considerably evolved since Shockley’s implementation,
and modern HBTs used in BiCMOS look nothing like his first device. One crucial im-
provement has been the implementation of a selectively implanted collector (SIC) [41]
which keeps the area of the base/collector junction comparable to the emitter/base junc-
tion and therefore minimizes it’s capacitance, while still allowing the base to have a large
area so that it can be electrically connected as shown in figure 5.6. The SIC is done by
implanting through the base before the emitter is epitaxialy grown. On the sides of the
SIC, a junction between the base and the subcollector is present with a depletion region
much longer than the base/SIC junction, and therefore much lower capacitance.
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Figure 5.6: Schematic of modern high end heterojunction bipolar transistor. The selectively
implanted collector enables short transit time and low capacitance.

Using this junction as the absorption region is a golden opportunity for BPTs: indeed
it has a large absorption volume, yet its capacitance is very low. Any photons absorbed in
this region will directly behave as base current, just as if they had been absorbed in the
base/SIC junction. Holes will drift to the extrinsic base, where they will become majority
carriers and bias the base positively. Naturally the photocarrier collection is slower than
if it were happening in the base/SIC region since they have to transit through a longer
junction, but the speed of the transistor itself which is defined by the length of the junction
under the emitter and is the true bottleneck, is virtually unchanged. The only requirement
for photocarrier collection is that it be relatively faster than the bit duration.
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Figure 5.7: Schematic of an optimized BPT with decoupled absorption and gain region

This effectively decouples the gain region of the BPT from the absorption region, en-
abling the detector to have low capacitance and maintain high speed while keeping a large
absorption volume, as depicted in figure 5.7. The area of the base/subcollector junction
can be made much larger than the base/SIC junction before the extra capacitance starts
strongly affecting the device performance.

For example, a typical capacitance for a modern 300 GHz HBT in 130 nm technology
(emitter width) [37] will have a total base depletion capacitance of roughly 38 fF/µm2,
whereas a junction 300nm deep in Germanium has a capacitance of only 0.47 fF/µm2.
The depth of the subcollector/base junction that serves as the absorption region could also
be made deeper to further reduce it’s capacitance, the limit being the speed at which pho-
tocarriers have to be collected, and the length a SIC can practically be made. Naturally



CHAPTER 5. PHOTOTRANSISTORS 69

if one wishes to work at the telecom wavelength, a semiconductor (such as Germanium)
that absorbs at the appropriate wavelength must be used to fabricate the device.

Using the subcollector/base junction as the photon absorption region opens the door to
a fast, low capacitance phototransistor with a large absorption volume. While a material
system change is necessary in order to work with telecom wavelengths, the basic technology
brick is already present with modern HBTs, offering its self-aligned fabrication methods
and device understanding.

Proof of concept simulation results

In order to illustrate and demonstrate the operating principle of the device, it was simulated
using a drift diffusion solver [42]. To demonstrate the effect of the SIC, a BPT was
simulated with and without the SIC implant and the speed response of the device to an
optical excitaiton was calculated. The device simulated was made of Germanium grown
on a n-doped (1e19/cm3) Silicon substrate serving as the sub-collector. The germanium
layer simulated was 400nm thick, and undoped, except for the top 50nm, which served as
the doped base layer (p-type 2e18/cm3). The emitter window was simulated to be 100nm
made. The SIC implant is performed through the emitter window before the deposition of
the emitter, which is made of highly n-doped poly-Silicon (2e19/cm3). The lateral size was
2 µm. The collector was positively biased to 0.3V an a base current was applied to reach
the optimal bias point. For the purpose of this proof of concept the capacitances of the
contacts were assumed to be zero, which is unrealistic and will be discussed in 5.4. The
frequency response to an optical signal was calculated for both a device with and without
the SIC and the results are shown in figure 5.8.
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Figure 5.8: Comparison of speed response with and without the selectively implanted
collector

It is clear that the gain-bandwidth of the device is drastically improved with the SIC.
Nevertheless the absoption volume is roughly the same for both devices. This proves that
SIC can be used to drastically improve the capacitance and speed of BPTS.
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In order to further demonstrate the breakdown of the gain-bandwidth and optical ab-
sorption tradeoff, a similar device was simulated where the lateral size of the device was
modified and the transition frequency fT was calculated. The results are shown in figure
5.9, and clearly show that the absorption length of the device can be made longer with
only a minor effect on the device fT .

Figure 5.9: (a) Electrical transistion frequency and optical absorption efficiency for BPTs
with different absorption lengths, (b) Gain versus frequency for a 1µm long device for an
optical and an electrical excitation

5.4 Remaining issues with phototransisors

While the optimized BPT presented in 5.3 solves one of the major limitations of classical
phototransistor by decoupling the gain and the absorption region, a number of issues still
plague phototransistors if they are to replace photodiodes for telecom applications.

First comes the inherent difficulty of making a good transistor with a low bandgap
material such as Germanium, which is very susceptible to avalanche latchup, but these
difficulties can be engineered out and are not fundamental in nature.

Other issues though are more systematic and can only be solved by radical changes in
in the system architecture.

Biasing

The first issue concerns the biasing of the transistor: in order for the phototransistor to
have an acceptable speed and therefore noise performance, the base must be biased with a
certain amount of current to reach it’s optimal operating point. This usually means having
a current source connected to the base with a wire. The entire point of using a photo-
transistor was to get rid of any wire that contributes to capacitance on the photoreceiver,
so bringing in a wire to provide the bias current mostly defeats the purpose of making a
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phototransistor.

Another way to bias the phototransistor is to use light itself. Indeed since the device is
photosensitive by design, one can imagine using a close by light source to bias the device
to the optimal point. Naturally this adds significantly to the complexity of the system.
Nevertheless it is expected that such a device would be used in an environment where
transmitters and therefore light sources would also be present, so that taping into these
sources might not be excessively complicated.

Self biasing from the DC component of the light present in the datastream is also
an option, but poses serious challenges due to the fact that their could be an important
shift in the bias point depending on the data: indeed long runs of ZEROs or ONEs of
an unbalanced stream of data will shift the ”instantaneous” DC point of the data stream.
Having a controlled DC component to the stream of photons is also highly undesirable as
the energy cost of generating those photons will be very important.

kTC noise

The sensitivity of multiple different front ends including the TIA and the BPT were derived
in chapter 3. The results are reiterated here:

nph,T IA ∼ 2SNR
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nph,BPT ∼ 2SNR
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fdata
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The second term in both expression comes from the base current shot noise for the BPT
and the feedback resistor Johnson noise for the TIA, and are often referred to as kTC noise.
It’s value is inversely proportional to the value of the emitter-base dynamic resistance of
the BPT and the feedback resistor in the TIA. As illustrated in 4.3, they can be reduced
by decreasing the bandwidth of the front end which can be done by increasing the value
of the feedback resistor in the TIA case, and increasing β in the BPT case. Nevertheless
it should be noted that in the case of the TIA, the negative feedback allows for significant
bandwidth enhancement for the same resistance value, leading to a noise power lower by
a factor Gint

2 . This implies that in order to reach the same kTC noise performance, the
bandwidth must be significantly lower for the BPT, and the DC gain equally higher. High
DC gain can cause a problem of dynamic range if there is a strong DC imbalance of the
signal, such as when a long stream of ONES or ZEROS in the data happens.

In short the kTC noise is much worse for a BPT than a TIA scheme. Naturally the TIA
scheme requires more than just one device, and therefore will most likely have a slightly
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higher capacitance. Nevertheless if these are very tightly integrated on the chip the wires
can be small enough that they only contribute a minor part of the total input capacitance,
and the overall performance of the TIA scheme will be superior.

5.5 Conclusion

The exploratory study of using phototransitors for telecom applications has yielded a new
type of phototransistor where the absorption medium and the gain region are decoupled,
enabling fast devices with low capacitance and a large absorption region. These new
phototransistors could have a variety of applications outside of the communications world
such as in imaging. Nevertheless, for interconnect applications, since the main purpose
of using a phototransistor is to keep the capacitance of the device as low as possible by
avoiding attaching any wires to the photosensitive part of the device, this unfortunately
leads to many complications in the design of the system. First off a bias current is necessary
for the phototransistor to be at the optimum operation point, and while a light biasing
scheme is possible, it seems like a very impractical solution. Additionally this prohibits the
use of feedback schemes which can greatly enhance the bandwidth and consequently reduce
the kTC noise. Ultimately, a photodiode and a transistor are two devices with very different
requirements from many different standpoints (bandgap, size) and while integrating them
together does offer the possibility of getting rid of a wire capacitance, it also carries major
system design issues. Overall, if the devices can be tightly integrated, the capacitances of
short wires connecting them can be virtually negligible and it is very difficult to see a path
where phototransistors would provide better performance than separate photodiodes and
transistors.
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Chapter 6

Shape optimization for Silicon
Photonics

As demonstrated throughout this work, high efficiency optical communication require ex-
tremely tight integration of electronics and photonics in order to reach low capacitances.
One of the most promising platforms for this is Silicon photonics. Nevertheless managing
light at the nanoscale comes with many challenges, and the efficient design of nano-optical
components is still an unsolved problem. In this chapter, a design methodology based on
shape optimization using the adjoint method is presented.

The material here has been previously published in [43]

6.1 Introduction and motivations

Silicon photonics offer the unique ability of managing light through sub-wavelength Silicon
waveguides patterned on chip, enabling extremely tight integration of photonic compo-
nents and conventional CMOS electronics. Consequently, functions that previously re-
quired many separate components may now all be performed on single chips, reducing
their cost, energy consumption and size [44].

Nevertheless a number of challenges remain, one of them being the efficient manage-
ment of light at these scales. Indeed, while straight Silicon waveguides can have extremely
low loss and enable excellent transport of light throughout the chip, other functions (such
as splitters, waveguide crossings, multimode interferometers) suffer from the presence of
evanescent fields outside the waveguide and imperfect reflections at the Silicon/oxide in-
terface. These induce scattering loss, which can be highly detrimental to the total system
performance. For this reason, a significant effort in photonic device topology optimization
has taken place recently. This has drastically reduced the losses in Y-splitters [45, 46],
crosstalk and insertion losses in waveguide crossings [46, 47], along with other more exotic
components [47] and is effectively enabling better photonic circuits.
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Most of these optimizations are based on heuristic optimization methods such as genetic
optimization [47], particle swarm optimization [46, 48], or other hybrid methods tailored
for specific problems [49]. Heuristic optimization relies on a somewhat limited parameter-
ization of the solution space and subsequent random testing of a large number of different
parameter sets. Because of the high computational cost of solving Maxwell’s equations,
these optimization methods may only be applied to relatively simple geometries, as they
require the testing a very large number of different solutions in order to find a satisfactory
one.

While this is perfectly suitable for the simple problems mentioned above, these meth-
ods will fail to perform in a reasonable amount of time for more complex geometries and
functions. It is therefore necessary to have a more efficient way of performing topology
optimization for general purposes. In the shape optimization approach presented here,
shape derivatives play an important role. In this paper we present an adjoint method to
calculate shape derivatives by wrapping an inverse algorithm around commercial Maxwell
solvers. Such efficient gradient descent methods unlock the possibility to optimize partic-
ularly complex structures, which has not previously been possible.

6.2 Presentation of the adjoint method for
electromagnetic problems

The adjoint method enables the computation of shape derivatives at all points in space,
with only two electromagnetic simulations per iteration. It has been extensively used for
shape optimization in mechanical engineering [50, 51, 52] but has seen more limited use
for photonic components [53, 54, 55, 56, 57], and more recently quantum electronics [58].
Mathematical derivations of the adjoint method are available in optimization textbooks [51,
59]. Here, a very simple example that intuitively illustrates the mathematical procedure
when it is used in the context of electromagnetism is presented.
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�
Figure 6.1: Adjoint method schematic: two simulations are needed for every iteration; the
direct and the adjoint simulation. Sources for each simulation are drawn in red

In this example, the absolute value of the electric field at a given point x0 is maximized,
given a geometrical region Ω in which the electric permittivity ϵ at every point can be
changed. That Figure-of-Merit is

FoM = |E(x0)|2 (6.1)

(vectors are written in bold). The change in figure of merit for a small change of
dielectric permittivity ∆ϵr of volume ∆V at x in Ω is

∆FoM = ℜ
[
Eold(x0) ·∆E(x0)

]
(6.2)

where Eold(x0) is the value of the electric field at a given point before any change
and ∆E(x0) represents the change in electric field when the small dielectric modification
is performed. Some algebraic manipulations are needed to arrive at the derivative. The
change in field at x0 can be written for a small enough volume perturbation ∆V :

∆E(x0) = GEP (x0, x)p
ind = ϵ0∆ϵr∆VGEP (x0, x)E

new(x) (6.3)

where GEP is the Maxwell Green’s function relating the electric field at x0 to the
induced polarization density pind at x in the infinitesimal volume ∆V . Enew is the electric
field given the new dielectric distribution. If the change ∆ϵr is small enough, Enew(x) ∼
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Eold(x) can be used as an approxiation. Noting that for binary structures ∆ϵr is not small,
but ∆V can be the small parameter for the derivative. A similar line of reasoning results
in almost the same final equation, albeit taking care to distinguish which components of
E and D are continuous across the boundary [57, 60, 61].

6.2 can be rewritten as

∆FoM

∆ϵr
= ϵ0∆V ℜ

[
Eold(x0) ·

(
GEP (x0, x)E

old(x)
)]

(6.4)

Using the reciprocity of the Green’s function GEP (x0, x) = GEP (x, x0)T :

∆FoM

∆ϵr
= ℜ

[(
ϵ0∆VGEP (x, x0)Eold(x0)

)
· Eold(x)

]
≡ ℜ[Eadj(x) · Eold(x)] (6.5)

The mathematical method can be understood from the new adjoint electric field:

Eadj(x) = ϵ0∆VGEP (x, x0)Eold(x0) (6.6)

which is the electrical field induced at x from an electric dipole at x0 driven with am-
plitude ∆V ϵ0Eold(x0), as illustrated in fig 6.1. Thus, the gradient of the Figure-of-Merit
can be obtained with only a single simulation, even though it provides the derivative with
respect to permittivity at every point in the computational region Ω. The term Eold(x0)
is readily available from the original forward simulation.

Therefore with just one forward simulation (which is needed to calculate the FoM in all
optimization schemes) plus one adjoint simulation, the shape derivative can be obtained
over the entire design region, for arbitrarily many degrees of freedom. With the gradient
of the Figure-of-Merit calculated, changes in the geometry can be introduced proportional
to the gradient, known as the gradient descent method. Applied iteratively, this can then
lead to an optimum. For a more detailed and general study of the adjoint method and
more complex Figures-of-Merit, see [60].

The adjoint method is also extremely attractive since the overall iterative scheme can
be wrapped around a commercial forward solver, such as the one used in [62].

6.3 Y-Splitter optimization example using the level
set method for shape representation

A Y-splitter for λ=1550nm vacuum wavelength light was optimized by the adjoint method
to compare with state of the art Silicon photonic components optimized up to date[46]. The
material system (Silicon waveguide, Silicon dioxide cladding) and the constraints of small
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overall dimensions and minimum feature size were kept the same as in [46]. For the mini-
mum feature size a minimum radius of curvature of 200nm was imposed. The waveguide is
220nm thick, the most common choice for Silicon photonics. The two waveguide branches
and their junction at the end of the splitter were left to be the same as in [46], although they
also could have easily been optimized. The design region was the central 2µm×µm domain.

The method used in [46] is particle swarm optimization, which consists of calculating
the Figure-of-Merit for a large population of randomly generated solutions and having the
population evolve at every iteration using the information collected in the previous tests,
until a satisfying solution is reached.

�
Figure 6.2: Top view of the optimized silicon splitter geometry obtained after 51 iterations
of the Steepest Descent algorithm. Only the designable region geometry was allowed to
change. The Silicon waveguide is 220nm thick, and the cladding is Silicon dioxide

By contrast, the adjoint method provides shape derivatives over the entire design re-
gion. The level set method, developed by Sethian and Osher [20], was chosen to represent
the geometry. This enables a more flexible representation of a larger design space than,
for example, spline interpolations used in [46, 47, 48]. Level sets are particularly usable
within an adjoint approach, since a very large number of shape derivatives are inside the
Level Set, compared to the feasible number of variables in stochastic optimization. Note
also that level set methods impose two-phase, binary materials throughout the optimiza-
tion, compatible with practical engineering, but in contrast with [53], which optimizes a
continuously variable permittivity.

The Figure-of-Merit that we employed was transmission into the fundamental mode of
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the bent output waveguides, which can be obtained from Poynting vectors:

FoM =
1

8

|
∫
E×Hm · dS+

∫
Em ×H · dS|2∫

ℜ(Em ×Hm) · dS
(6.7)

where Em and Hm are the field profiles of the fundamental mode at the surface S , while
E and H are the actual fields from the direct simulation at that surface. Thus equation
6.7 is the power transmission, corrected for the mode overlap.

Adapting the adjoint equation 6.6 to the new figure of merit 6.7 (and employing an
additional magnetic Green’s function, GEM , and magnetic symmetries [60]), the adjoint
field is:

Eadj(x) = A

∫ (
GEP (x, x′)Hm(x′)× n−GEM(x, x′)

n× Em(x′)

µo

)
dS (6.8)

with

A =
1

4
ϵ0∆V

∫
Eold ×Hm · dS+

∫
Em ×Hold · dS∫

ℜ(Em ×Hm) · dS
(6.9)

where GEM(x, x′) is the electromagnetic Green’s function expressing the electric field
at x due to a magnetic dipole at x′.

The adjoint simulation described Eq’n. 6.8 consists of sending the desired mode back-
wards into the splitter. This is analogous to Eq’n. 6.6, where the adjoint source was located
at the measurement point of the Figure-of-Merit. This source problem can be solved with
a standard Maxwell solver. FDTD is perfectly suited for this propagating wave problem.
Also analogous to Eq’n 6.6 the phase of the adjoint source is set using Eold and Hold , from
the forward simulation, as described in Eq’n 6.9. Once the adjoint simulation is performed,
the derivative of the Figure-of-Merit with respect to dielectric permittivity at every point
in the design region is calculated by combining the forward and adjoint simulations results
into Eq’n. 6.5. FDTD is perfectly suited to solve the direct and adjoint problem, which
consists of propagating waves in a dielectric.

This derivative is then used to modify the geometry of the splitter. Since a level set
description of geometry is employed, the derivative is used as a velocity field to modify
the level set shape. This has the effect of pushing out the geometry boundary when the
derivative is positive and pushing it in when it is negative. Since the refractive index if Sil-
icon is higher than that of Silicon dioxide this implements the imperative of the derivative
at every point: The Figure-of-Merit benefits from an increase in the dielectric permittivity
where the derivative is positive and vice-versa. The step-size criterion for each iteration is
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�
Figure 6.3: Coupling efficiency evolution during the optimization. The switch from 2d to
3d FDTD is visible at iteration 41. For comparison, the previous record of ref. [46] was
-0.13dB and required 1500 simulations.

a fixed area of changing type in 2d, and a fixed volume in 3d.

The device was first optimized using 2d finite difference time domain (FDTD) simu-
lations of a structure extruded infinitely in the 3rd dimension. In 2d, the effective index
method is used and the Silicon is assigned the fictitious refractive index=2.8, which mimics
the proper in-plane wavevector of the correct 3d mode. Once iterative progress stopped
in 2d (41 iterations), the problem was transferred to 3d for more iterations. Naturally the
first 3d iteration is not as good as the optimized 2d device, since the effective index method
is only an approximation. The optimal structure was computed within 51 iterations (102
simulations), achieving a record low insertion loss -0.07dB. By comparison, ref. [3] achieved
a minimal insertion loss -0.13dB, after 1500 simulations using particle swarm optimization.
(Note that for such small attenuation, the simulation results are very sensitive to the sim-
ulation parameters, which may not have been perfectly identical to ref. [46]).
Thus adjoint steepest descent, with much lower computational cost, can yield as good or
better results than particle swarm optimizations, which take no advantage of the underly-
ing Maxwell equation physics.

The figure of merit evolution, as well as intermediate optimization steps, is presented
in Figs. 6.3 & 6.4 respectively. There is a visible change between the 2d solution and
the 3d solution, with a non-negligible efficiency improvement. This 3d improvement was
only possible with the adjoint method, as the 3d computational cost limits the multiple
simulations in particle swarm methods. The electric field intensity distribution of the fi-
nal iteration is shown in 6.5. The large operating bandwidth of the optimized structure
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�
Figure 6.4: Geometry evolution during the optimization process and total coupling effi-
ciency to the output waveguides. Iter indicates the iteration number, and the insertion
loss is given in dB. The optimization is first carried out using a 2d approximation with an
effective waveguide index=2.8, which mimics the 3d in-plane propagation constant. The
final iterative steps are carried out in full 3d FDTD.

is shown in6.6. and is good indication of the robustness of the design generated by the
optimization.

6.4 Conclusion

As photonic and wireless components become an increasingly important part of electronics,
it is evident that many problems will require electromagnetic optimization. The computa-
tional cost of solving Maxwell’s equations is significant, and inefficient design optimization
algorithms will become unacceptable. It is shown here that the adjoint gradient decent
method for shape optimization of sub-wavelength photonic devices can be readily imple-
mented by embedding commercial Maxwell solvers within an inverse optimization algo-
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�
Figure 6.5: Simulated field intensity |E|2 for the optimized structure at λ=1550nm for a
slice in the middle of the device.

�
Figure 6.6: Simulated insertion loss of the optimized device for wavelengths between 1.5 and
1.6 µm. The broad operating spectrum of the device is a good indicator of the robustness
of the design.
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rithm.

For exploration of larger solution spaces where local optima may exist, this method
may be augmented with a clever choice of Figure-of-Merit, as well as global optimization
routines such as simulated annealing to provide efficient and powerful automated design of
photonic components.

Adjoint-gradient-steepest-descent has already beaten the previous record for a manu-
facturable splitter within current Silicon photonics technology, at much less computational
cost than previous methods. This opens the pathway to a more systematic, efficient, pho-
tonic component design optimization.
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Appendix A

Sampler modeling and α and β
factors

A.1 Alpha and Beta Factors

In the model, two factors are used to characterize the individual gain stages: α = fa
fT
, the

ratio of the gain bandwidth to fT of a replica loaded stage, and β = Cout
Cin

, the ratio of input
to output capacitance. Here we calculate α and β for simple gmRL topology and cascode
stages for the 65nm platform used.

α-factor Derivation

For a simple gmRL topology we have

Cin = Cox + ACgd (A.1)

where the second term accounts for the Miller Effect, and Cout = Cgd +Cds. For a cascode
stage, we have

Cin = Cox + Cgd (A.2)

Given that Cox = 0.5fF/µm, Cgd = 0.2fF/µm, Cgs = 0.27fF/µm, we have α = 0.36 for
a standard gmRL stage and α = 0.4 for a cascode stage.

β-factor Derivation

With the expressions given above, it is easy to show that β = 0.29 for gmRl stages and
β = 0.4 for cascode stages.
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A.2 Sampler Analysis

The role of the sampler is to bring the signal coming out of the amplifier to logic levels
so that the digital circuit can effectively process it at the output. Most samplers rely on
a positive feedback latching mechanism, such as a cross coupled inverter pair in order to
achieve exponential gain and recover digital levels from extremely low signal voltages. The
sampler analyzed here, and depicted in figure 4.2 is known as the StrongArm, but the
presented analysis and trends can be generalized to a large family of sampler topologies,
such as CML-based samplers or more exotic techniques such as double-tail sampling.

StrongArm Operating Principle

Before the sampler starts evaluating, the clock is down, and the nodes P,Q,X and Y are
brought up to VDD by the reset transistors driven by clock, φ. The evaluation starts when
the clock goes up, and is composed of two periods,: the sampling period, where in the
nodes P,Q, X and Y discharge through M1, M2, M3, M4 and M7, building a differential
voltage on nodes X and Y. The sampling period ends when VX,Y reach VDD − Vth,P and
the cross coupled inverters composed of M3, M4, M5 and M6 turn on. The regeneration
then starts and the differential voltage on nodes X and Y is amplified to logic level by the
latch.

Sampling Period

The sampling phase can itself be divided into two separate phases. The first, during which
only M1 and M2 are on, discharges nodes P and Q until they reach VDD − Vth,N . The
common mode voltage VPQ behaves as VDD − I1t

CPQ
where I1 = gm1,2VCM is the current

drawn by the common mode and lasts t1 =
Vth,NCPQ

I1

The second phase starts when M3 and M5 are also on, therefore discharging nodes X
and Y. It ends when VXY = VDD − Vth,P . The common mode behaves according to

VXY = VDD − I1
CPQ + CXY

[(t− t1)

[(t− t1) + τ(exp(−t− t1
τ

)− 1)] (A.3)

where τ =
CXYCPQ

gm,3(CXY + CPQ)
(A.4)

(A.5)
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There is no closed form solution to determine when nodes XY reach VDD − Vth,P , but
if τ is small compared to Vth,P (CPQ + CXY )/I1, which is usually the case, the end time of
the second sampling phase may be approximated as

t2 ∼
Vth,P (CPQ + CXY )

I1
+ τ + t1 (A.6)

The differential mode, during the second phase, can be shown [12] to follow the equation:

d∆VXY

dt
=

gm3,4

CXY
(1− CXY

CPQ
)∆VXY − gm3,4

∆It

CPQCXY
(A.7)

∆VXY (t) =
gm,1

CXY − CPQ
(t− t1 + τ∆(1− exp(

t− t1
τ∆

)) (A.8)

τ∆ =
gm,3

CXY
(1− CXY

CPQ
) (A.9)

Since CXY is usually greater than CPQ, τ∆ is usually negative, and there is no regener-
ation gain during the sampling period. The sampling gain can be approximated as

G ∼ Vthresh

VCM − Vthresh

CPQ + CXY

CXY − CPQ
(A.10)

Regeneration Period

Once the top PMOS transistors turn on, the regeneration period starts. The approximation
is made that only the cross-coupled inverter pairs are on, providing positive feedback gain,
with a time constant

τreg =
gm,3 + gm,5

Cin,D2S + Cout,SA
(A.11)
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