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Abstract

Ultra Low Noise Preamplifier Design for Magnetic Particle Imaging

by

Quincy Le Huynh

Master of Science in Electrical Engineering and Computer Science

University of California, Berkeley

Professor Steven Conolly, Chair

Diagnostically relevant medical imaging systems require high signal to noise ratio (SNR) for

high fidelity. Tracer modalities, such as Magnetic Particle Imaging (MPI), must have high

SNR for excellent detection sensitivity. Stem cell scientists and physicians would prefer to

see even a single stem cell inside the body, but all conventional whole-body imaging methods

today are limited to 10,000-cell sensitivity. Recent publications in Professor Steven Conolly’s

lab demonstrated 200-cell sensitivity with MPI, and that was performed without ultra-low

noise preamps. In this report, I will present techniques to design an ultra low noise wide-

band preamplifier for MPI applications, specifically for the arbitrary waveform relaxometer

(AWR) used in the Professor Conolly’s Berkeley Imaging Systems Laboratory (BISL). The

AWR is used to characterize magnetic particles and optimize MPI drive waveforms for in-

vitro biosensing and in-vivo imaging with MPI. Wideband low noise design requires many

considerations, e.g. bandwidth, averaging, and input stage topologies. For each technique

presented, I will discuss advantages and disadvantages, thus emphasizing the end goal of

designing a wideband preamplifier with the ultimate goal of reaching a possible 1-5 cell

sensitivity physical limit for MPI.
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Chapter 1

Introduction

1.1 Magnetic Particle Imaging

Magnetic Particle Imaging (MPI) is a new tracer-based molecular imaging technique that

detects and quantifies the intense magnetization of superparamagnetic iron oxide (SPIO)

tracers in the body [1]. Tracer imaging modalities are usually functional imaging modalities

that employ a tracer such as radioactive labels, or in MPI’s case, a magnetic nanoparticle.

This unique contrast mechanism, combined with its use of low-frequency magnetic fields and

clinically safe magnetic tracers, enables MPI to produce clinical-grade images with zero tissue

signal attenuation, high contrast-to-noise ratio, and high sensitivity, all with a better safety

profile than nuclear medicine. Like Magnetic Resonance Imaging (MRI), MPI is bound by

Magnetostimulation and Specific Absorption Rate (SAR) safety limitations. Since it is a

tracer modality, MPI is best compared to other gold-standard tracer imaging techniques,

such as nuclear medicine (PET, SPECT and scintigraphy). However, MPI has no radiation

dosage. Applications of MPI include angiography, strokes, stem cell tracking, lung perfusion

imaging, traumatic brain injury imaging, white blood cell tracking, and gastrointestinal bleed

imaging among many other highly critical medical imaging applications [2–8]. Examples are

shown in Figure 1.1. Tracer imaging modalities like Positron Emission Tomography (PET)

only give an image of the tracer distribution, with no anatomic information. PET images

are often paired with anatomical imaging modalities such as Computed Tomography (CT)

to give an anatomical reference [9]. Like PET/CT, we sometimes pair MPI with CT as an

anatomical reference.
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CHAPTER 1. INTRODUCTION

Figure 1.1: MPI/CT Images of Mice for Various Applications. Since MPI is a tracer modality
is often co-registered to an anatomic reference scan like CT, X-ray, or MRI. Multimodality
imaging techniques provides morphofunctional information to clinicians and researchers in a
way that couldn’t be done with just one modality [10].

MPI works by constructing a magnetic gradient field with a field free region (FFR) using a

magnet with a gradient G (units of [T/m]). The FFR can be a point (FFP) or a line (FFL).

The Berkeley Imaging Systems Laboratory currently has one of each type of scanner shown

in Figure 1.2.

Figure 1.2: BISL’s FFP and FFL Scanners. A) 7 T/m Gradient FFP (Gertrude) and B)
6.3 T/m Gradient FFL (Helga). Built by researchers in BISL, these two scanners were
the first MPI scanners built in North America. They were built for murine (mice) imaging
experiments.

The FFR is where the magnetic field H(x, t) = 0. As the field free region crosses the magnetic

particle, its magnetization changes, which induces a voltage signal that we then amplify and

send to our data converter using the principle of reciprocity shown by Hoult et al. [11].

ζ = −B
∂m

∂t
(1.1)

where B is the field that is generated by the coil per unit current (units of T/A) and m is

2



CHAPTER 1. INTRODUCTION

the magnetic moment of the magnetic nanoparticle (units of A·m2).

We scan an image by driving a Helmholtz coil, thus moving the FFR by applying a time

varying homogeneous offset field H0(t).

H(x, t) = H0(t)−Gx (1.2)

We can solve for where this FFR is by solving for x when H(x, t) = 0 and rewriting the

equation for the magnetic field at a given point in space.

xFFR(t) = G−1H0(t) =⇒ H(x, t) = G(xFFR(t)− x) (1.3)

The knowledge of where the instantaneous FFR is at any given time allows us to reconstruct

the image by mapping the voltage time domain signal back to a spatial grid. In an ideal

medical imaging system, a single point source (e.g., a small amount of nanoparticles) should

yield an impulse at the output. In actuality, the impulse response or point spread function

(PSF) is a blur that can be characterized with some full width half max (FWHM) to deter-

mine the resolution of the image. The change in magnetization of the magnetic particle is

accurately described by the Langevin function which looks like a sigmoid, shown in Figure

1.3. The magnetization as a function of the applied field H is

M(H) = NmL(kH) (1.4)

where N is the number of particles, m is the magnetic moment of a spherical particle, k is

a property of the magnetic nanoparticle, and L is the Langevin function.

L(kH) =
1

tanh(kH)
− 1

kH
(1.5)

Its derivative is a well-behaved function that describes the change in magnetic flux and

therefore is the PSF of the basic MPI system, shown in Figure 1.4.

dL(kH)

d(kH)
=

1

(kH)2
− 1

sinh2(kH)
(1.6)

3



CHAPTER 1. INTRODUCTION

Figure 1.3: Langevin Function Figure 1.4: Point Spread Function

Figure 1.5: Two Particles In Space Figure 1.6: Two Particles in Time

Since the behavior of the changing magnetization of particles due to the moving FFR and

the locations of the particles in x-space can be modeled as a convolution, MPI is a Linear

and Shift Invariant system (LSI) [13].

s(t) ∝ ρ(x) ∗ h(x)
∣∣∣
x=xFFR

(1.7)

Where h(x) =
∂L(Gx/Hsat)

∂x
(Langevin derivative evaluated at the FFR) and ρ(x) is the

particle distribution in space [particles/m].

For example, if the system encounters two particles during the scan spaced apart by some

length, the magnetization will be similar to what is shown in Figure 1.5 and the signal in

the time domain will be read out as shown in Figure 1.6.

1.2 Motivation for Preamplifier

Goodwill et. al shows that the resolution, bandwidth and SNR of a MPI system is dependent

only on the scanning speed, gradient strength and SPIO langevin saturation curve [12].

Scanning speed and gradient strength are both limited by human safety concerns (dB/dt

4



CHAPTER 1. INTRODUCTION

and SAR, [14]) and cannot be significantly increased. However MPI researchers still resort

to using SPIOs optimized for Magnetic Resonance Imaging (MRI) since MPI-tailored SPIOs

are not yet available. The most important tool for developing new SPIOs for MPI is the

Relaxometer [15–17].

In the Berkeley Imaging Systems Laboratory, Zhi Wei Tay built the arbitrary waveform

relaxometer (AWR), an apparatus that can be used to characterize magnetic particles and

optimize the excitation/drive waveforms. The AWR accomplishes this through a wideband

excitation (DC-400 kHz) [17]. The source of the signal is an inductive sensor.

Zheng et. al presented several techniques for optimal broadband noise matching for inductive

sensors which we will discuss and employ in our low noise preamplifier design. These tech-

niques include transformer matching networks, parallel devices and number of coil windings

of the receive coil [18]. It is important to maintain a low noise figure in the wide band of

excitation frequencies used in the AWR so that we can characterize magnetic particles and

optimize their excitation schemes with high fidelity.

In the next chapters, we first describe a model for the MPI receive coil as a sensor and a

model of noise in the MPI systems. we then develop a design for a preamplifier for the

receive chain for the sensor.

5



Chapter 2

Electrical Model of Solenoid Inductive

Sensor

2.1 Solenoidal Inductor Model

The model of the MPI system is an inductively coupled transmit and receive coil with the

subject placed inside the coils. For BISL’s scanners, the coil bore size is 56 mm in diameter,

which is big enough to fit mice. The AWR receive coil bore size is 6 mm, which is big enough

to fit in a tube with particle samples for characterization.

Figure 2.1: Circuit Model of Receive Coil

The transmit coil drives an excitation waveform that changes the magnetization of the mag-

netic particle tracers. The change in magnetization induces a voltage that is picked up by the

receive coil. We can represent the signal as a voltage source in series with an inductor and

coil winding resistance in parallel with a stray capacitance due to the capacitance between

6



CHAPTER 2. ELECTRICAL MODEL OF SOLENOID INDUCTIVE SENSOR

turns. An equivalent circuit model is shown in Figure 2.1.

The equations for each part of the models are well defined. The inductance of a single layer

solenoid is a function of its geometry [19].

Lcoil =
µN2A

l
(2.1)

where µ is the permeability of the core material (in MPI, the core material is animal tissue

(mainly water), which has a -9 ppm magnetic susceptibility whereas air has ± 0.16 ppm

[20]); N is the number of turns in the coil; A is the cross sectional area of a turn; and l is

the length of the solenoid.

The coil winding DC resistance is simply the resistance of a conductor

Rcoil = ρ
l

A
(2.2)

where ρ is the resistivity of the conductor, which is copper in our case. l is the length of the

overall wire if unwound. A is the cross section of the wire, which can be determined by the

wire gauge.

However, since we are working at AC frequencies, the skin effect will decrease the effective

cross sectional area of the wire, since at higher frequencies, since currents create eddy currents

that effectively causes current crowding, often to the periphery of the conductor [21].

The stray capacitance of a single layer solenoid comes from the turn-to-turn capacitances,

which are the equivalent capacitances between two corresponding points of any pair of ad-

jacent turns [22]. The overall stray capacitance is then

Cstray =
Ct

N − 1
(2.3)

where Ct is the turn-to-turn capacitance and N is the number of turns. The turn-to-turn

capacitance was derived in Grandi et al. as

Ct =
π2Dε0

ln(p/2r +
√

(p/2r)2 − 1)
(2.4)

where r is the wire radius, p is the winding pitch (same units as r and D), D is the turn

diameter, and ε0 is the permittivity of free space [22].

The stray capacitance is fairly small (on the order of femtoFarads) compared to the input

capacitance (Cin) of the preamplifier which is on the order of picoFarads, which will dominate

7



CHAPTER 2. ELECTRICAL MODEL OF SOLENOID INDUCTIVE SENSOR

our resonant frequency. The resonant frequency of the receive circuit is then

fres =
1

2π
√
Lcoil · (Cin + Cstray

(2.5)

The winding resistance sets the Q factor of the resonance.

Q =
ωresLcoil

Rcoil

=
1

ωresRcoil(Cin + Cstray)
(2.6)

2.2 MPI Signal at the Receiver

The induced emf at the detector coil can be written as a function of the field that is generated

by the coil per unit current. This is the principle of reciprocity shown by Hoult et al. [11].

ζ = −B
∂m

∂t
(2.7)

where B is the field that is generated by the coil per unit current (units of T/A) and m is the

magnetic moment of the magnetic nanoparticle (units of A·m2). The field generated by the

coil scales linearly with the number of turns N by Amperes’s Law [23]. The inductance of

the coil scales quadratically with N as previously shown and the winding copper resistance

scales linearly with N . The copper resistance of the coil adds noise, which we will discuss in

the chapter on noise in MPI.

8



Chapter 3

Noise in MPI Systems

Noise is a stochastic process in all information systems. Noise can be modeled with a

distribution such as a gaussian distribution and described with its power spectral density,

which is the power of noise at a particular frequency.

There are three sources of noise for an MPI system: thermal noise from the winding resistance

of the receive coil, noise from amplifiers in the receive chain and body noise. A long-standing

goal of all MPI ultra-low noise front ends is to ensure coil noise dominance since body noise

dominance is not yet acheivable (explained in ”Body Noise”). While Zheng et al published a

promising design methodology, this remains an open and crucial challenge in the MPI field

[18]. Since we work at generally lower frequencies for MPI, the receive (RX) coil noise and

preamp noise dominate our SNR. By designing a preamplifier with excellent noise figure, our

goal is to make the noise due to the preamplifier sufficiently below the noise due to the RX

coil. Our goal is then a noise figure of no more than 1 to 2 dB (noise figure is explained in

”Noise Perfomance Metrics”).

In this chapter, we will discuss the origins of each source of noise with particular emphasis

on the preamplifier noise, which we will show as a two port noise model and device noise

model.

3.1 Body Noise

Body noise in Magnetic Resonance Imaging (MRI) is shown to be due to Brownian thermal

currents in the 310K body, which induce voltage noise in the receiver coil [24]. Macovski

shows that this noise standard deviation is proportional to the square of the radius of the

9
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body, the square root of the length of the body and the square of the frequency.

σn =
ωµ0Nr

2
0

2

√
kT l
ρT

(3.1)

Where ro is the radius of the body (m), l is the length of the body (m), and ω is frequency

(radians/sec). [24]. This noise is similar in MPI signals . However, body noise is not yet the

dominant noise source in MPI as it currently is in MRI due to the lower frequencies used

since we have not yet achieved coil resistance noise dominance.

3.2 Thermal Noise

Since body noise dominance cannot be achieved yet, our goal is to make the dominant noise

source be the thermal noise due to the RX coil’s resistance. Thermal noise, often called

Johnson-Nyquist noise, is electronic noise generated by the thermal agitation of the charge

carriers (usually the electrons) inside an electrical conductor at equilibrium. Johnson was

able to show that the noise added to a system due to a conductor was dependent on the

Boltzmann’s constant k, bandwidth (∆f), temperature in Kelvin (T ) and the conductor’s

resistance (R) [25].

V 2/δf = 4kTR (3.2)

Therefore, as bandwidth, temperature and resistance go up, the noise variance of this random

process will go up. This presents a challenge for coil design winding (resistance) and in

broadband MPI (bandwidth). In the future, the temperature issue can be resolved by using

super cooling systems to push the coil temperature extremely low.

One assumption we’ve made is that the coil thermal noise is white and flat for simplicity.

However, due to the inductance of the coil, capacitance of the coil, and input capacitance of

the amplifier, the noise is actually shaped by the transfer function. This is called the power

spectral density of the noise.

v2n,tot = v2n,R

∫ ∞
0

|H(f)|2 df (3.3)

3.3 Preamplifier: Field Effect Transistor Device Noise

Field effect transistors in amplifiers are often modeled with three types of noises, the drain

current noise (or channel thermal noise), flicker noise (or 1/f noise), and shot noise (or

10



CHAPTER 3. NOISE IN MPI SYSTEMS

Poisson noise) [27]. The channel thermal noise arises from the fact that the channel of a

FET device is a conductor and therefore must generate noise. The channel noise equation

can be written as

i2d = 4kTγgds,0∆f (3.4)

where γ is a fitting parameter (usually 2/3 for long channel devices) and gds,0 is the channel

transconductance (usually the same as gm). This can be shown by taking the partial deriva-

tive of the drain current with respect to the drain-source voltage and plugging in VDS = 0.

gds,0 =
∂IDS

∂VDS

∣∣∣
VDS=0

gds,0 = µCox
W

L
(VGS − Vth) =

2Id,sat
Vov

gds,0 = gm

(3.5)

Another source of noise comes from the fact that there are N-doped and P-doped regions in

the device, creating PN junctions. Anytime that DC current flows through P-N junctions,

there is shot noise that can be quantified in the following equation.

i2q = 2qIdc∆f (3.6)

In particular for a junction FET (JFET), the shot noise is present due to the gate leakage

current flowing from the gate to the channel, which is a PN junction. This can be represented

as a function of the real part of the JFET’s input gate conductance Y11.

i2g = 2qIG∆f = 4kT [Re(Y11)] (3.7)

3.4 Preamplifier: Two Port Model Noise

We can model the preamplifier in the receive chain as a noiseless amplifier with its input

referred voltage and current noise. These noise values are usually given as noise standard

deviations (en is in units of nV/
√

Hz and in is in units of pA/
√

Hz) on datasheets for

amplifiers. Voltage noise dominates for low source impedance and current noise dominates

for high source impedance. Having both is crucial for accurately characterizing how much

noise the amplifier adds to the signal. It is conventional to refer the noise generated by the

amplifier from the output back to the input since the gain of the amplifier can vary. Since

the voltage noise and current noise are linear combinations of the noise sources of the devices

11



CHAPTER 3. NOISE IN MPI SYSTEMS

and conductors inside the amplifier, they are correlated with each other.

e2n,i = |Zcorr|2i2n,i (3.8)

However, for simplicity, it is common to treat the input referred voltage and current noise

as uncorrelated sources. The variance of uncorrelated random variables is the sum of their

individual variances. Even though our source impedance is inductive we will first consider

a resistive source for simplicity. Consider the input of a system shown in Figure 3.1 that

contains noise from the source and the input referred noise sources from the amplifier.

Figure 3.1: Two Port Noise Model Resistive Sensor

By superposition, we can find the overall voltage noise variance that shows up across the

input of the preamplifier. This is calculated to be:

v2n,tot/∆f = 4kTRsrc + e2n + i2nR
2
src (3.9)

For a source impedance that is not purely real, the voltage noise variance is

v2n,tot/∆f = 4kT [Re(Zs)] + e2n + i2n|Zs|2 (3.10)

3.5 Noise Performance Metrics

One metric that measures the noise performance of an amplifier is the Noise Figure or Noise

Factor, which is defined to be the factor of how much the SNR is degraded. This can be

expressed as the ratio of the SNR at the input over the SNR at the output or as the ratio of

the total noise variance of the system over the noise variance due to just the source.

NF =
SNRin

SNRout

=
σ2
n,tot

σ2
n,src

(3.11)

The Noise Figure for the amplifier in the previous section can then be written as:

NF =
4kTRsrc + e2n + i2nR

2
src

4kTRsrc

= 1 +
e2n + i2nR

2
src

4kTRsrc

(3.12)
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We note that this expression is always greater than or equal to 1, implying that the SNR

at a particular frequency can never get better through amplification and that amplifying

our signal with noisy amplifiers only serves to hurt the signal’s integrity. However, avoiding

amplification is not feasible; we need the amplifier to boost the signal to within a full scale

range so that an analog-digital converter (ADC) can reasonably digitize our signal. We can

only afford a small degradation in SNR, so the preamp design is crucial.

The effect of noise added in subsequent stages is reduced by the factor of the gain of the

stage before it. This is demonstrated by the Friis’ Noise Figure of a Cascaded System with n

stages [26]. This is the reason why careful design is essential for the preamplifier, since it is

the first amplifier in the receive chain. The preamplifier is also usually a low noise amplifier

(LNA) because of this.

Ftot = F1 +
F2 − 1

G1

+
F3 − 1

G1G2

+
F4 − 1

G1G2G3

+ . . .+
Fn − 1

Πn−1
i=1Gi

(3.13)

If we let F1 be the noise figure of our preamplifier and consider the noise figure of the rest

of the cascade Frest, we can rewrite this equation as

Ftot = Fpreamp +
Frest − 1

Gpreamp

(3.14)

This means that if the preamplifier has large gain, then it roughly sets the overall noise

factor of the system and therefore sets how much SNR we lose.

3.6 Optimal Noise Figure

Since the noise figure of the preamp is dependent on Rsrc, if we consider the source resistance

Rsrc to be a free variable, then we can find the Rsrc at which the noise figure is minimized.

First, let’s consider two notional values inherent to the preamp: its “noise power” pn = en ·in

(units of W/Hz) and “noise impedance” Rn =
en
in

(units of Ω) where en and in are the voltage

and current noise densitiy standard deviations of the preamp. In actuality for a given coil

and our preamplifier, the free variable is actually the ratio of en and in, which we called Rn.

This derivation is to show that the lowest noise figure acheiveable for a system is when the

source resistance Rsrc is matched to the noise resistance Rn. We maintain the product pn

but can freely change the ratio of en/in.

13



CHAPTER 3. NOISE IN MPI SYSTEMS

From our noise figure equation, we manipulate en and in into pn and Rn.

NF = 1 +

e2n
i2n

+R2
src

4kTRsrc

· i2n

NF = 1 +

e2n
i2n

+R2
src

4kTRsrc · enin
· enin

NF = 1 +
R2

n +R2
src

4kTRsrcRn

· pn

(3.15)

From there, we take a partial derivative with respect to Rn and set the derivative to 0 and

solve for Rn.

∂NF

∂Rsrc

=
pn

4kT

2Rsrc(RsrcRn)−Rn(R2
n +R2

src)

R2
srcR

2
n

∂NF

∂Rsrc

=
pn

4kT

2R2
srcRn −R3

n −R2
srcRn

R2
srcR

2
n

∂NF

∂Rsrc

=
pn

4kT

R2
srcRn −R3

n

R2
srcR

2
n

∂NF

∂Rsrc

=
pn

4kT

( 1

Rn

− Rn

R2
src

)
= 0 =⇒ Rsrc = Rn

(3.16)

We see that the minimal noise figure occurs when Rsrc = Rn. We should be careful to note

that this is the case for a particular pair of pn and Rn or en and in. Plugging this critical

point Rsrc = Rn back into the noise figure formula,

NFmin = 1 +
R2

n +R2
n

4kTRnRn

· pn

NFmin = 1 +
2R2

n

4kTR2
n

· pn

NFmin = 1 +
pn

2kT

(3.17)

Figure 3.2: Two Port Noise Model with Inductive Sensor

As a sanity check, we confirm that kT and pn both have a dimensionality of W/Hz which

keeps NFmin unitless. It is important to note that the mininmal noise figure depends, not

on Rn, the quotient of the voltage and current noise densities, but on pn, the product of

the voltage and current noise densities en and in. This demonstrates that it is imperative to

consider low input referred current noise, not just achieve low input referred voltage noise.

This is especially true when we finally put into consideration the fact that our sensor has a
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CHAPTER 3. NOISE IN MPI SYSTEMS

reactive source impedance. We simply add the inductance of the receive coil into the noise

model along with the stray capacitance, as shown in Figure 3.2. If we consider Rsrc →

Zsrc = Rsrc + jXsrc = Rsrc + jωLsrc (ignoring the very small stray capacitance), then the

noise figure is then

NF = 1 +
e2n + i2n|Zsrc|2

4kTRsrc

NF = 1 +
e2n + i2n(Rsrc + ω2L2

src)
2

4kTRsrc

(3.18)

At higher frequencies, the voltage induced in the coil from the preamp’s current noise in-

creases. This frequency dependence presents a challenge when trying to noise match, since

we want to noise match for all frequencies.

3.7 Signal-to-Noise Ratio in MPI

As shown in the previous chapter, the signal in the receive coil is dependent on the detection

limit of the recieve coil. The signal-to-noise ratio of the signal at the sensor is the fundamental

sensitivity of an inductive coil.

SNR =
B
dm

dt√
4kTRsrcBW

(3.19)

The SNR with the noise from the preamplifier included is

SNR =
B
dm

dt√
(4kTRsrc + e2n + i2n|Zs|2)BW

(3.20)
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Chapter 4

Optimal Noise Matching

In this chapter, we discuss various techniques to try to match the source impedance to the

effective noise resistance of a noisy two port network. Simply adding an additional resistor

in series to the source resistance for matching purposes would be an egregious mistake, since

that resistor will simply add more noise to the input. The only methods that should be

employed are the use of lossless components to transform impedances, e.g. a transformer or

LC-matching networks, or the use of averaging to lower the voltage noise at the expense of

higher current noise. For each method, we’ll discuss how it can achieve noise matching and

the limitations of that method.

Another constraint that we have to consider is the bandwidth of the matching network. MPI

operates between 20kHz to 2MHz. This translates to designing for a low quality factor in

the matching network to achieve optimal matching across the whole bandwidth.

4.1 Transformer Matching

Figure 4.1: Transformer Model with Primary and Secondary Impedances

Transformer operation is described by Faraday’s Law of Induction, where the voltage induced

on the primary and secondary coils is dependent on the change in flux through the core and

the number of turns. Since it is a passive device, the product of I · V is constant on both
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CHAPTER 4. OPTIMAL NOISE MATCHING

sides.

Vp = −Np
dφ

dt

Vs = −Ns
dφ

dt

Vp =
Np

Ns

Vs = NVs

Ip =
Ns

Np

Is =
1

N
Is

(4.1)

The effective impedance seen from the primary side is

Zp =
Vp
In

= N2Vs
Is

= N2Zs (4.2)

We can therefore choose the turn ratio N to be the matching ratio M = Zp

Zs

N =

√
Zp

Zs

(4.3)

The effect on the noise figure using transformers with a N : 1 turn ratio is as follows:

NF = 1 +

e2n
N2

+N2i2n|Zs|2

4kTRsrc

(4.4)

The advantage of using a transformer to perform noise matching is that it has a large match-

ing bandwidth and excellent amplitude and phase balance over the matching bandwidth.

The disadvantage when matching with a transformer is that it is actually a lossy component

due to copper and core loss; in addition, there are secondary inductances and parasitic

capacitances that limit the usage of transformers at microwave frequencies.

4.2 LC Matching Networks

Figure 4.2: Simple LC Matching Network

17



CHAPTER 4. OPTIMAL NOISE MATCHING

LC Ladder Matching Networks are great for high-Q matching. For a simple LC match, such

as the one shown in Figure 4.2, the quality of the match is dependent on the ratio of the

higher impedance and lower impedance.

Q =

√
Rhi

Rlo

− 1 (4.5)

For an AC coupled LC match at a center frequency fc, the design equations are as follows:

Xp =
Rhi

Q

Lp =
Xp

2πfc

Xs =
Xp

1 +Q2

Cs =
1

Xs · 2πfc

(4.6)

Figure 4.3: Two Section LC Network

More complex LC matching networks can be employed to design for a specific Q. While

Tee and Pi networks allow for more narrowband matches with higher Q, multi-section LC

matching allows for wideband, lower Q matching by choosing intermediate impedances. An

example of a multi-section LC matching network is shown in Figure 4.3. The minimum Q

for a two section network is when the optimal intermediate impedance is

Rint,opt =
√
Rhi ·Rlo (4.7)

This can be generalized to a N-section LC network where the optimal intermediate imp-

edances between sections is a geometric progression from the previous stage impedance.

This leads to the optimal lowest Q of

Qmin =

√(Rhi

Rlo

)1/N
− 1 (4.8)

The advantages of using the multi-section LC network is being able to achieve a larger

matched bandwidth. There is also a minimum number of sections N such that the insertion
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CHAPTER 4. OPTIMAL NOISE MATCHING

loss due to lossy components is also minimized. The disadvantage of using a multi-section

LC network at a low center frequency is the use of unreasonably sized component values

such as large inductances.

4.3 Parallel LNA Devices

Figure 4.4: Summing Amplifier

In the case where parallel LNAs are used as the preamplifier, we can take the sum of the

outputs of each LNA as shown in Figure 4.4, which is similar to taking an average. We can

increase SNR by averaging our signal since the variance of noise of the average of N noisy

observations is a factor N smaller. The variance of a white gaussian noise process X can be

described in the following equation:

V ar(
1

N

N∑
i

Xi) =
1

N2

{
NV ar(X)

}
=

1

N
V ar(X) (4.9)

Assuming the signal is constant as we average, then the mean of the signal portion of the

output of the summing amplifier is just the signal. However, we also effectively add the

current noise sources of the N parallel devices, which means that our effective current noise

variance is multiplied by N .

The Noise Figure for this case can be described in the following equation:

NF = 1 +

e2n
N

+Ni2n|Zs|2

4kTRsrc

(4.10)

The advantage of averaging using parallel amplifiers is very low voltage noise and a wide

bandwidth match. However, this comes at the cost of very high power consumption, higher

current noise and bandwidth of the amplifier. The bandwidth of the amplifier decreases by

a factor of N since the system is now loaded by N input capacitances. This should not

be a concern if the input capacitance is sufficiently small and the bandwidth of the LNA is

sufficiently large.

19
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4.4 Bandwidth Limits on Matching Networks

To understand the the limits on how much bandwidth our matching network covers, we go

back to electromagnetic theory. When the source and load impedances of a traveling EM

wave are not matched there is a reflected wave back to the source. The reflection coefficient

from the source to the load is defined to be

Γ(ω) =
ZL − ZS

ZL + ZS

(4.11)

Zheng et al uses the results from Fano-Bode to show that for an inductive source and

reflection coefficient Γ(ω) [18]:

∫ ∞
0

ln
∣∣∣ 1

Γ(ω)

∣∣∣ dω ≤ π ·Rsrc

Lsrc

(4.12)

∣∣∣Γ(ω)
∣∣∣2 =

(NF − 1) · 2kT − enin
(NF − 1) · 2kT + enin

(4.13)

Assuming a constant reflection coefficient across the entire spectrum, then it can be shown

that the absolute maximum matched bandwidth under ideal conditions is:

∆ω ≤ 2πRsrc

Lsrc

kT · (NF − 1)

en · in
(4.14)

The only design parameter that can be reasonably tuned to increase the matched bandwidth

is the enin product of our preamplifier. Increasing Rsrc, T , or NF would only add noise

to the system and degrade SNR. Decreasing Lsrc may seem like an option to increase the

matched bandwidth, but a smaller Lsrc would mean a weaker signal since the sensitivity of

the detector coil scales with the number of turns.
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Chapter 5

Ultra Low Noise Preamplifier

Analysis and Design

In this chapter we will discuss methods to achieve low input referred noise voltage and

current.

5.1 Device Choices

The input stage of our amplifier was chosen to be comprised of N-channel junction field effect

transistors (JFET). JFETs have the desirable qualities of low voltage noise, low current noise,

high transconductance gain, and high input impedance. One disadvantage is that their input

capacitance is fairly high (tens of picoFarads), which means that given a large inductance,

the resonant frequency would be lower. We want our resonant frequency to be out of band

and our passband gain to be fairly flat, since MPI, unlike MRI, does not utilize resonance

and is broadband (20 kHz to 2-4 MHz).

21
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5.2 Cascode Topology

Figure 5.1: JFET Cascode

Cascoding devices improves the gain and output resistance of the amplifier while minimally

contributing noise since the cascode device on top experiences source degeneration by com-

mon source device on the bottom, boosting the output resistance by a factor of gmro. Because

the cascode device current noise is degenerated, the output current noise due to the cascode

device is

iout =
1

1 + gmro
in,d ≈ 0 for gmro � 1 (5.1)

The contribution of noise due to the cascode device compared to the noise of the common

source device is negligible, so we can essentially ignore it.

5.3 Negative Feedback Effects on Noise

Figure 5.2: Shunt-Series Resistive Feedback
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While resistive feedback networks contribute noise to the output due to thermal noise, feed-

back is essential for precise and controllable gain. The approximate noise added for a stan-

dard shunt-series resistive feedback network like the one shown in Figure 5.2 can be calculated

as follows for a non-inverting amplifier configuration with a gain of R1+R2

R1
.

The input referred noise of the thermal noise due to R2 is

V 2
out,n,R2

/δf = 4kTR2

V 2
in,n,R2

/δf = 4kTR2

( R1

R1 +R2

)2
≈ 0 for R2 � R1

(5.2)

The input referred noise of the thermal noise due to R1 is

V 2
out,n,R1

/δf = 4kTR1

(R2

R1

)2
V 2
in,n,R1

/δf = 4kTR1

(R2

R1

)2( R1

R1 +R2

)2
= 4kTR1

( R2

R1 +R2

)2
≈ 4kTR1 for R2 � R1

(5.3)

The noise contribution of R2 is negligible if the gain is large and the contribution of R1 is

negligible if R1 itself is small. This suggests that designing the feedback network requires

R2 � R1 and R1 to be small.

5.4 Proposed Design: AC Analysis

For our first stage, we used a JFET cascode AC coupled with a TIA shown in Figure 5.3.

The transconductance gain of the cascode is approximately

Gm =
Iout
Vin

= gm (5.4)

The passband transimpedance gain of the TIA is

Rac =
Vout
Iin

= Rt (5.5)

Combined, the overall gain of the stage is then

Aol =
Vout
Vin

= gmRt (5.6)

The open loop gain for this design is large because the gm for the JFET we used is approx-

imately 35 mS, which, when combined with an Rt of 100k, gives us an open loop gain of
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Figure 5.3: Proposed Preamplifier Design

3500. However, to keep the gain precise, we use a feedback network with Rs = 5 Ω and

Rf = 100 Ω.

β =
Rs

Rs +Rf

=
5

5 + 100
=

1

21
(5.7)

Now the closed loop gain of the entire stage is

Acl =
Aol

1 + Aolβ
≈ 1

β
= 1 +

Rf

Rs

= 21 (5.8)
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Figure 5.4: Open Loop Gain Figure 5.5: Open Loop Phase

Figure 5.6: Closed Loop Gain Figure 5.7: Closed Loop Phase

Using SPICE, we confirmed the open loop and closed loop gains in Figures 5.4-5.5 and 5.6-5.7

respectively. The open loop passband gain of the preamplifier is 70.8 dB. The closed loop

passband gain of the preamplifier is 26.3 dB. The calculated open loop and closed loop gain

was 70.88 dB and 26.44 dB. The simulated closed loop gain is 0.53% off from the calculated

closed loop gain.

25



CHAPTER 5. ULTRA LOW NOISE PREAMPLIFIER ANALYSIS AND DESIGN

5.5 Proposed Design: Stability Analysis

Figure 5.8: Loop Gain Stability Testbench

To confirm that the amplifier was stable for all frequencies, we used the return ratio method

where we turned off all independent sources and then inserted a source in the feedback path,

shown in Figure 5.8. We then measured the return ratio by finding the transfer function of

the voltage at the feedback point over the voltage at the inverting input.

Figure 5.9: Loop Gain Stability

Using SPICE, we confirmed the circuit’s stability in Figure 5.9. At unity gain frequency, the

phase margin is 75 degrees, suggesting that the circuit is stable.
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5.6 Proposed Design: Noise Analysis

The output voltage noise variance of the open loop design is calculated as follows:

V 2
n,out

2 = V 2
n,Rser

+ (gmRt)
2V 2

n,Rsrc
+
(Rt

Rd

)2
V 2
n,Rd

+ V 2
n,Rt

+
(Rt +Rd

Rd

)2
e2n +R2

t i
2
n +R2

t i
2
d

(5.9)

id is the drain thermal noise of the common source device, en is the voltage noise of the

opamp, in is the current noise of the opamp. We divided by the open loop gain gmRt

squared to get the input referred voltage noise variance.

V 2
n,in

2 = (
1

gmRt

)2
V 2
n,Rser

+ V 2
n,Rsrc

+
( 1

gmRd

)2
V 2
n,Rd

+ (
1

gmRt

)2
V 2
n,Rt

+
( 1

gmRd

)2
e2n +

( 1

gm

)2
(i2n + i2d)

(5.10)

Figure 5.10: Input Referred Noise with Zero Source Resistance

Figure 5.11: Noise Figure with No Matching
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In Spice, we performed a noise analysis with zero source resistance and plotted the input

referred noise shown in Figure 5.10. We also added in the source impedance and plotted the

noise figure with no noise matching done in Figure 5.11. The noise figure without matching

is roughly 14.2 dB throughout the band.

To accurately characterize the noise of our proposed preamplifier, we calculated the voltage

and current noise densities in the passband. In SPICE we swept different values of the

source resistance and stored the input referred noise voltage. To find en and in we only need

2 points, which can be done with Rsrc = 0 and a large Rsrc but we chose to sweep several

values of Rsrc. From these values we were able to use Least Squares Regression to get the

best estimate for en and in
1 R2

src,1

...

1 R2
src,n


e2n
i2n



v2n,i,tot,1 − 4kTRsrc,1

...

v2n,i,tot,n − 4kTRsrc,n

 (5.11)

From the least squares solution, en = 1.19 nV/
√

Hz and in = 0.110 pA at 200 kHz. The

noise power and resistance is then

pn = enin = 1.32 · 10−22 W/Hz

Rn = en/in = 10.71 kΩ

(5.12)

5.7 Proposed Design: Noise Matching

As a first pass attempt at noise matching 10.71 kΩ to 5 Ω, we used an ideal tranformer with a

turns ratio of 1 : 2142 This yields an input referred noise shown in Figure 5.12. We calculated

the noise figure of this matched preamplifier by dividing the input referred noise voltage by

the contribution of thermal noise due to the source resistance, shown in Figure 5.13. From

30 kHz to 300 kHz, we achieve a noise figure below 0.5 dB. From 20 kHz to 1 MHz, the noise

figure is below 1.5 dB. The transformer is unrealistic because of the unreasonable turns ratio

and the fact that the self resonance frequency for an unideal version of this would probably

be in-band. We discuss another attempt in the next paragraph.
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Figure 5.12: Input Referred Noise with Transformer Matching

Figure 5.13: Noise Figure with Transformer Matching

Since the transformer turn ratio is unrealistic, we make another attempt by using the par-

allel preamplifier configuration in conjunction with the matching transformer. We used 4

parallel preamps along with an ideal transformer with a turns ratio of 1:100. This yields an

input referred noise shown in Figure 5.14. We calculated the noise figure of this matched

preamplifier by dividing the input referred noise voltage by the contribution of thermal noise

due to the source resistance, shown in Figure 5.15. From 300 kHz to 800 kHz, we achieve a

noise figure below 0.8 dB. From 30 kHz to 1 MHz, the noise figure is below 2 dB.
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Figure 5.14: Input Referred Noise with Parallel Preamps and Transformer Matching

Figure 5.15: Noise Figure with Parallel Preamps and Transformer Matching

5.8 Comparison to Previous Preamplifiers

In this section we compare our proposed design to the previous preamplifiers used in BISL.

We use a Stanford Research Systems SR560 Low Noise Preamplifier. Using the same least

squares regression to solve for en and in of the SR560, we get the following noise metrics. I

also use noise figure metrics from Zheng et al. [18]

SR560

pn = enin = 4.83 · 10−21 W/Hz

Rn = en/in = 2.98 kΩ

(5.13)
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Performance Metric Proposed SR560
pn (W/Hz) 2.7 · 10−22 4.83 · 10−21

Rn (Ω) 10.71k 2.98k
NFno match (dB) 14.2 23
NFmin,ideal (dB) 0.07 2.04
NFmin,acheivable (dB) 0.75 -
Gain (V/V) 20.6 Variable
Common Mode Rejection Ratio (dB) 0 40
Bandwidth (Closed Loop) (Hz) 36 MHz 1 MHz
Power Consumption (W) 1.186 6

Table 5.1: Noise Performance Comparison Table. We see an improvement in Noise Figure
from 23 dB to 14.2 dB (8.8 dB improvement in SNR) with even further improvements with
noise matching techniques.

We also compare the power consumption, common mode rejection ratio (CMRR) and band-

width. Since we have a single-ended input preamplifier, the common mode rejection ratio

is 0 dB. Future works will consider making the input differential to increase CMRR. Right

now common mode mitigation techniques include operating the scanner and preamplifier in

a Faraday cage and using twisted pair wires.
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Chapter 6

Conclusion

6.1 Motivation and Big Picture

It may be some time until MPI reaches body noise dominance using perhaps high temperature

superconducting receiver coils (HTS coils for MRI) or SQUIDs [28]. For now we can at least

design the preamplifier such that MPI is receive coil noise dominated. As the noise figure of

MPI receive systems continue to improve, the detection sensitivity decreases to a few dozen

nanograms of iron tracer per voxel. This improves confidence in applications of MPI such

as gut bleed, immunotherapy (white blood cell (WBC) counting for cancer detection), red

blood cell tracking, and stem cell tracking [4, 7, 8]. All these applications require single cell

tracking and all suffer from poor SNR and variable labeling efficiency using current state of

the art imaging techniques. A noise figure improvement from 2 dB to 0.1 dB would go a

long way to deal with these issues and help us reach MPI’s physical limit of detecting 1-5

cells.

6.2 Future Work

Future work that I would like to consider is utilizing more complex matching networks to

achieve the minimum achievable noise figure and helping the lab implement HTS coils for

the scanner.

Another way to achieve low noise figure and improve detection sensitivity for Magnetic

Particle Imaging would be to make an application specific integrated circuit. Something

I would also like to consider is having access to technology nodes that would allow me to

design a custom low noise preamplifier chip instead of relying on off-the-shelf components

that meet a certain noise, gain and bandwidth specification.
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