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Abstract

Variability Analysis and Yield Optimization in Deep-Submicron Mixed-Signal Circuits

by

Aikaterini Papadopoulou

Doctor of Philosophy in Electrical Engineering and Computer Sciences

University of California, Berkeley

Professor Borivoje Nikolić, Chair

Scaling of CMOS technology into the deep-submicron regime has made superior device
performance and high density possible. However, achieving extreme performance is often lim-
ited by an increase in variability due to the aggressive shrinking of dimensions. As variability
continues to rise, statistical modeling methods like Monte-Carlo and corner simulation that
have been extensively used to predict circuit yield in the past, now become insufficient. It is
now evident that models can no longer be developed solely by device variation measurements,
but they need to exhibit flexibility and tunability to a specific design.

In this work, we address the problem of rising variability and insufficient variability
modeling in two ways. Firstly, by characterizing variability in a deeply-scaled technology
node, and secondly by developing a methodology for simple, fast model tuning for design-
specific yield optimization.

Technology characterization is achieved by designing a set of dedicated test structures in
a 28nm FDSOI technology. Test structures include both device characterization as well as
high-speed comparator characterization, and focus on design-dependent, layout-dependent
and topology-dependent sources of variation. Worst-case measured within-die device vari-
ation goes up to 11 % while a 46% of current variation is measured across different dies.
Layout-dependent systematic effects do appear to be significant in this technology. Sev-
eral comparator topologies are also measured, showing a direct link between comparator
sensitivity and measured offset.

Yield optimization is achieved by model customization to a specific design. A methodol-
ogy that uses backward propagation of variance and sparse regression techniques is developed
in order to achieve this. The methodology is shown to have the ability to tune models to
variability structure measurements, decreasing the estimated prediction error from 30% to
<4%.
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Chapter 1

Introduction

Scaling of CMOS technology into the deep-submicron regime has brought on significant
changes in all aspects of circuit design, from modeling and simulation to manufacturing.
Along with scaling, the introduction of new technologies like ultra-thin body devices and
FinFETS has introduced new challenges as well.

Over the past few years research focus has shifted towards optimizing these technologies at
deeply-scaled nodes, in order to enable high yield design. This thesis attempts to characterize
and quantify device and circuit variability with a focus on ultra-thin body silicon-on-insulator
(SOI) technology, as well as present a modeling optimization methodology for mixed-signal
circuits. This is achieved through the design, measurement and analysis of a 28nm fully-
depleted SOI testchip. In this introductory chapter, the motivation and research goals will
be discussed and an overview of the thesis will be given.

1.1 Motivation

In the recent years, rapid technology developments in the metal-oxide-semiconductor
industry have lead to dimensional and functional scaling of CMOS processes down to the
sub-20nm regime. Transistor gates are projected to scale down to less than 12nm by 2020
[1], resulting in significant changes in all stages of circuit design process, from device manu-
facturing up to product design.

As a result of aggressive technology scaling, the spectrum of applications has now broad-
ened and improved. Superior device performance and high density have given new per-
spective to circuit design, ranging from digital processors and memory to high-speed analog
front-ends. Figure 1.1 shows the effects of scaling for digital processors and memory, based
on data published by Intel [2], illustrating how digital circuit design has been smoothly
following Moore’s Law over the past years. Figure 1.2 shows the effects of scaling in mixed-
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signal design, using recently published time-interleaved successive approximation register
(TI-SAR) analog-to-digital converters as a representative circuit [3]. Although analog and
mixed-signal circuits do not scale as well as digital, the benefits are obvious as the integrated
circuit community has been consistently pushing the boundaries of performance, demonstrat-
ing multi-GS/s designs over the past few years.

While achieving extreme performance is now possible, it is often limited by an increase in
variability due to shrinking of dimensions into the deep submicron regime. Both within-die
and die-to-die variations are shown to increase when scaling from 90nm to 45nm [4] and are
expected to increase even more as devices scale to sub-10nm. Traditional sources of variation,
like random dopant fluctuation (RDF), line-edge roughness (LER) and gate work-function
variation (WFV) [5] become more pronounced as variances fail to track scaling of the mean,
which makes any slight deviation from the nominal value to have an amplified effect on
transistor electrical performance. Additionally, with the introduction of new technologies
and materials, new sources of variation arise like silicon thickness (Tsi) variation, which
is present in thin-body devices, or fin width variation which affects FinFET performance.
Device variability is increasingly becoming a bottleneck in achieving high-performing and
high-yielding circuits, and therefore it is now a necessity to address it in all stages of circuit
design, from manufacturing to device modeling to final design.

Traditionally, device models introduced a large set of model parameters, used to predict
typical device performance. As variability started to rise, statistical modeling methods were
developed to help designers improve yield and, therefore, decrease cost.

Monte-Carlo simulation is one of the most common ways to account for variability in
device models, and it involves extracting variation data from devices, and assigning dis-
tributions to the model parameters such that the simulated device performance tracks the
measured one. Another commonly used method for yield prediction is corner modeling. Sim-
ilarly, variation data are extracted from a set of devices. Instead of distributions, the model
parameters are assigned deterministic shifts to their nominal value, such that the device
performance is pushed n standard deviations away from its mean value. Different combi-
nations of those shifts push the device into different points in the design space, known as
corners. As variability rises, more corners become available in new models, including corners
for analog design, based on device I-V curves, and corners for digital design, typically based
on delay-chain measurements.

Although corner modeling and MC simulation have been extensively used to predict
circuit yield at the design stage in the past, extreme device scaling makes the nature of
variability much more complex now, and renders these two techniques insufficient. As re-
lating device-level variation to the circuit-level variation in an efficient and accurate manner
becomes more challenging, research increasingly focuses on improving statistical modeling
techniques [6, 7]. It is now evident that a vertical approach must be taken in dealing with
variability; models can no longer be developed solely by device variation measurements, but
they need to exhibit flexibility and tunability to a specific design. Accurate, design-specific,
high-yielding statistical modeling is still an open problem.

Overall, device scaling delivers both the promise for exceptional circuit performance and

2



Figure 1.1: Effects of scaling in digital circuit design.

the threat of lower yield and increased cost. As the device manufacturing technology is facing
new challenges, research in CMOS device variability as well as in modeling of its effects has
the potential to determine the future steps of circuit design.

1.2 Research goal

As devices are scaling in the deep-submicron regime variability rises and becomes more
complex, making traditional statistical modeling insufficient. Circuit designers need to ac-
count for design-specific effects of variability in order to accurately optimize for yield, which
normally requires some statistical modeling expertise. The goal of this work is twofold:

1. To investigate variability in mixed-signal circuit design by characterizing design-
dependent, layout-dependent and topology-dependent sources of variation.

2. To present a methodology for simple, fast model tuning for design-specific yield opti-
mization, that is accessible to the circuit designer. The methodology utilizes backprop-
agation of variance and convex optimization techniques to customize existing statistical
model cards to a given design.

Achieving those two goals can shorten the design manufacturing process by providing

3



Figure 1.2: Effects of scaling in mixed-signal circuit design.

guidelines for robust mixed-signal circuit design and improving the yield prediction of models
at an early design stage.

1.3 Thesis organisation

The present dissertation is organized as follows. In Chapter 2 we present a more in-depth
look into the device variability by summarizing its different types and their characteristics.
Additionally, we discuss in more depth the traditional statistical modeling techniques and
classify more advanced methods of yield optimization to two categories; those that utilize
circuit performance modeling and those that utilize device performance modeling techniques.
Chapter 3 presents a methodology for customized, design-specific model generation that tar-
gets at improving existing models. We present both the mathematical background as well
as simulation examples of the proposed methodology. Chapter 4 discusses the necessary test
structures for data extraction that will enable the use of custom models. Finally, measure-
ment data and corresponding customized models are presented in Chapter 5.
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Chapter 2

Variability and statistical modeling

As outlined in Chapter 1, increasing variability is becoming a bottleneck for both digital
and analog circuit design. In order to understand it better, it is necessary to take an
analytical approach and understand the different types of variability as well as the existent
solutions . This is the goal of the current chapter. In Section 2.1, variability is defined
and categorized based on its sources and general characteristics. In Sections 2.2 and 2.3,
traditional and state-of-the-art statistical modeling techniques are presented and categorized
based on their modeling approach, before the chapter concludes with a brief summary in
Section 2.4.

2.1 Variability sources and effects

In order to fully understand the need for yield optimization in deeply-scaled device mod-
eling, it is crucial to know some basic information about variability and its effects on circuit
design, performance and cost. Variability describes any deviation of device performance
from its designed or typical value, which may be caused by known or unknown reasons.
Such reasons may be environmental, such as supply and temperature variation, or physical,
such as process variation or atomic-scale effects [8, 9].

Physical variations can be further classified in many different ways, depending on their
nature, their sources or their spatial and temporal characteristics. In [10] two main categories
are used; intrinsic and extrinsic. Intrinsic variations are those that originate from atomic-
scale effects, like quantum-mechanical effects and statistical variation in dopant profiles and
particles. Extrinsic variations are mainly attributed to any shift in the process conditions,
which causes parameter fluctuation usually with some spatial correlation.

With respect to spatial characteristics, process variations can be further classified to:
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1. Lot-to-lot

2. Wafer-to-wafer, within a lot

3. Die-to-die, within a wafer

4. Within-die

Within-die variations are defined by parameters that vary significantly over distances smaller
than the dimension of a die. Parameters that vary gradually across a wafer cause die-to-die
variations. Wafer-to-wafer variations cause different wafers to have different properties. In a
typical design methodology, designs are made to satisfy the worst case corners which consist
of the total within-die and die-to-die variations.

Finally, another useful classification divides variations to random and systematic. Ran-
dom variations are a result of stochastic natural processes that are unpredictable and affect
each device in an arbitrary way. Systematic variations are deterministic shifts in device
parameters that are better understood and usually more easily modeled.

Systematic variations have their sources largely in the manufacturing process and its
different steps [11]. The implant and annealing process cause a different number of dopants
to be positioned in different parts of the wafer. Oxide thickness variations are caused by
non uniformity in the process of oxide growth. Non-uniform annealing temperature can
cause further variation in the threshold voltage, while strain and stress can affect carrier
mobility in a systematic fashion. Finally, lithography and etching effects induce variation in
critical device sizes, like channel length and width, which are much narrower than the light
wavelength used to print them.

Random variation sources lie in atomic-level effects like random dopant fluctuation (RDF)
and line-edge roughness (LER). These variations get significantly worse with scaling, as in-
trinsic parameter fluctuations introduced by the discreteness of charge start to dominate. As
channel length scales, less dopants are deposited in the channel for a fixed doping density.
With less averaging into play, these discrete dopants start causing potential fluctuations due
to their random distribution. The effect is called RDF and manifests itself primarily as
threshold voltage variability. At the same time, scaling of dimensions closer and closer to
the size of an atom causes previously smooth, continuous and distinct interfaces to become
granular and pebbled. Granularity that affects the channel length is called LER. The in-
troduction of thin body devices like FDSOI devices and FinFETS has brought additional
sources of variation; granularity that affects the channel thickness in thin body devices is
called silicon thickness variation and granularity in the width of the fins in FinFETs is
called fin width variation. Other random variability sources that affect all devices are gate
work-function variation as well as random strain and stress effects.

Both systematic and random variation are of great interest since they strongly affect cir-
cuit performance, yield and cost. More specifically, variability affects the yield of integrated
circuits, which is defined as the probability that a circuit will meet the required specifica-
tions for a given product. In turn, yield affects the cost in an inversely proportional manner;
high circuit yield enables mass production and lowers production cost. It is evident that
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properly defining the maximum performance margins for a circuit and a certain yield can
help optimize performance and cost, while and overestimation or underestimation of those
margins can increase design complexity or compromise yield, respectively. Therefore, vari-
ability characterization and accurate yield modeling can enable lowering cost and making
new technologies more accessible.

As mentioned in Chapter 1, in response to the increase in variability, statistical modeling
methods have been developed to help designers improve circuit yield. Such methods include
well-established techniques, such as generating worst-case corners for the model, introduc-
ing parameter variations through Monte-Carlo simulation or, in the case of digital design,
modeling variations in gate delay and using statistical timing analysis (STA) to monitor how
delay propagates through a circuit, as well as more sophisticated modeling techniques which
generally seek to improve accuracy of corner modeling and Monte-Carlo simulation. Each
method comes with advantages and disadvantages. An overview of the most well-established
statistical modeling methods will be given in the following section.

2.2 Traditional statistical modeling techniques

A device model is basically the mapping of a set of input parameters to a set of output
variables. For example, for a MOSFET device input parameters may be process parameters,
like doping profile, carrier mobility and flatband voltage, and outputs include device thresh-
old voltage and current, under certain operating conditions. In deeply scaled technologies
models are typically a combination of equations that are derived through device physics and
empirical equations; therefore, parameters can be physical as well as empirical. Adding vari-
ability to those parameters translates as device variability, and statistical modeling tackles
the problem of determining what variability needs to be added and how, in order to properly
represent the device.

Monte-Carlo simulation was introduced in the 1970s to integrated circuits for tolerance
analysis [12]. To achieve that, random perturbations are added to model parameters, and
the output variables are evaluated. By adding a distribution at the input and observing the
output distribution, circuit yield can be calculated. Determining the right variance to add
to each parameter is accomplished by measuring process variation data using a large set of
devices. Since model parameters are generally correlated and large in quantity, principal
component analysis (PCA) is typically used to reduce them to a smaller and more manage-
able set [13], while in newer models some parameter correlations may be preserved in order to
improve accuracy. The disadvantages of Monte-Carlo simulation lay in the complexity and
computational inefficiency. More specifically, since the nature of variability is very complex,
accurately representing all different types of variability in a model quickly becomes an impos-
sible task. Die-to-die and within-die are generally lumped together, and types of variation
that are not well-modeled, like strain and time-dependent effects, are treated as random,
which results to overly conservative design margins. Additionally, a large number of simula-
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tions is required which makes the task of yield optimization very slow and computationally
intense.

A faster and simpler way of accounting for systematic variability in models is corner
modeling. The main idea here is to add deterministic shifts to process parameters, such
that the output variables are evaluated not only for the typical case but also for cases where
variation is present [14, 15]. By pushing the parameters n deviations away from their mean,
the design performance can be evaluated at its worst-case corners. As variability rises, more
corners become available in new models, including corners for analog design, based on device
I-V curves, and corners for digital design, typically based on delay-chain measurements. Some
of the corners for a 28nm technology are shown in Figure 2.1. Although corner modeling
is fast and computationally efficient, in newer technologies it can result in overly optimistic
or pessimistic results, as devices scale and variability becomes harder to track. Figure 2.1
compares the process corners to the results of a Monte-Carlo simulation; it is evident that
a circuit that is designed to meet specification in the all corners spans a different design
space than a circuit designed using Monte-Carlo, and therefore yields unreliable results.
Additonally, precise yield prediction is hard to get, since yield represents individual device
characteristics and therefore topology specific and layout-induced effects are ignored.

In order to tackle the insufficiencies of Monte-Carlo and corner modeling, design-specific
or performance-aware modeling approaches have gained more popularity in the recent years.
The main concept is illustrated in Figure 2.2 and involves identifying the actual design space

Figure 2.1: Corners and Monte-Carlo scatter plot of NMOS and PMOS VTH (normalized).
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and moving the design in order to increase the margin from failure. Some of these modeling
techniques will be discussed in the following section.

2.3 Advances in statistical modeling

In the digital domain, variations play an important role since they are directly linked
to timing and memory failures. However, digital CAD tools are fairly well developed and
digital tool flows are automated, allowing for better design optimization and faster redesign.
Along with corner modeling and Monte-Carlo, process variations have been traditionally
modeled using static timing analysis (STA), which makes use of calibrated lookup tables for
standard cells at multiple technology dependent corners. Traditional STA techniques are
much faster than Monte-Carlo simulation, but due to the complex and interacting nature of
various sources of variation they have become insufficient for highly scaled technology nodes,
which led to the introduction of statistical static timing analysis (SSTA). SSTA computes
an upper bound on the distribution of the exact circuit delay, accounting for die-to-die and
within-die process variations and their spatial correlations [16–18]. Although more accurate,
it has an exponential run time complexity. Methods and algorithms have been proposed
in order to reduce runtime, however there remain large obstacles to the widespread use of
SSTA in the industry [18, 19].

In analog and mixed signal integrated circuits, the design cycle remains long and error-
prone [20]. As a result, although analog circuits are typically only a small fraction of a modern
system-on-chip (SoC), their design and yield verification can often be the bottleneck for the
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Figure 2.2: Illustration of design centering.
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whole system. Recent advances in modeling try to address this problem by introducing yield
optimization algorithms applied on circuit performance models or targeting at improving
existing device models themselves. We classify these approaches into two broad categories:

1. Approaches that focus on circuit performance modeling

2. Approaches that focus on device performance modeling

These two types of modeling approaches are discussed in detail in the following paragraphs.

2.3.1 Yield optimization through circuit performance modeling

In the area of yield optimization through performance modeling, the main effort is to try
to create an accurate parametric model of the circuit and then apply an efficient yield opti-
mization algorithm in order to center the design. The general design procedure is illustrated
in Figure 2.3. The first step of the optimization is to generate a parametric response surface
model for the circuit that is a function of the design variables and the process variables, using
some form of regression technique. This process is also called symbolic modeling. Then a
yield optimization algorithm is applied that typically formulates the problem as an optimiza-
tion problem with respect to the design variables, given the model process variation. Finally
the optimization problem is solved by means of convex optimization or geometrical program-
ming. Such performance models are used to speed up circuit sizing: in every iteration of the
synthesis procedure, calls to the transistor-level simulator are replaced by evaluations of a
suitably constructed parametric model. The model building process is a one-time up-front
investment that has to be done only once for each circuit in each technology.

The simplest type of model that can be used in order to estimate yield is a linear ap-
proximation of circuit performance [21, 22]. A stochastic approximation algorithm is then
applied to the linear model to determine the design parameters that optimize yield. Whereas
a simple linear approximation may work well for some circuits, it is not adequate to describe
analog or mixed-signal circuits that present non-linearities, especially in deeply scaled tech-
nologies. Therefore more efforts have been made over the year to create polynomial and
posynomial models. In [23], quadratic-style posynomial performance models for analog cir-
cuits are created by fitting a preassumed posynomial equation template to simulation data
created according to a design of experiments scheme. The problem with using higher or-
der models is that they are more complex and therefore more challenging to solve for all
the necessary fitting coefficients. In order to mitigate that, the authors in [24], who also
use quadratic polynomial/posynomial models, suggest a methodology called RObust Analog
Design (ROAD). The methodology applies a projection operator with the goal of obtaining
an optimal low-rank model by minimizing the approximation error, therefore achieving to
simplify the problem and reduce modeling cost.

Another class of regression techniques borrows ideas from data mining, which focuses on
extracting meaningful patterns to large amounts of high-dimensional data [25, 26]. The idea
here is to exploit the large amount of simulation points one can get from the simulator in
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Figure 2.3: Block diagram of circuit design process and yield optimization through parame-

teric performance modeling.

order to train a predictive model. Models including neural networks, boosted neural networks
or support vector machines have been used for this purpose. As the aim of symbolic modeling
is to use simulation data to generate interpretable mathematical expressions that relate the
circuit performances to the design variables, these models generally fail to provide circuit
insight.

All the aforemenentioned symbolic modeling techniques generally use some template for
modeling, which means that model selection is restricted to a certain form, like a linear or
quadratic form, for example. Another approach is presented in [27, 28]. The method is called
Canonical Functional Form Expressions in Evolution (CAFFEINE) and it presents the first
template-free model generation approach, i.e. the designer does not have to specify a priori
a model template, but the model itself evolves as part of the optimization process.
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2.3.2 Yield optimization through device performance modeling

All the techniques discussed in the previous section target at improving yield prediction
by using existing simulation data. The accuracy of those techniques depends strongly on
the accuracy of the variation data added to the device models. However, realistic worst case
corners and variation data cannot be accurately predicted by IC foundries. The large number
of different types of variability makes it impossible to capture, isolate and model all of them.
Typically, different types of variation are lumped together in the models, sacrificing accuracy.
Along with that, variation data is captured using individual device arrays, therefore ignoring
topology-dependent and performance-dependent effects of more complex circuits. For this
reason, it is beneficial to discover ways to improve the original device models to accurately
represent variability for circuits of interest.

In [29, 30] the authors propose a hierarchical model for process variability. The model
addresses both systematic and random variations at wafer, field, die, and device level, and
spatial correlation artifacts are captured implicitly. Finally, layout dependent effects are
incorporated as an additive component. In [31] the authors incorporate spatial correlation
of model parameters into their models to further improve them. In both cases, models
become significantly more complex.

Another approach is to create customized or performance aware corners for a given de-
sign. A customized corner is defined as the tangential point between performance function
contours of the design and the parameter variability ellipsoid, as show in Figure 2.4 [32].
In [33, 34] the authors apply backpropagation of variance in order to evaluate model pa-
rameter variances based on measurements. By using the methodology with measurements
from specific circuits, it is possible to create performance-driven device models for the cir-
cuits of interest. Though a generally efficient model for simple systems, it is dependent on
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handpicking parameters and has increased numerical complexity for large systems. In [35]
the authors propose a methodology to generate performance-aware corner models. Although
promising, the methodology assumes prior knowledge of the variation of some of the physical
parameters and is based on simplified model equations.

2.4 Summary

In this chapter, different types of classification of variations were presented; among them,
variations were categorized to random and systematic, based on whether they are a result of
unpredictable natural processes, or better-understood design conditions. This is one of the
most important variation classifications, and it will be used throughout this thesis. Addi-
tionally, traditional and advanced modeling techniques were presented, and their advantages
and disadvantages were discussed. It was shown that performance-aware device models, also
described as custom corners, are possible.

Because of the curse of dimensionality, custom corners are very hard to analytically find
and incorporate into the models. Technology scaling however imposes new restrictions to
manufacturing resulting in more design rules - for example, gate orientation becomes fixed,
poly and metal densities are carefully controlled, gate pitch gets confined to predefined values,
transistor dimensions scale by fixed steps. Consequently, the number of practical circuit
and layout topologies reduces, making design-specific modeling an increasingly attractive
option. Containing the problem to a smaller set of designs and parameters, it is possible
to create customized model cards to better predict design yield. In the following chapter, a
methodology for creating customized models will be discussed.
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Chapter 3

Customized model generation

In this chapter, a methodology for optimizing statistical models customized to a given
class of designs is presented. The methodology builds on the existing body of modeling,
employs the backpropagation of variance technique to improve the variation assigned to each
model variable and is adapted to include existing model parameter correlations. We then
formulate the problem as a constrained convex optimization problem, including parameter
selection as well as the addition of physical, model-derived constraints by the designer. This
enables the creation of customized model cards for robust design of high-performance circuit
blocks.

Section 3.1 presents the theoretical background for base models and customized model
creation, followed by a set of simulation examples for preliminary model validation, shown
in Section 3.2. The chapter concludes with a brief summary of the main points in Section
3.3.

3.1 Customized models

3.1.1 Base models

The first step to model customization is understanding basic concepts of modeling and,
especially, of how models treat variations. In general, models describe the device behavior
to the circuit simulation program, and so they need to describe a variety of physical effects.
For modern devices, a completely theoretical model based on the fundamentals of physics
becomes practically intractable. On the other hand, use of a completely empirical model re-
sults in a loss of predictive capabilities. A compromise is usually made in developing models
for circuit simulation. A combination of physics-based and empirical equations is used. The
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primary model parameters are closely linked to theory providing an engineering understand-
ing of device physics and serving as a process control aid. The secondary model parameters
are partly empirical and help keep the model equations simple. The extraction of optimum
model parameter values is necessary to ensure that the device model equations represent
the device characteristics closely. Although most models are based on physical theory, there
are always some parameters which do not have physically well-defined values, and others for
which the physical values do not give the best fit to actual device characteristics. Thus it is
generally necessary to extract model parameters from transistor data, obtained from device
characterization [36].

In order to include variations in a model, sets of device characterization test structures
are designed, typically consisting of a large number of devices under test. Assuming there
are M devices under test and N model parameters for each device, then the total number
of parameters is a vector of length d = M ⇥N :

x = [x1 x1 ... xd]
T (3.1)

Now if the parameter vector is treated as a vector of random variables (RVs) X and X

0

=
E[X] is the vector with the nominal values of the parameters, then �X = X�X

0

contains
the variations from the nominal values with a zero-mean distribution. �X is typically
modeled as a set of zero-mean jointly normal RVs that are generally correlated. Let ⌃ be
the covariance matrix of �X and T an orthogonal matrix such that:

T

0
⌃T = ⇤ = diag(�1,�2, ...,�d) (3.2)

where �1 � �2 � ... � �d are the eigenvalues of ⌃. Let �Y = T

0�X, then it can be shown
that the �Yj are uncorrelated and V ar[�Yj] = �j. Then �Yj is called the jth principal
component of �X and the process is called principal component analysis (PCA). Intuitively,
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starting from a complex set of variables, illustrated as a coordinate system in Figure 3.1,
PCA finds a new set of variables orthogonal to each other and then rotates the coordinate
system. It can also be shown that it is possible to reduce the dimension of �X with small loss
of information by essentially dropping the components that matter least. A more rigorous
mathematical analysis of PCA and dimensionality reduction can be found in [37].

Principal component analysis is widely used in statistical models for two reasons. Firstly,
it enables transforming a correlated set of normally distributed parameters to a set of mu-
tually independent parameters. Secondly, it enables reducing the set of parameters to a
smaller, more manageable set without significant loss of accuracy. From now on, when re-
ferring to base model parameters, we will refer to this reduced set of mutually independent
parameters.

3.1.2 Base model tuning

A circuit simulator requires three types of information to specify a transistor model
completely: fundamental constants, operating conditions and model parameters. We denote
the fundamental physical constants as a vector c, containing constants such as electronic
charge. Those are defined inside the circuit simulation program. The operating conditions
define the circumstances under which the model equations are to be evaluated, and we will
denote them as a vector x. The operating conditions are normally the transistor’s bias
voltages, temperature etc. Finally, the third set of information required is the set of model
parameters for each device in the circuit, denoted here as p. The model output vector y is
a function of x, p and c.

x = f(x,p, c) (3.3)

For a given design biased around a bias point x = x

⇤, Equation 3.3 can be re-written
as y = f(x⇤,p, c) = f(p), where y = [y1, ..., ym]T is the output vector of the circuit and
p = [p1, ..., pn]T is the parameter vector of the given base model. In order to incorporate
variability to the models, each of the parameters in p is treated as an independent random
variable (RV) Pi and assigned a normal distribution with mean µi and standard deviation
�i, i = 1, ..., n. Let p

0

denote the vector of mean values and P = p

0

+�P, we have:

Y = f(P) : <n ! <m (3.4)

The Taylor expansion of (3.4) around the nominal point p

0

is:

Y = f(p
0

) + J(P� p

0

) +
1

2!
G(P� p

0

)⌦ (P� p

0

) + h.o.t. (3.5)

where J 2 <m⇥n is the partial derivatives (Jacobian) matrix, defined in Equation 3.6,
G 2 <m⇥n⇥n is the second-order partial derivatives matrix, defined in Equation 3.7, and
⌦ symbolizes the Kronecker product.
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Assuming small perturbations we can remove the high-order terms from Equation 3.5
and get:

Y = f(p
0

) + J(P� p

0

) = f(P
0

) + J ·�P )
Y � f(P

0

) = J ·�P )
�Y = J ·�P (3.8)

Next, we transform Equation 3.8 as follows:

�Y ·�Y

T = J ·�P ·�P

T · JT )
E[�Y ·�Y

T ] = E[J ·�P ·�P

T · JT ] )
R�Y

= J ·R�P

· JT (3.9)

where R�Y

, R�P

the autocorrelation matrices of �Y and �P, respectively. Since Pi are
independent, the matrix R�P

is diagonal, and all the diagonal elements represent variances
of the parameters, which are the unknowns. Similarly, in matrix R�Y

, the diagonal elements
are the variances of the outputs.

Denoting the kth unit vector uk as a vector with all zeros except a one on the kth row,
we can derive an expression for the kth diagonal element of R�Y

by using Equation 3.9:

�2
�Yk

= u

T
k ·R�Y

· uk = u

T
k · J ·R�P

· JT · uk (3.10)

Let v

T
k = u

T
k · J, where k = 1, ...,m. It is evident that v

T
k is the kth row of the Jacobian

matrix J. From the above, we can now transform the problem to a linear optimization
problem of the form b = A · x, relating the variances of the outputs on the left-hand side to
the squares of the sensitivities and the input variances on the right-hand side.
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Although typically PCA is used in order to get an independent model parameter set, in
some cases parameter correlations may be preserved by the models, for example correlations
between the NMOS and PMOS parameters. As long as the covariance of the correlated
parameters can be calculated using the given model, the above function can be altered to
incorporate correlations. If, for example, two parameters with indices u and v are correlated,
a term 2 · Jku · Jkv · cov(�pu,�pv) is added to the right-hand side of the equation for the kth

output variance. From here, given a set of observations of the output vector extracted by
test structures, we can calculate the variances of the parameters by solving Equation 3.11.

3.1.3 Parameter screening and system constraints

The resulting m⇥n system of equations has, in the general case, more inputs than outputs
(m < n). Linear systems of equations are normally solved by minimizing the residual sum
of squares as shown in (3.12).

minimize
x

kb�A · xk22 (3.12)

In the case of overdetermined systems (n < m), the least-squares approach is guaranteed
to find a unique closed-form solution. In underdetermined systems however, there is an
infinite number of solutions, if any. In this case, it is common to formulate the problem as
shown in (3.13) and select the minimum norm solution.

minimize kxk22
subject to b = A · x (3.13)

However, in this case the minimum norm solution will not generally be an applicable
one. The reason for that is that there are constraints imposed by the models and the nature
of the problem. For example, a solution that contains negative values is not acceptable,
since the unknowns represent variances and are therefore always non-negative. In order to
guarantee a physically acceptable solution, we perform parameter screening and then add
physical explicit constraints to the problem.
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Table 3.1: First step of parameter selection

Given Am⇥n, xn⇥1

1: for j = 1, 2, ..., n

2: if ||A•j||  �

3: eliminate A•j

4: eliminate xj

5: return A, x

Parameter screening in the system of Equation 3.11 enables the reduction of the length
of x and is done in two steps. First, we observe that matrix A will, in the general case, have
some level of sparsity. This observation is motivated by the fact that only a certain number
of all model parameters will play an important role for the chosen output in a given system.
In other words, a given output may be insensitive to certain parameters. This observation
allows the designer to eliminate columns of the sensitivity matrix using a simple algorithm
shown in Table 3.1, where A•j denotes the jth column of the matrix A. Parameter � provides
a tradeoff between complexity (i.e. number of parameters) of the final system and accuracy,
and should be selected by the designer to accommodate the given design. At this first step
� is kept very small, so that only column that have zero-norms or norms that are multiple
orders of magnitude lower get eliminated. This conservative selection may be enough for
some cases, depending on the given design and the given models. If it is not enough, we
proceed with more sophisticated parameter selections methods, discussed below.

If after the first step of parameter selection, the system is still underdetermined, we
introduce some form of regression in order to produce a final solution. For this, we use a
combination of ridge regression [38] and the least absolute shrinkage and selection operator
(LASSO) [39, 40]. Both are forms of regularization used in statistics and machine learning
in order to find a solution to ill-formed problems by adding an additional constraint to the
system. Ridge regression constraints the l2-norm of the solution, as shown in (3.14), which
helps shrink large coefficients to reduce overfitting, as illustrated in Figure 3.2 using example
data.

minimize kb�A · xk22
subject to kxk2 < t (3.14)

The LASSO, shown in (3.15), constraints the l1-norm of the solution. This not only
helps shrink large coefficients, like ridge regression, but also forces some coefficients to zero,
therefore achieving parameter selection. In Figures 3.3 and 3.5, it is shown that as t increases,
more and more coefficients get non-zero values and prediction error is reduced, and therefore
t provides a trade-off between complexity and accuracy. LASSO has been previously used as
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Figure 3.2: Ridge regression, produced with artificially generated data. Coefficients are kept

small and converge to their final values.

an improvement of response surface modeling for large-scale performance modeling problems,
demonstrating dimensionality reduction without overfitting [41].

minimize kb�A · xk22
subject to kxk1 < t (3.15)

Stable convergence, shrinkage and parameter selection can be achieved by combining
the two regularization methods to an elastic net formulation, shown in (3.16) [42]. Figure
3.6 shows an illustration of the penalty terms for each of the aforementioned regularization
techniques, for a 2-parameter system. The elastic net penalty term is a convex combination
of ridge regression, for ⇢ = 1, and the LASSO, for ⇢ = 0. Figure 3.4 shows the effect on the
coefficients when applying his method to the same example data as before.

minimize kb�A · xk22
subject to (1� ⇢)kxk1 + ⇢kxk2 < t (3.16)

So far we have exploited several statistical concepts in order to reduce the parameter space
and produce a system solution while avoiding overfitting. However, in device modeling there
is only a limited set of solutions that are physically acceptable, and the solution produced
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Figure 3.3: LASSO solution, produced with artificially generated data. For decreasing t,

more and more coefficients are forced to zero.

from (3.16) may not be one of them. In order to limit the solution space into that physically
acceptable set, we introduce a number of constraints based on knowledge of the system and
models. Such constraints are derived directly by the nature of the solution, for example
x � 0 since x consists of variances, and from the given model documentation. Therefore, we
formulate the problem as a constrained convex optimization problem.

minimize kb�A · xk22

subject to
⇢
(1� ⇢)kxk1 + ⇢kxk2 < t

l  x  u

(3.17)

In Equation 3.17, l and u indicate the lower and upper boundaries of x, respectively. Note
that not all parameters need to be constrained, in which case the corresponding elements of
vectors l and u can be set to 0 and a very large value, respectively.

The final solution, x⇤, contains the variances of each parameter, which are then added
back into the model, therefore generating a customized model card, tied to the specific design.
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Figure 3.4: Elastic net solution with ⇢ = 0.5, produced with artificially generated data. The

solution combines the properties of ridge regression and LASSO, depending upon the value

of ⇢.

Figure 3.5: Root mean square error for ridge, LASSO and elastic net regression.
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Figure 3.6: Two-dimensional contour plots of the ridge (black), LASSO(light grey) and

elastic net (dark grey) penalty terms for a hypothetical 2-parameter system. The dotted line

indicates the valid solution space.

3.2 Application examples

3.2.1 Customized models for device characterization

For a first-order validation of this methodology through simulation, we extract voltage-
current characteristics of NMOS and PMOS devices in a 28nm FDSOI technology, given a
PSP technology model. The circuit used for extraction is shown in Figure 3.7. The selection
of this test structure allows us to compare the customized model cards directly to the original
cards.

Methodology

In order to set up the system of Equations 3.11, we begin with identifying the complete
statistical parameter set used in the given models. Figure 3.8 shows scatter plots of some
of the parameters extracted from MC simulation revealing full correlation in two pairs of
parameters that are physically linked, which are incorporated into Equation 3.11. Only a
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Figure 3.7: Simulation circuit for IV curve extraction of NMOS and PMOS.

subset of the parameters used is shown in order to simplify plots. The full set of statistical
parameters in this particular model is shown in Table 3.2. The fourth column of the Table
shows the model used for certain parameter correlations in the model.

The next step is the selection of the outputs of interest for the specific design. Here, we
select a set of 5 outputs that are of interest for digital and/or analog design:

y = [Ion, Vth, logIoff , gm, go]

Next, we use finite differences to extract the Jacobian matrix from the given simulation
model. The top part of Table 3.3 shows the extracted percent sensitivities of each output
with respect to the parameter subset and therefore corresponds to matrix J, and the bottom
part shows the calculated norms of each column of matrix A. This format shows the tradeoff
between choosing a smaller or larger � for parameter selection. Zero columns are automati-
cally removed from the system, and the choice of � in the order of 1e�8 further reduces the
size of the final system to 8 parameters without significant error.

After parameter selection, physical constraints are added in order to limit the solution
space. The first and most obvious constraint that needs to be added to the system is
x � 0, since x is a vector of variances. From there, minimum and maximum values for some
parameters are derived from the model documentation, whereas other parameters remain
unconstrained. The resulting optimization problem is then solved using a commercially
available convex programming package, like CVX [43, 44].

Figure 3.9 shows a comparison of the histograms extracted by MC simulation before
and after adding these constraints. It is evident that in the second case the system solu-
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Figure 3.8: Scatter plots of a subset of the parameters used.

tion matches more accurately the body of the original distribution. Figure 3.10 shows the
corresponding quantile-quantile plots. We observe a better match in the tails of the distri-
bution as well. Finally, Figure 3.11 compares the resulting distributions for all the selected
outputs, after customizing the model cards with a reduced statistical parameter set, each
one of which is assigned a normal distribution with standard deviation calculated by solving
Equation 3.11. The calculated standard deviations for a subset of the parameters of the
customized model (CM) are shown in Table 3.4, compared to the original model (OM). Al-
though these results are based only in simulation, the fact that they are very close shows that
the simplified linear model with reduced parameter set that was used is capable of predicting
device performance. Customized models using measured data will be presented in Chapter
5.

Importance sampling

The methodology so far relies on Monte-Carlo simulation using customized model cards
in order to predict design yield. One major limitation of Monte-Carlo simulation is the large
number of simulation runs needed in order to find a rare event. Although a DC analysis
on a simple circuit like the one of Figure 3.7 can simulate relatively fast, anything more
complicated can result in excessive runtimes. Importance sampling has been proposed as a
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method to reduce runtime for SRAM failure prediction [45, 46], and is leveraged in order to
achieve simulation speedups in this work.

Importance sampling is based on the introduction of a proposal distribution for the
model parameters, such that the rare event f of interest is converted to an event with higher
probability (close to 0.5), therefore enabling the reduction of the number of simulation runs.
From there, the original probability of the rare event can be calculated through a series of
algebraic manipulations. The success of the importance sampling approach depends crucially
on how well the proposal distribution matches the desired distribution. In this case, the
proposal distribution is gaussian, just like the original one, but the mean is shifted such that
p(f) ⇡ 0.5. This choice provides good matching with the original distribution as well as
simplified calculations.

A key problem with this approach is the selection of the shift vector to be applied to
the model parameters. The selection of the shift vector is done using some sort of search
algorithm, however it is necessary to ensure that the algorithm converges fast in order to
actually achieve simulation speedup. For this reason, we propose a simple and efficient
spherical search algorithm, which exhibits both a variable radius (similar to the one in [46])
in a divide-and-conquer manner as well as a shift of the center of the search. The algorithm

Figure 3.9: Comparison of extracted histograms (a) without adding physical constraints and

(b) with physical constraints. In both cases blue denotes the original model and red the

customized model. All data are normalized.
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is shown in Table 3.5. For Step 1 of the algorithm a maximum number of iterations is set.
If Step 1 does not conclude in that time, the initial radius R of the search needs become
larger. Step 2 may be repeated with a shifted search center and reduced radius for increased
accuracy.

Figure 3.12 shows a comparison of the estimated probability of failure between Monte-
Carlo simulation with and without using importance sampling. The target probability of
failure is 0.001. It is shown that importance sampling can produce results with fewer samples
(N  1000), while regular Monte-Carlo fails. For N > 1000 the relative absolute error of
the importance sampling method is consistently less that the regular Monte-Carlo. For
large number of simulation runs the results of the two approaches converge. In order to
produce results with 90% confidence and 90% accuracy, regular Monte-Carlo requires 100.000
simulation runs, while importance sampling requires only 3000 runs.

This algorithm uses NStep1 + NStep2 simulations to find the right shift vector and N
simulations to estimate the probability of interest. Heuristically, it is found that NStep1 and
NStep2 are in the order of ⇠ 50 simulation runs, therefore the total number of simulations
still remains less than the number required for Monte-Carlo. NStep1 can be further reduced

Figure 3.10: Comparison of extracted histograms (a) without adding physical constraints

and (b) with physical constraints. In both cases blue denotes the original model and red the

customized model. All data are normalized.
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Figure 3.11: Output histograms (top) and quantile-quantile plot (bottom) comparison. In

both cases blue denotes the original model and red the customized model. All data are

normalized.

by performing numerical optimization on the target function p(f) � 0.5. Although more
robust, this comes at an increased complexity which limits its usability.

3.2.2 Customized models for comparator characterization

Next we characterize by simulating one of the most useful and most used mixed-signal
circuits, the StrongARM comparator [47, 48]. The circuit schematic of a StrongARM com-
parator is shown in Figure 3.13. This topology finds wide usage as a sense amplifier, a
comparator, or simply a robust latch with high sensitivity. Its zero static power consump-
tion, rail-to-rail swing and manageable input-referred offset make this latch very popular in
all types of circuit design, ranging from analog front-ends and analog-to-digital converters
to memory.

Impulse Sensitivity Function

In order to characterize the comparator we will treat it as a linear time-invariant (LTI)
system, within one clock period, and extract its Impulse Sensitivity Function (ISF). ISF
system theory has been used in the past to describe sampled and periodic systems [49–51].
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Figure 3.12: Simulated probability of failure using Monte-Carlo and importance sampling.

vinp vinn

vopvon

clk

clk clk clk clk

Figure 3.13: Circuit of a StrongARM latch including pre-charge devices.

Although these systems are generally non-linear, if we assume that the input exhibits small
perturbations around a certain DC bias, we can approximate the system as linear around
that bias, within a clock period.
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In order to calculate the impulse response h(t) of a continuous-time, LTI system, lets
assume a step input x(t) = u(t) . Then we have:

y(t) =

Z t

�1
h(t� ⌧)u(⌧)d⌧

=

Z 0

�1
h(t� ⌧)u(⌧)d⌧ +

Z t

0

h(t� ⌧)u(⌧)d⌧

=

Z 0

�1
h(t� ⌧) · 0 · d⌧ +

Z t

0

h(t� ⌧)d⌧

= C +

Z t

0

h(t� ⌧)d⌧ (3.18)

In Equation 3.18 we substitute u = t� ⌧ and get:

y(t) = C +

Z t

0

h(u)du (3.19)

From here if we take derivatives in both parts of (3.19):

d

dt
y(t) =

d

dt

Z t

0

h(u)du

=

Z t

0

d

dt
h(u)du (3.20)

Therefore, we have an expression of the impulse response of the system:

h(t) = y0(t) (3.21)

To further understand the concept we will consider the example of a simple NMOS
sampler. We can treat the NMOS sampler as an LTI system, described by Equation 3.18,
followed by an ideal sampler which samples the value of the output of the system at time ts.
We will denote the input of the LTI system as vi(t), the output as vo(t), and the output of
the ideal sampler as vs(ts) = vo(ts), where ts is the sampling instant. Therefore:

vs(ts) = vo(ts) =

Z ts

�1
h(ts � ⌧)vi(⌧)d⌧ (3.22)

and assuming the input is a small step of amplitude A, vi(t) = Au(t), from Equation
3.21 we have:
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Figure 3.14: Simulation setup for ISF extraction of a sampler.

h(ts) =
1

A
v0s(ts) (3.23)

From the above derivation, which is based on the one presented in [49], we see that in
order to characterize the impulse response of a sampled system in measurement, we can
take the derivative of the step response and normalize it by the amplitude of the input
step. This mitigates the need for an impulse at the input. More importantly, this technique
characterizes two different effects:

1. The sampled system bandwidth, as that is determined by the finite on-resistance, the
load capacitance and the parasitic capacitances.

2. The sampled system aperture width, as that is determined by the clock finite rise and
fall times.

3. The sampled system gain, as that is determined by the integral of the ISF.

Once the impulse response h(t) has been determined, its Fourier transform can reveal
information about the switch bandwidth, since applying the convolution theorem in (3.22)
we have:

Vs(j!) = H(j!) · Vi(j!) (3.24)

In simulation, the ISF of a sampler can be extracted with the simple setup shown in
Figure 3.14, i.e. by moving the clock edge progressively closer to the input step edge and
monitoring the sampled output at time ts. Figures 3.15 and 3.16 show the simulated ISF and
spectrum for various clock rise times, respectively, for a semi-ideal switch. For shorter clock
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rise/fall times the switch ISF is closer to an ideal impulse response and its bandwidth closely
matches that of an ideal RC circuit. For larger clock rise/fall times the ISF methodology
captures the bandwidth degradation due to increased aperture width.

Impulse Sensitivity Function for comparators

A comparator is essentially a combination of an amplifier and a sampler - it samples a
small voltage swing in the input and amplifies it with a very high gain. As such, it can
also be characterized using an ISF extraction setup similar to the one described previously.
Note that any comparator during its "sampling" operation can be broken down to an am-
plification stage, typically analog in nature, and a regeneration stage, typically digital. The
amplification stage samples the voltage difference at the input, and provides an amplified
voltage difference to the regeneration stage. When that amplified voltage difference exceeds
a threshold a positive feedback loop is enabled, which provides further amplification at a
very high speed through positive feedback.

Due to the more complex nature of the comparator the ISF characterization setup has
to be modified, but the main operating principle remains the same. A step is applied at the
input and the clock edge is swept relative to the input edge. The sampled voltage of the
amplification stage needs to be read at the output at each step. However, access to the in-
ternal nodes of the comparator is not available, at least not without significantly altering the
circuit and its characteristics. To solve this problem, an offset voltage is applied at the input
and swept until the comparator reaches the metastable point [52]. The metastable point can
be determined either by an ideal negative feedback loop that forces the amplification stage
outputs to be equal, without loading the comparator, or by statistical analysis of the digital
output.

Figure 3.17 shows the simulation setup for measuring the offset of a comparator by means
of statistical analysis. The offset of the comparator is the voltage that needs to be applied
to the input so that the comparator reaches its metastable point. A DC voltage is applied
to one input and slow ramp around that DC voltage is applied to the other input. Then the
comparator is clocked N times. If the comparator is at its metastable point when the two
inputs are equal, then the number of ones read equals the number of zeros. If not, the ratio
of the number of zeros to the N reveals the offset of the comparator.

The same concept is used to extract the ISF of the comparator. One of the inputs is
held at the common mode while the other is fed with a square pulse of small swing, around
a DC level VOS. VOS is swept slowly, just like the slow ramp in the offset characterization
setup. The point at which the number of ones equals the number of zeros at the output is the
metastable point of the comparator. The key distinction here is to find the metastable point
as a function of ⌧ , where ⌧ is the time difference between the clock edge and the input edge.
In simulation, that can be done with just a sweep statement. However, simulation speedup
can be achieved by eliminating one of the sweeps, but implementing the setup shown in
Figure 3.18. The circuitry remains the same as before, but the timing of the inputs changes;
the input is at a reference frequency fref , but the clock of the comparator is at a frequency
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slightly offset from the reference. Assuming that Tclk = Tref + �⌧ , the first sample of the
comparator will be �⌧ away from the input edge, the second will be 2�⌧ away, and so on.
The total number of cycles needed in order to span one whole input period is:

N =
Tref

�⌧
(3.25)

In a simulation setup due to absence of noise, selecting a high (⇠ 1GHz) reference
frequency can speed up simulations. The speed and design limitations in a practical design
will be discussed in the Chapter 4.

Application of centering methodology

As a comparator application example, we apply the centering methodology described
in Section 3.1 to the setup shown in Figure 3.17. The model used is a PSP 28nm FDSOI
model provided by ST Microelectronics. In this base model, variation is being added to
two parameters, VFBO and UO, for each transistor instance. Since the output of interest
is the comparator offset, we assume variation only in the matched pairs of the StrongARM
comparator (shown in Figure 3.13), which results in a total of 12 device parameters, ignoring
the digital reset devices.

Table 3.6 shows the simulated sensitivities of the StrongARM comparator offset to the
model parameters of its devices. As expected, variation in the flat-band voltage of the input
devices is proportional to the offset with a 1 : 1 ratio, approximately. Variation in the NMOS
devices of the cross-coupled pair affects the offset less due to the gain of the amplification
stage of the comparator. Finally, variation in the PMOS devices affects the offset the least,
since by the time the PMOS devices come into play the positive feedback has already been
enabled, which means an even higher gain.

Using the simulated sensitivities we set up Equation 3.11 and use elastic net regression
with ⇢ = 0.5. The solution converges for approximately t > 10, producing a root-mean
square error of less than 10�19 (Figure 3.19). The elastic net solution allows us to customize
the models across different biases. For example, for various values of the supply voltage
the comparator offset voltage extracted from the customized models closely tracks the offset
predicted by regular Monte-Carlo on the original model cards (Figure 3.20). Finally, Figure
3.21 shows the comparison between the produced distributions and QQ plots, showing that
both the body and tails of the distribution match closely the Monte-Carlo data. Therefore,
the plots demonstrate the ability of the methodology to predict correct variances for the
model, and make it a promising solution for reducing the prediction error of the models.
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3.3 Summary

In this chapter some basic modeling concepts were presented, as a preface to the cus-
tomized modeling methodology introduced by this work. The core of the customized mod-
eling methodology is the combination of backward propagation of variance technique, pa-
rameter screening, and statistical regression via the elastic the net, which produces a set of
parameter variances that can significantly improve the original models. The methodology
was tested using simulation data of device IV curves and comparator offsets as a preliminary
validation before the experimental validation.
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Table 3.2: FDSOI 28nm PSP model statistical parameters for Monte-Carlo (MC) and Fixed-

Corner (FC) simulation

Parameter MC FC Correlation Description

CFL 3 3 - DIBL parameter (length dependence)

CFLEXP 7 3 - DIBL parameter (exponent for length dependence)
CJORBOT 3 3 - Zero-bias capacitance per unit area of bottom for

SB junction
CJORGAT 3 3 - Zero-bias capacitance per unit length of gate-edge

for SB junction
CJORSTI 3 3 - Zero-bias capacitance per unit length of STI-edge

for SB junction
CTL 7 3 - Interface states factor (length dependence)

CTLEXP 7 3 - Interface states factor (exponent for length depen-
dence)

IGINVLW 7 3 - Gate channel current pre-factor for a channel area
of WEN · LEN

IGOVW 7 3 - Gate overlap current pre-factor for a channel width
of WEN

LAP 3 3 A+B(LOV+C) Effective channel length reduction per side due to
lateral diffusion of S/D dopant ions

LOV 3 3 - Overlap length for overlap capacitance
LVARO 3 3 - Geometry independent difference between actual

and programmed poly-silicon gate length
RSW1 3 3 - Source/drain series resistance for a channel width

WEN

TOXO 3 3 - Gate oxide thickness
TOXOVO 3 3 ATOXO/B Overlap oxide thickness (geometry independent

part)
UO 3 3 - Zero-Þeld mobility

VFBL 7 3 - Flat-band voltage (length dependence)
VFBLW 7 3 - Flat-band voltage (area dependence)
VFBO 7 3 - Flat-band voltage (geometry independent)

WVARO 3 3 - Geometry independent difference between actual
and programmed field-oxide opening
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Table 3.3: Percent sensitivities to parameters

J p1 p2 p3 p4 p5 p6 p7

y1 0.26 0.0 0.0 0.22 1.10 0.0 0.86

y2 0.18 0.0 0.0 0.13 0.30 0.0 0.03

y3 0.11 0.0 0.004 0.10 0.12 0.04 0.04

y4 0.04 0.0 0.0 0.08 0.76 0.0 0.82

y5 0.88 0.0 0.0 0.33 0.90 0.0 0.88

||A•j|| 9.4e�3 0.0 4.0e�5 4.4e�3 1.6e�2 0.4e�3 1.5e�2

Table 3.4: Parameter standard deviations in original model (OM) and customized model

(CM)

p1 p3 p4 p5 p6 p7 p8

OM 8.54e�8 7.50e�10 2.42e�9 0.011 6.43e�11 1.38e�6 4.85e�11

CM 8.74e�8 7.63e�10 2.39e�9 0.012 6.43e�11 1.39e�6 4.94e�11

Table 3.5: Proposed search algorithm

Step 1. Initial search

1: Set center of search to s = s

nom

2: Set initial search radius to R = [�5�, 5�]

3: Uniformly sample shift vector �s from R

4: Calculate p(f)

5: Repeat 2-3, stop when p(f) ⇡ 0.5 and save vector �s

⇤

Step 2. Variable radius search

1: Move center of search to s = s

nom

+�s

⇤

2: Set search radius to R = R/2

3: Perform 3-4 of Step 1 M times and save �s|
p(f)⇡0.5 in a collection L

4: If no �s|
p(f)⇡0.5 were found, set R = R+R/2 and repeat,

else select �s

⇤ = �s|
p(f)⇡0.5 of minimum norm
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Figure 3.15: Impulse response of the sampler for various clock fall times, compared to an

ideal response. Larger clock fall times increase the aperture width.

Figure 3.16: Extracted spectrum for various clock fall times, compared to an ideal response.

Increased aperture width limits the bandwidth of the sampler.
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Figure 3.17: Simulation setup for offset measurement of a comparator.
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Figure 3.18: Simulation setup for impulse sensitivity function measurement of a comparator.
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Table 3.6: Comparator offset sensitivity to statistical parameters for input devices and cross-

coupled pair devices at nominal supply voltage.

Instance: Nin1 Nin2 Ncc1 Ncc2 Pcc1 Pcc2

VFBO -1.029 1.029 -0.498 0.495 0.107 -0.099

UO 1.882 -1.899 0.793 -0.802 -0.864 0.897
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Figure 3.19: Root-mean square error of elastic net regression for comparator offset.

Figure 3.20: Comparison of offset prediction between original model and customized model.
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Figure 3.21: Comparison of the distributions and QQ plots between original model and

customized model.
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Chapter 4

Test structure design for data extraction

In the previous chapter, a customized modeling methodology was presented, which has
potential of producing high-yielding models tied to a specific design. In this chapter we begin
the discussion on experimental validation, by proposing a set of test structures for variability
characterization and model tuning.

Section 4.1 presents a high-level overview of all test structures, while the following sections
dive into detail on the test structure design, topology and layout selection, expected results,
testability features and measurement process. The chapter concludes with a brief summary.

4.1 Overview of test structures and goals

As discussed in Chapter 1, the goal of this work consists of two discrete parts. The
first goal is to demonstrate design-specific yield optimization for high-speed comparators,
using the methodology presented in Chapter 3. The selected outputs to be optimized are
the comparator offset and the comparator bandwidth. For this purpose, we design arrays of
test structures targeting at measuring both the offset and the impulse sensitivity function of
a large number of comparators.

The second goal is to investigate variability in high-speed comparators and characterize
design-dependent, layout-dependent and topology-dependent sources of variation. For this
reason we incorporate various comparator topologies, as well as several variations in the
layout in the test structures, targeting at characterizing specific variation effects. Along
with the comparators, we include sets of individual devices that can reveal information
about technology variability, accuracy of the original variability models as well as correlations
between device performance and comparator performance.

Figure 4.1 shows a high-level block diagram of the test-chip, designed in a 28nm FDSOI
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Figure 4.1: High-level chip block diagram, featuring the offset, ISF and comparator arrays

and the on-chip memory.

technology. The chip consists of three discrete test arrays; a comparator offset characteri-
zation array, a comparator impulse sensitivity function characterization array and a device
current-voltage characteristic extraction array. An on-chip memory in the form of a shift-
register is also included. A more detailed high-level overview of the chip circuitry is shown
in Figure 4.2. All structures will be discussed in detail in the following sections.

4.2 Test structure design

In order to be able to account for variation, variability test structure design is neces-
sary. Variability test structures are structures that allow the measurement and statistical
analysis of specific characteristics of a technology or design. Device arrays can provide de-
vice variability data within a die and reveal their spatial characteristics, with low or high
spatial resolution. When matched pairs of devices placed in close proximity to each other
are incorporated in such arrays, systematic effects can be removed by subtraction and ran-
dom mismatch can be characterized. Averaging data over multiple dies exposes die-to-die
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Figure 4.2: Simplified schematic of the complete chip.

(D2D) variation, averaging data over a wafer exposes wafer-to-wafer (W2W) variation and
knowledge of die location enables spatial analysis of D2D effects.

Over the years, various types of test structures have been proposed and used. Arrays of
padded-out active or passive devices can provide very accurate direct current measurements,
at the cost of very high area and long measurement times. To mitigate that, devices can be
organized in device matrix arrays (DMA) [53]. DMAs contain devices that are all connected
to common measurement buses, but are individually selectable, therefore allowing a much
more compact design and enabling measurement automation. A limitation of this structure
is lack of accuracy due to the increased leakage floor on the measurement buses and non-
idealities introduced by the selection logic.

In this work we adopt arrays similar to those in [53]. We expand them to include test
circuits besides only devices, and add leakage calibration and accuracy improvement features
when necessary. The test structure arrays are discussed in detail in the following subsections.
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4.2.1 Offset characterization array

Offset characterization is a low-speed measurement performed with a simple test structure
like the one shown in Figure 3.17. The challenges here are acquiring a large sample size and
dealing with noise in measurements.

In order to acquire measurement of multiple comparators we implement a test structure
array, similar in concept to the one presented in [11]. The primary reason for employing such
an array is that it provides a large amount of comparators, thus making accurate statistical
analysis possible. Moreover, the array, in combination with row/column decoders, helps
overcome the problem of limited pad number. Finally, it enables statistical analysis with
both low and high spatial resolution and reduces design time due to its repetitive nature.

Figure 4.3 shows one column of the array. Each column is repeated multiple times and a
column scan chain is added which, in combination with the row scan chain, produce the en
signal that selects or de-selects a comparator. The column and row scan chains are connected
in one long chain, therefore sharing the input and output scan signals and minimizing pad
overhead. All comparators share the same input signals vinp and vinn, clock clk and a
single output signal dout. The clock and input wires are laid out in an H-tree form in order
to equalize the wire lengths and avoid systematic variation and skew. Each comparator
output is connected to the output wire dout through a tri-state buffer, so as to reduce area
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Figure 4.4: Example of a cumulative probability function of a single comparator, after noise

averaging.

overhead and wiring complexity of the multiplexer. The final output and the clock output of
the offset array are driven to a 30kbit shift-register, and also directly to two digital output
pads. This built-in redundancy ensures better testability and facilitates debugging during
the measurement process.

The complete offset array, including the comparators and the peripheral circuitry, occu-
pies 1.25mm ⇥ 1.35mm of space and consists of 56 rows and 64 columns, giving a total of
3, 584 comparators.

To measure the offset, one of the comparators is selected and the input is swept slowly.
For each differential �V in, N measurements of the output are taken, and the probablity
P (dout = 1) is calculated. N can be 30000, if the on-chip memory is used, or can be set to
any number if the dout output pad is used directly, bypassing the memory. The resulting plot
of P (dout = 1) against �V in is fitted to a cumulative distribution function. An example
cumulative distribution function for a single comparator is shown in Figure 4.4, after noise
averaging over 30000 samples. The mean of the noise distribution is the comparator offset.

4.2.2 Impulse sensitivity function characterization array

The basic simulation setup for ISF measurement was shown in Figure 3.18. To translate
that design to hardware, we have to consider many practical issues, like testability, bandwidth
and accuracy limitations, and noise.

In order to allow for high-speed testing, we save the output in an on-chip memory, the
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size of which is determined by N . As a reminder, N is the number of output samples needed
when the input has a period Tref and the clock has a period Tref +�⌧ (Equation 3.25). In
order to get samples with better resolution i.e. lower �⌧ , more outputs need to be saved,
and therefore the memory has to be bigger. The choice of �⌧ depends on the frequency
of the comparator that is being characterized. According to the Nyquist-Shannon sampling
theorem:

�⌧  1

2fcomp
(4.1)

Table 4.1 shows various combinations of fref and N , and their corresponding time step.
In order to maintain a 1ps resolution, many different combinations can be used. Although in
simulation high frequencies are preferable because they shorten the runtime, in a practical
design a lower frequency should be selected in order to avoid the difficulties of providing
a low-jitter high-speed clock. The tradeoff, again, is a on-chip larger memory. To allow
for simplicity and flexibility at a reasonable area, we design a 30kbit shift register which is
connected to the output of the comparator array, as shown in Figure 4.5. The shift-register is
shared with the offset characterization array through a multiplexer. The ISF measurement
array is otherwise designed in the same way as the offset measurement array, and signal
redundancy is also implemented for testing purposes..

In this setup, each ISF measurement will characterize not only the comparator itself, but
also the input channel before each comparator. This input channel consists of the board
input and trace, the bondwires, the loading of the chip I/O pad as well as the loading of the
termination resistor and the comparator array itself. All of these components significantly
degrade the measured bandwidth. For this reason we add two probe-pads on-chip, placed
at the input of the ISF array. The resulting signal path is shown in Figure 4.6. The ISF
measurement reveals hmeas(t). Although the addition of the probepad further loads the
inputs, it also enables us to measure hchan(t). The deconvolution of the two can give a
good approximation of the ISF. In order to reduce wire resistance after the probepad and
comparator loading, we keep this array smaller, with a total of 160 comparators.

Table 4.1: Time step �⌧ for various combinations of fref and N for ISF characterization.

fref \N 1Kb 10Kb 100Kb 1Mb

1MHz 1ns 100ps 10ps 1ps

10MHz 100ps 10ps 1ps 0.1ps

100MHz 10ps 1ps 0.1ps 0.01ps

1GHz 1ps 0.1ps 0.01ps 0.001ps
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Figure 4.5: One column of the ISF measurement array.

4.2.3 Device characterization structures

Along with offset and ISF structures, transistor arrays are used in order to explore
variation and characterize technology. Two arrays were designed, one for NMOS and one
for PMOS testing. In each array, all devices under test (DUTs) were connected in parallel
to each other, sharing the same gate, source, drain and body buses, as shown in Figure
4.7. Two buses are used per source/drain terminal, in order to enable four-terminal sensing.
During measurement, only one of the devices is enabled through the enable signal en, which
activates a pass-gate switch that connects the gate bus VG to the actual DUT gate, and also
connects the drain and source to the sense buses. All other devices are disconnected from
the sense buses and their gates are driven to a voltage VGX .

Configuring the DUTs in such an array has multiple advantages. Firstly, it allows for a
large number of devices to be tested. The shared buses reduce complexity and eliminate the
need for additional multiplexing, while a single shared scan chain can be used to generate
the enable signal for both arrays, therefore relaxing pad number limitations. Secondly, it
allows for leakage control in two different ways. When one device is selected, the gates for
all other devices are driven to VGX . VGX can be set slightly below ground for NMOS, or
slightly above the supply voltage for PMOS, providing a reverse bias to the gate that reduces
leakage. Figure 4.8 shows simulated I-V curves of the a single NMOS device which is part of
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Figure 4.6: Input signal path consisting of SMA input, PCB trace, bondwire, chip input

pad, probepad, wires and the comparator.

a larger array of devices. When no reverse gate bias is used there is a leakage floor at 100µA,
whereas when a reverse gate bias of -100mV is used it is possible to measure currents in the
nA range. Additionally, when all devices are deselected a leakage measurement can be used
to calibrate leakage current out of the actual DUT measurements. Finally, the existence
of separate pairs of current-carrying and voltage-sensing electrodes enables more accurate
measurements as the wire and contact resistance is removed from the measurement.

4.3 Characterization and comparison of comparator

topologies

Along with design centering the chip targets at characterizing design variability among
different topologies and effects of different layouts, to allow for design-specific and layout-
specific effects to be studied.

Regarding topology selection, we design a wide variety of the most common clocked
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Figure 4.7: Schematic design of the transistor array for Kelvin-sensing measurement of a

large number of DUTs.

comparator designs. All included topologies are shown in Table 4.2 and are assigned the
abbreviated names shown. This includes the strong-arm latch comparator [47], which is
broadly used as a low-power high-speed comparator, and was discussed in detail in Chapter 3.
The double-tail latch (INT2) [54] was developed for low-power deep-submicron applications,
as it features reduced device stacking by breaking up the latch into two stages. Another
variation that uses a single clock phase (INT1) was presented in [55] as a low-voltage low-
noise alternative. Finally, two new variations of the double-tail latch were developed, which
use two (DSA2) 1 and one (DSA1) clock phase respectively, and combine the advantages from
both comparator types. The dual-SA latch is appropriate for ultra high-speed operation as
it uses two stages of positive feedback, while the dual design allows for lower offset as offset
is now the result of a joint distribution, while power-wise it is comparable or better than
other two-stage designs. All comparators are designed to have the same input and output
capacitance, and sized for ⇠ 10GHz speed under nominal conditions.

1
designed by Vladimir Milovanović in Berkeley Wireless Research Center, University of California at

Berkeley
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Figure 4.8: Monte-Carlo simulation showing the effect of reverse gate bias for leakage reduc-

tion.

4.4 Characterization of random and systematic

variability

In the designed test-chip, several variation effects have been targeted for characterization
both in the context of comparators as well as individual devices. In Chapter 2, many of the
most well-known sources of systematic and random variation were discussed, and variations
were classified to within-die (WID) and die-to-die (D2D) variations. In this work, we target
at characterizing random variation as well as some of the lesser-known and less explored
sources of systematic variation in order to determine their importance, their effect on circuit
design locally and across different dies, and for customized model building.

Table 4.3 outlines all the layout variations and device geometries included in the test-chip,
and shows the abbreviated name assignment that they were given. Those layout variations
are applied on the input devices and/or the clock device of a comparator design, and are
also included in the test-chip as individual devices in the device characterization array. All
devices are of minimum length. The last column of the table shows the targeted variation
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Table 4.2: Comparator topologies included in the test-chip

Comparator type One clock phase Two clock phases

SA

vinp vinn

vopvon

clk

clk clk clk clk

N/A

INT1, INT2

vinp vinn

clk

vonvop

clk

vinp vinn

clk

vonvop

clk

clk

clk

clk

clk

DSA1, DSA2

vinp vinn

clk

clk clk clkclk

vonvop
vonvop

clk

clk

clk

vinp vinn

clk

clk clk clkclk

effect that the corresponding device will be used to characterize, systematic or random.
Those targeted effects are discussed in detail in the following subsections.

4.4.1 Random variability test structures

Random variability sources such as random dopant fluctuations , gate work function vari-
ation, and line-edge roughness can contribute to variations in VTH , IOFF , and ION between
devices with identical layouts. In order to isolate the impact of random variability from
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that of systematic variability, transistor pairs (i.e. mismatch test structures) are often used.
These test transistors are identically drawn structures that are placed in close proximity to
one another on the chip. If there is a systematic source of variability, its impact would be the
same for both devices. As a result, when the difference (as opposed to the absolute value)
of the performance parameter between the two transistors in a pair is analyzed, the impact
due to systematic variability is canceled out, i.e. the difference is due entirely to random
variability. To ensure that the transistors in a pair are identical in every possible aspect, it is
important to make sure that the surrounding area is the same for both transistors. For this
reason, transistors in the device characterization array are layed-out in columns; this allows
for transistors of the same flavor to be in close proximity to each other, while the guard rings
and the peripheral circuitry are kept identical, as shown in Figure 4.9.

Table 4.3: Layouts and geometries of devices under test

Name W (nm) Layout Targeted effect

N0 1240 Area = 0.0372 µm2 Random variation, device geometry

N1 1240 Number of fingers, corner rounding

N2 1240 Segmented channel mobility variation

N3 1240 Mobility variation due to gate proximity

N4 2480 Area = 0.0744 µm2 Random variation, device geometry

N5 2480 Number of fingers, corner rounding

N6 310 Area = 0.0093 µm2 Random variation, device geometry

N7 620 Area = 0.0186 µm2 Random variation, device geometry

N8 4960 Area = 0.1488 µm2 Random variation, device geometry
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Figure 4.9: Part of the device characterization array layout

It is known that device variability is inversely proportional to device area [56]. However
this approximation is based on the square law transistor current model and becomes less
and less valid at smaller device geometries. In order to assess the effect and characterize
the Pelgrom coefficient for this technology, devices of various geometries are included in the
device array. The various channel areas that were characterized are shown in Table 4.3. The
selected sizes and layouts match those of the devices used in the comparators in order to
explore correlations between I-V curves and comparator performance.

4.4.2 Systematic variability test structures

In addition to device structures used to study random variability, several device structures
are included to assist with the study of a few different effects of systematic variability. From
Table 4.3, device N0 is used as the reference, designed with 2 fingers, a gate pitch of 106nm
and a fixed STI distance.

Firstly, we explore the effect of number of device finger selection. It is expected that
the variation of multi-fingered devices of a fixed area will exhibit systematic shifts across
different dies due to effects like poly corner rounding. Carefully designed structures can help
identify and model the effect.

Another targeted effect comes from the selection of gate pitch. As gate pitch is scaling,
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it is becoming harder to accurately control the length of devices, which is why design rules
get more restrictive. Design rules now require the addition of dummy gates, but allow a few
different options on the gate pitch used. In sub-wavelength lithography narrow poly lines
with varying pitch will have different channel lengths, while dense lines have higher depth
of focus, and are more immune to defocusing of the optical system [57]. These dummy poly
structures can influence the stress within the channel region of the device-under-test. In
[58] it is shown that different gate pitches can add deterministic shifts in device electrical
performance due to mobility difference. In this test-chip, transistors of two different gate
pitches, 106nm and 222nm, are used in order to assess any associated systematic effects.

Shallow trench isolation (STI) is used to electrically isolate adjacent transistors. Tradi-
tional methods use SiO2 in the STI trenches, which create compressive strain on the channel
substrate that varies with distance from the edge of the STI/diffusion interface to the chan-
nel region [59]. This can affect device carrier mobility and therefore the drive strength.
To quantify the impact of STI-induced stress, dummy active regions are drawn at different
distances away from the device under test.

The final targeted effect is that of a segmented transistor channel. Instead of a transistor
having a continuous width, the channel region can be segmented into multiple stripes of equal
width. From an electrostatic control standpoint, a segmented channel transistor can offer
improved short-channel effect due to the slight wraparound of the gate over the channel and
the gate fringing electric field coupling to the channel region through the STI, if the stripe
width is comparable to the channel length. Thus, even though the segmented channel design
takes up more layout area as compared to a conventional channel design, the improvement
in device performance can provide a net benefit when normalized to the same layout area
[60]. Additionally, larger and more uniform mechanical stress can be induced within narrow
channel segments.

4.5 Chip overview and testing

The test-chip was fabricated in a 28nm FDSOI technology provided by ST Microelectron-
ics. The final layout is shown in Figure 4.10. The chip uses appproximately a 2mm⇥ 2mm
area with 31 IO pads per side. The nominal supply voltage for this technology is VDD = 1V ,
and the IO supply is VDDE = 1.8V .

From the included test structures the IV array is independent, running from a separate
supply VDDX . The comparators in the comparator arrays also run off a separate analog sup-
ply VDDA, while all other logic on chip uses the nominal supply. The clock and signal outputs
of the two comparator arrays are routed to the on-chip memory through a multiplexer, while
also buffered versions of them are routed directly to the pads for added testability and easier
debugging. For the ISF array, the clock input can be supplied either through a digital pad
or an LVDS pad, which allows for higher-frequency testing.

All chip voltage supplies come from programmable regulators on a motherboard. The
motherboard interfaces through FMC connectors with an Opal Kelly Shuttle LX1 board
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Figure 4.10: Layout picture of the complete chip.

and with a 40 ⇥ 40 daughterboard. The complete board setup is shown in Figure 4.11. All
chip digital signals are controlled through the Opal Kelly FPGA. All chip analog signals are
supplied by lab instruments using SMA connectors on the daughterboard. The FPGA and
the lab instruments are all controlled by a single python script in order to automate the
testing process.
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Figure 4.11: Test board setup, including motherboard, daughterboard and Opal Kelly Shut-

tle LX1 board.

4.6 Summary

A test chip vehicle is designed in order to study the impact of device variability. De-
vice characterization of different geometries and layouts can reveal information about both
random and systematic variability. In addition to that, sets of comparator arrays of mul-
tiple topologies and layouts are used to assess systematic effects. Along with variability
characterization, the dataset can then be used for customized model building, resulting to
design-specific, high-yield models.
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Chapter 5

Experimental evaluation of customized

models

A testchip has been designed and fabricated in a 28nm FDSOI technology and measured.
The chip is shown in Figure 5.1, and contains the offset and ISF characterization arrays as
well as the device characterization array described in Chapter 5.

Measured data reveal information about variability in thin body devices, including the
impact of layout in D2D and WID variation, as well as the impact of layout and topology in
comparator variation, and are presented and analyzed in Sections 5.1 and 5.2. In Section 5.3,
the variability data extracted from comparator measurements are used to create customized
models to improve yield prediction error. The chapter concludes with a summary of the
results.

5.1 Characterization of device variability in 28nm FDSOI

Transistor current-voltage characteristics were extracted from the designed arrays. The
scan chain signals were software-generated and passed to the chip through the FPGA. All
data post-processing was done in Python.

For device I-V curve extraction, a reverse gate bias of -100mV was applied to the gates
of the NMOS devices that were not under test in order to reduce leakage. Additionally, an
I-V curve measurement when all devices are off was taken and was subtracted from each
measured I-V curve, in order to reduce the leakage floor. The voltage threshold was then
extracted using the constant current method on ID(VGS) curves at the linear region [61],
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Figure 5.1: Die photo of the chip, showing the various blocks described in Section 4.2.

according to which the estimated threshold voltage is the value of VGS when ID = 10�7W
L A

and VDS = 50mV , as shown for an example device in Figure 5.2.

A total of 13 dies were measured. Statistics of all raw data measured are shown in Figure
5.3, including both systematic and random effects of variation. In the following sections we
will differentiate and analyze effects of systematic and random variability and investigate
random mismatch, random within-die variability and systematic effects of variability across
different dies.

5.1.1 Matching performance

In order to analyze random mismatch, device pairs are measured across all 13 dies and the
voltage threshold is extracted from their corresponding ID(VGS) curves. Then the variance
of �VTH is calculated as:

�2
�VTH

= E{(VTH,1 � VTH,2)
2}

where 1 and 2 are the indices of the two matched devices. Figure 5.4 shows the measured
and simulated Pelgrom plot for this technology. The measured data come from 160 NMOS
devices per chip per plot point, and the devices used are N0, N4, N6, N7 and N8 (Table 4.3).
In both the simulated and the measured case, a straight line was fit through the data using
least-squares optimization. From the slope of each line we extract the Pelgrom coefficent,
which is estimated at 1.93mV µm for simulation and 1.51mV µm for measurement. The
Pelgrom coefficient is a measure of transistor matching, and the lower it is the better the
matching [56].
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VGS = VTH

Figure 5.2: The constant-current voltage threshold extraction method.

From the plot, firstly we observe that the models overestimate the Pelgrom coefficient
by approximately 30%. This is likely due to the fact that statistical parameters for variabil-
ity models are typically extracted using variation data with different sources of variability
lumped together.

Secondly, we observe that the Pelgrom coefficient for FDSOI technology is very low,
which is consistent with previously published data for this technology [62–64]. This is due
to the fact that planar FDSOI does not use dopants to set the voltage threshold, making
the contribution of random dopant fluctuation to variability virtually zero. The threshold
voltage is set by gate work-function engineering [62], while excellent electrostatic control of
the channel is achieved due to its thin body.

5.1.2 Within-die variability

Process variations that vary rapidly within the dimension of a die cause within-die (WID)
variability [57]. WID variability can have systematic sources, resulting from the processing
and mask imperfections, in two cases: 1) when the die is very large relevant to the wafer and
2) when the process variation has a strong layout dependence [9, 65]. Due to device scaling
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Figure 5.3: Distributions of measured VTH and ION for a 310nm/30nm device across different

dies, compared to the simulated distributions.

and shrinking of dimensions, currently most WID variations are treated as random, either
because they are due to random sources or because their sources are unknown.

Analyzing the performance distributions of identical structures within a die reveals the
WID variation for that die. Figure 5.5 shows the 3�/µ percent variation of the measured
VTH and ION of the smallest available NMOS device for each measured die. The average
WID variation measured is 8.9% for VTH and 6.5% for ION , while their worst-case is 11.1%
and 9.4% respectively. WID variation scaling is inversely proportional to area and consistent
with previously published data in larger technology nodes [4, 57].

In order to evaluate the WID variation component of different layout configurations of the
measured data we plot the 3�/µ variation measured over different dies for each device layout.
Table 4.3 shows all layout variations included and their corresponding abbreviations. Figure
5.6 shows the mean as well as minimum and maximum values of the measured variation.

We observe that layout variations have limited impact on WID device variability. The
effect of number of fingers is negligible. A segmented channel achieves a slight decrease of
the voltage threshold variation on average, with tighter distributions measured in all dies,
while ION variation remains comparable to other layouts. This likely means that segmented
devices exhibit slightly less gate work-function variation within a die, while any mobility

61



Figure 5.4: Pelgrom plot using simulated and measured data.

variation is kept low due to better electrostatic control of the channel. Finally, the larger
average variation in both voltage threshold and ION is measured in the device that has
increased gate pitch. The effective variability differences however are very small. Overall,
systematic layout-dependent effects are not very significant, which means that the measured
WID variability is mostly due to random components of variation.

5.1.3 Die-to-die variability

The sources of die-to-die (D2D) variability are generally systematic due to the manufac-
turing process. Photolithography and etching, oxide deposition and growth, lens imperfec-
tions and thermal annealing can all contribute to these types of variations.

Die-to-die systematic effects manifest themselves as a gradual mean shift across the wafer.
The spatial characteristics of D2D variation cannot be assessed in this case as the die location
on the wafer is not known. Die-to-die systematic effects related to device layout are assessed
by averaging each die and examining the distribution of the means for each device layout.
For the smallest device available, an 10% 3�/µ variation was measured in VTH and a 46%
shift in ION . The accuracy of these estimations is limited by the small sample size, they are
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Figure 5.5: Measured WID 3�/µ variation for a 310nm/30nm device across different dies.

The solid line shows the average WID variation, while the dashed lines mark the best and

worst WID variation measured.

however in agreement with previously published data on scaled technology nodes [4, 57]. In
this node, current variations appear to be dominant.

In order to investigate the systematic layout effects, Figures 5.7 and 5.8 compare the
distributions of the fastest and slowest dies for VTH and ION , respectively, for all different
layout configurations. Device N0 in the slowest chip is used as a reference. No significant
shifts in the measured 3�/µ variation were found in VTH variation, with the larger shift
occurring for the segmented device N2 and being approximately 1%.
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Figure 5.6: Measured WID 3�/µ variation from all dies across different layouts. The blue

dots correspond to the mean value.

5.2 Characterization of comparator variability in 28nm

FDSOI

Comparator offsets were also extracted from the designed arrays, in order to assess the
effects of variability and perform design centering. The scan chain signals were software-
generated and passed to the chip through the FPGA. Comparator offset measurements were
taken using an FPGA generated clock of 12MHz. A slow voltage ramp swinging from -100mV
to +100mV around the common-mode voltage was applied at the input, generated by a high
precision source-measure unit. Supply voltage was controlled by on-board regulators. For
each voltage step, 30k output bits stored on the on-chip memory were measured. The ex-
tracted points of the cumulative distribution function were fit to the cumulative distribution
function of a Gaussian (Equation 5.1) using a least-squares fit, in order to extract the mean
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Figure 5.7: Comparison of measured VTH distributions of fasted and slowest die for different

layouts. Data are normalized to the mean VTH value of the reference device N0 in the slowest

die.
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Figure 5.8: Comparison of measured ION distributions of fasted and slowest die for different

layouts. Data are normalized to the mean ION value of the reference device N0 in the slowest

die.
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and standard deviation of the noise for each comparator, as shown in Figure 5.9(a). The
extracted mean values correspond to the comparator offset.

�(x) =
1

2
[1 + erf(

x� µ

�
p
2
)] (5.1)

For each comparator type, 223 instances were measured from each die in order to evaluate
the offset distribution within the die (Figure 5.9(b)). A limited number of outliers found
outside the range of the input voltage step were eliminated in some cases, in order to avoid
repeated time-consuming measurements. If too many samples were outside the input range,
for example in the case of very low supply voltages, the measurement was marked as failed.

5.2.1 Layout-related effects of variability

We will first discuss some of the effects of comparator layout in variation and overall
performance. The strong-arm comparator was used as a reference for these measurements,
and layout variations were added either in the input pair or the clock device of the first stage.
Table 5.1 shows abbreviated names for all measured strong-arm comparators of different
layouts, and includes the type of device used for the input pair and the tail of the first stage
for each one. All other devices were kept the same. Compared to Table 4.3, one additional
layout variation is used in the comparator array, shown in the last column of the table. In
SA7, the input device is identical to N0, but a dummy active region is placed close to the
device in order to examine any stress-induced effects.

Figure 5.10 shows colormaps of the measured offsets within a die for all comparators with
input device layout variations. Comparators of the same type are spaced 160µm apart in

(a) (b)

Figure 5.9: (a) Noise cumulative distribution function of a single SA comparator instance

and (b) offset distribution of SA comparator within a die
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Figure 5.10: Colormaps of measured WID comparator offsets for different comparator lay-

outs.

the horizontal direction and 45µm apart in the vertical direction. We observe no significant
spatial correlation at these distances within the die.

Table 5.2 shows the percent offset shifts measured, averaging results from 6 measured
dies. The offset shifts are compared to the reference comparator SA0, which has a pair
of reference devices N0 at its input. The second row of the shows the layout variations
used at the input devices of each one of the comparators under test. From the measured
data we observe that layout variations in the input device generally do not affect device
mismatch, except in the case of the device with increased gate pitch, where a ⇠ 6% increase

Table 5.1: Comprator layout configurations

Comparator Input devices Clock device Targeted effect

SA0 N0 N8 Reference

SA1 N0 N4 Number of fingers of clock device

SA2 N0 N5 Number of fingers of clock device

SA4 N1 N8 Number of fingers

SA5 N2 N8 Segmented channel

SA6 N3 N8 Gate pitch

SA7 N0’ N8 STI effect
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in the measured offset is observed. Increased gate pitch increases the distance between the
channel region of the two matched devices, resulting in larger mismatch, proportional to that
distance.

5.3 Variability-aware comparator design in deeply-scaled

technologies

As comparators are a critical component of all mixed-signal systems, their design and
optimization has always been of interest for circuit designers. While the strong-arm latch has
traditionally been a great low-power solution, two-stage designs have been introduced offering
potential for high-speed and low-voltage operation. Several of these designs were measured
and analyzed, in order to understand how process variation affects their performance. The
measured comparator topologies were are shown in Table 4.2.

Figure 5.11 shows the colormaps of measured comparator offsets within a die, comparing
all topologies. As expected, there is no perceivable spatial correlation for WID variability as
variation is primarily due to random mismatch. It is evident however that offset depends on
topology and design decisions.

5.3.1 Variation-driven comparator topology selection

Figure 5.12 compares the measured offsets of all designed comparators that use a single
clock-phase. The double-tail latch appears to have the highest offset, and even fails at
very low supply voltages. The dual-strong-arm latch performs the best in terms of offset.

Table 5.2: Percent offset shifts of comparators with respect to SA0

Reference
SA0

Comparators
SA4 SA5 SA6 SA7

Offset shift 0.9% 0.1% 5.9% -0.3%
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Figure 5.11: Colormaps of measured comparator offsets for different comparator topologies

within a die.

Figure 5.12: Comparison of all single clock-phase topologies.

In order to better understand this behavior, it is useful to take a look a the sensitivities
of each comparator device to the device parameters. We note here that there are two
device parameters in the given models, VFBO and UO. VFBO is the flat-band voltage
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Figure 5.13: Illustration of sensitivities for each device of each comparator type. Colors

correspond to the maximum sensitivity of the device.

parameter which represents variations in the voltage threshold, and UO is the zero-field
mobility parameter which is directly related to current variations. This is illustrated in
Figure 5.14 which shows scatter plots of simulated data from a 1µm-wide NMOS device.

Comparators are mixed-signal, non-linear circuits that are notoriously hard to analyze
theoretically. Although several sources have attempted deriving analytical equations [66–68],
these are typically based on simplifications and, especially given the increased complexity
of deep-submicron device models, they are rarely accurate enough to predict design per-
formance, let alone design sensitivity. In order to facilitate quick, flexible and effective
sensitivity analysis for the circuit, we automate the process using Python in collaboration
with the circuit simulator. The Python script has the ability to modify any set of desired
model parameters by shifting them around their mean - or by any other desired amount - as
well run simulations and gather the simulated circuit performances. This allows the script
to calculate the sensitivity matrix of the circuit.
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Figure 5.14: Scatter plots of simulated ION and VTH with respect to model parameters. Data

are normalized to zero mean and unit variance. Each plot title shows the corresponding

Pearson correlation coefficient.

Figure 5.13 shows the schematics of each comparator topology, with colors assigned to
the each device depending on how sensitive it is to parameter variations. The color assigned
to each device is determined by the maximum offset sensitivity measured. We note that
the maximum sensitivity measured was always with respect to parameter UO; therefore
sensitivity to current variations is larger than sensitivity to voltage threshold variations for
all comparators.

Comparing the colored schematics of the strong-arm (SA), double-tail (INT1) and dual-
strong-arm (DSA1) comparators, we observe that the double-tail topology is most sensitive
to variations. Specifically, the lack of a current-setting tail device in the second stage, makes
devices on the second stage very sensitive to current variations, which is why this topology
has the highest measured offset. This problem is mitigated for DSA1, as in this case the
first stage of the comparator is a high-gain full-swing latch. This means that the input to
the second stage gets quickly amplified and brings devices to operate in the linear region for
longer time, which makes them more insensitive to variations.
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Figure 5.15: Comparison of comparator offset in all two-stage topologies.

5.3.2 Variation-driven comparator clocking scheme selection

Figure 5.15 compares the measured offsets of all two-stage comparators. We observe
that a single clock-edge helps reduce offset. Continuing with our sensitivity analysis for
variations, we observe in Figure 5.13 that all two clock-phase topologies exhibit much higher
offset sensitivities. Like before, both INT1 and INT2 topologies lack a current-setting tail
device and are by default sensitive to current variations, but the single clock-phase topology
has additional pull-down devices that help the comparator evaluate faster. Once again, the
dual-strong-arm is more insensitive to variations than the double-tail latch. For the two
clock-phase, the output of the first stage is applied directly to nodes vop and von (Figure
5.13 ), making the output sensitive to the devices of the cross-coupled pair in the second
stage, and more specifically the PMOS devices, as it is a PMOS device that needs to start
charging the output node in order for the comparator to evaluate.

Overall, when it comes to comparator design, a sensitivity analysis is necessary in order
to be able to identify the optimal design. From the above analysis and keeping in mind
Figure 5.14, we can conclude that current variations are the main cause of comparator offset.
This fact in combination with the fact that the measured current variation within a die is
generally larger that the voltage threshold variation (Figure 5.6) illustrate the importance
of addressing variation in the topology selection and design stage.
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Table 5.3: Comparison of simulated and measured variation for a 310nm/30nm device

VTH ION

Simulated 3�/µ 13% 11.1%
Measured 3�/µ 9% 9.4%

5.4 Design-specific model customization

In the previous sections we have seen how variability affects device and circuit perfor-
mance. Design yield is ultimately determined by the process variability, therefore it is critical
to be able to predict it and assess its effects early at the design stage. For this reason, statis-
tical models are incorporated to existent deterministic device performance models. However,
those statistical models prove insufficient for predicting yield in larger designs.

5.4.1 Base model performance

Statistical models tend to give overly pessimistic or optimistic performance predictions,
as models fail to capture the dynamic and wide-varying nature of deep-submicron processes
[69, 70]. In our given technology, a wide range of within-die fluctuations has been measured,
shown in Figures 5.3 and 5.5. Table 5.3 compares the measured variation in VTH and ION .

Except for the deviation observed between simulation and measurement in device IV
curves, we observe a significant deviation in model predictions for comparator offsets. To
quantify the effect we calculate the mean absolute percent error as shown in Equation 5.2.

MAPE = |Voff,sim � Voff,meas

Voff,meas
| (5.2)

Figure 5.16 shows the mean absolute percent error measured for all comparator types.
The bars indicate the minimum and maximum error across all supply voltages in the range
of [0.7, 1.0] V, and the dots indicate the mean value.

Firstly, we observe that the error in some cases reaches almost 50%, which means that
the models indeed fail to accurately predict comparator offset. Secondly, we observe that
the measured error is not consistent across different topologies, which reinforces the state-
ment that variability in deeply-scaled nodes strongly depends on the specifics of the design
and layout. Our final observation is that the prediction error is also not consistent across
different supply voltages, as we observe a maximum range of error from 10% to 50% for the
same comparator topology. This is due to the fact that statistical models are optimized for
nominal supply voltage. However, as voltage-scaling techniques for low-power electronics
become more popular, designers need models that can accurately represent variability in
their designed supply voltage.
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Figure 5.16: Mean absolute percent prediction error across different supply voltages for all

topologies.

5.4.2 Model customization overview

Our proposed way for dealing with erroneous performance predictions of existent models
is model customization. Model customization is a methodology that can be used to improve
the base models using measured data from dedicated test structures. The mathematical
background for model customization was presented in Chapter 3. In this section we will dis-
cuss all practical aspects of the methodology and demonstrate the effectiveness of customized
models using data from the designed 28nm FDSOI testchip.

Firstly, we need to address the need for model customization, by examining the current
circuit design process steps, their shortcomings and the contribution of the recommended
methodology. Figure 5.17(a) shows a typical design flow with an illustration of its corre-
sponding yield prediction error. At the circuit design stage, the yield prediction heavily
depends on the given technology models. However, as it was shown in the previous sec-
tion, model yield prediction is often not accurate. Models are calibrated to measurements
from specific variability structures, typically voltage-current characteristics of devices or de-
lays of ring oscillators, and as designs and design parameters deviate from those structures
model statistical accuracy is lost. As a result, designers are forced to either sacrifice design
performance by heavily over-designing or perform multiple expensive design iterations.

Our proposed design flow is shown in Figure 5.17(b). The goal is to improve existent
device models at the first iteration, in order to achieve both high performance and high yield
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in the final design. This is both possible and necessary, especially in deeply-scaled nodes, for
a number of reasons. It is necessary because it eliminates multiple design iterations, therefore
decreasing the overall cost of the design process. Also, the methodology addresses the issue
of increased, design and layout-specific variability that is not captured by the original device
models. The restricted design rules that come with deep-submicron technologies facilitate
the use of post-manufacturing design centering methodologies, as now there are less layout
combinations possible; therefore building test structures for characterization can be easier.
This is even more pronounced as we move towards a future of pre-defined and carefully-
controlled layout, in order to contain manufacturing variations. Finally, model customization
provides a systematic and concise way to utilize data from the first design iteration, in order
to ensure better model accuracy for the next step.

In practice, the methodology consists of two steps, before the final design is possible:

1. Test structure selection and design

2. Measurement and model customization

Test structure selection strongly depends on the desired system. For a large system, it
is important to identify its most sensitive components. This can be done in the architecture
selection stage (Figure 5.17(b)), where typically a high-level model of the design is developed
in order to analyze the effects of different design decisions to the system. In this case, in order
to validate the methodology we have selected the clocked comparator as a representative
circuit as it is one of the most widely used components in mixed-signal circuits. The details
of test structure design are discussed in Chapter 4.
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Figure 5.17: (a) Conventional design process steps and (b) proposed design process steps.
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Figure 5.18: Strong-arm latch used for design centering. The greyed-out devices were not

assigned statistical parameters.

Measurement results from the designed test structured are used for model customization.
All different components of model customization are implemented entirely in Python. This
includes netlist and library model file manipulation in order to access model parameters,
sensitivity analysis and calculations, as well as setting up the system and and solution to
enable the final model tuning. The software can automatically run SPICE simulations,
acquire measurements and gather results to be used for customizing the models. Combining
all steps of the methodology in a single piece of software not only increases speed but also
adds scalability, as the software can be easily expanded to include more models types and
simulators, and enables future integration with commercial design tools.

5.4.3 Customized model performance

In order to demonstrate model customization, the performance chosen was comparator
offset, which was measured after noise averaging from 224 comparators per die. Statistical
parameters were assigned to all devices except the pre-charge devices for simulation speedup,
as they do not significantly affect offset. The excluded devices are shown in the example of
a strong-arm comparator in Figure 5.18.

In order to set up the system of equations shown in Equation 3.11, the sensitivity matrix
was extracted from the given simulation model using finite differences. Table 5.4 shows
the extracted percent sensitivities of the output with respect to various model parameters
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Table 5.4: Comparator percent offset sensitivity to statistical parameters

Instance: Nin1 Nin2 Ncc1 Ncc2 Pcc1 Pcc2

VFBO -1.018 1.018 -0.491 0.491 0.107 -0.107
UO 1.890 -1.890 0.810 -0.777 -0.864 0.799

assigned to each device, and therefore contains the elements of matrix J. The resulting
optimization problem of Equation 3.17 was then solved using commercially available convex
programming tools. Parameter ⇢ was set to 0.5 and parameter t was selected by minimizing
the root-mean-square error. An explicit constraint of x � 0 was added, since the unknowns
represent parameter variances.

Figure 5.19 compares the measured offset distribution of a strong-arm comparator with
the distributions produced by the original and customized models, at nominal supply voltage.
From the quantile-quantile plot it is evident that the models fail to accurately predict offset.
The deviation at the tails of the distribution becomes even larger as the supply voltage is
scaled and model accuracy is lost, as shown in Figure 5.20. Using the customized model,
however, the predicted distribution matches more accurately both the body and the tails of
the measured data, comparing to the original models.

The measured standard deviation of the offset across different supply and bias points
is shown in Fig. 5.21, and compared to model predictions. For the customized model,
design centering has been applied at each voltage step. Customized models show superior
performance across the voltage range.

The presented methodology allows design centering at various supplies and biases, how-

(a) (b)

Figure 5.19: Comparison of (a) offset distribution and (b) corresponding quantile-quantile

plot for the strong-arm comparator at nominal supply voltage.
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ever it may be more practical for the designer to select a few supply/bias points to use. Fig.
5.22 compares the measured and simulated standard deviation of the offset across different
supply voltages, but in this case the customized model was tuned using data from the nom-
inal supply point. We observe that although at scaled supplies the offset prediction deviates
from the measured data, the customized model still remains superior to the original one.

Similar results are achieved for all comparator topologies, as shown in Figure 5.23. It
is important here to note that the exact same model for some topologies overestimates and
for some underestimates the offset. This can be caused by layout-dependent effects, or
topology-dependent variation effects that are not captured by post-layout simulation.

(a) (b)

Figure 5.20: Comparison of (a) offset distribution and (b) corresponding quantile-quantile

plot for the strong-arm comparator at scaled supply voltage.

(a) (b)

Figure 5.21: Comparison of offset standard deviation across (a) supply voltage and (b) input

common-mode, when the customized model is calibrated at each voltage step.
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Figure 5.22: Comparison of offset standard deviation across supply voltage, when the cus-

tomized model is calibrated only at nominal supply.

In order to quantify the improvement of the customized models, we need to estimate the
model prediction error. Although this is not a typical model selection problem, in the sense
that we are not building a model from scratch but rather modifying an existing model, the
problem is formulated in such a way that a parallel with a typical polynomial curve-fitting
problem can be made [71]. In our case, we use the holdout-method for corss-validation and
separate the data in two sets, D1 and D2. Half of the available data is used to train the
model and the rest, also called the validation set, is used to validate the model and estimate
the prediction error. The process is repeated after exchanging the training and validation
sets. The model with the best predictive performance is selected.

Figure 5.24 shows the estimated prediction error of the customized model for each data
set. The minimum and maximum error across different supplies and topologies is shown. It is
up to the designer to optimize for a specific topology and supply voltage or bias point. From
the available models, the designer can select the one that has the best predictive performance
for the characteristics of their specific design, provided the initial data set size is adequate.
In the case where the supply of data for training and testing is limited, in order to build
good models as much of the available data as possible should be used for training. However,
if the validation set is small, it will give a relatively noisy estimate of predictive performance.
In order to address this dilemma, higher-order cross-validation can be used. This involves
partitioning the available data in to S groups. Then S-1 groups are used to train the model
and the remaining group is used to evaluate the model and estimate the prediction error.
This procedure is repeated for all possible combinations.
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(a) INT1 (b) INT2

(c) DSA1 (d) DSA2

Figure 5.23: Comparison of offset standard deviation across supply voltage when the cus-

tomized model is calibrated at each voltage step for various comparator topologies.

We will define here as the optimal model the model with the best predictive performance
at nominal supply for each topology. The estimated prediction errors for each topology are
summarized in Table 5.5. We observe a dramatic improvement over the original models for
topologies that had a large prediction error to begin with, but there is also an improvement
in cases where the original model prediction was fairly accurate.

Table 5.5: Mean absolute prediction error comparison at nominal supply voltage

SA INT1 INT2 DSA1 DSA2

Original model 31.2% 1.9% 12.5% 47.4% 48.9%

Customized model 4.0% 0.5% 6.8% 4.8% 0.4%
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Figure 5.24: Comparison of mean absolute percent prediction error across different supply

voltages for all topologies.

5.5 Summary

In this work, we addressed the problem of rising variability and insufficient variability
modeling in two ways. Firstly, by characterizing variability in a deeply-scaled technology
node, and secondly by demonstrating a methodology for simple, fast model tuning for design-
specific yield optimization.

Technology characterization was achieved by measuring a set of dedicated test structures
in a 28nm FDSOI technology. Test structures included both device characterization as well as
high-speed comparator characterization, with a focus on design-dependent, layout-dependent
and topology-dependent sources of variation. Worst-case within-die variation was measured
to be approximately 11%, following area scaling rules. Systematic die-to-die device current
variation up to 46% was measured across different dies. Layout-dependent systematic effects
did not appear to be significant in this technology. Several comparator topologies were also
measured, showing a direct link between comparator sensitivity and measured offset.

Yield optimization was achieved by model customization to a specific design. The
methodology that was developed in Chapter 3 was implemented on measured data. The
methodology was shown to have the ability to tune models to variability structure measure-
ments, decreasing the estimated prediction error from ⇠ 30% to <4%.
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Chapter 6

Conclusions

In this chapter, we will provide a summary of the key points of this work, highlight its
key contributions and expand on them by discussing future work and the future of circuit
design in general.

6.1 Key contributions

Over the course of this work we have identified several problems related to variability in
deeply-scaled technologies. Firstly, variability is rising, as any small perturbation from the
nominal conditions has an amplified effect on device performance when the dimensions and
voltages are scaled. Aggressively scaled dimensions also make the manufacturing process
harder to control, further increasing variability. Secondly, the nature of variability keeps
changing and will keep changing as new types of materials and devices are introduced. It is
shown through measurement and simulation results that variability modeling fails to capture
variability in an accurate way that will allow the designer to both push the performance limits
and achieve high yield. It is also shown that the performance of statistical models depends
on topology and design-specific effects, making the designer’s attempt to design centering
even more difficult.

The key goal of this work is to provide the groundwork for a reliable and effective solu-
tion to the aforementioned issues. This is achieved firstly by assessing technology variability
and the quality of device models in silicon. Measurements of device voltage-current char-
acteristics quantify the increase in variability and highlight a very large systematic current
variation. Comparator measurements and sensitivity analysis illustrate how large device
current variations translate to design-specific variation in practice. Topologies with higher
sensitivities to the carrier mobility parameter are shown to have higher overall variation.
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Additionally, the yield prediction capability of the device models is evaluated and found to
significantly deviate from the measurements.

Finally, after recognizing and measuring the insufficiencies of existent variability model-
ing, we propose model customization as a promising solution. We develop a mathematical
framework based on a combination of existent variability modeling techniques and deep-
learning concepts. This allows for a post-manufacturing model tuning using data from spe-
cific test structures. The customized models are shown to outperform the original models.

The main advantage of this technique is its adaptability to specific designs. It is shown
that design-specific variation is a significant cause of increased model prediction error, how-
ever very little research has focused on dealing with this effect. Although having reliable
generic models is very important for early-stage design, a design-specific approach seems
necessary bearing in mind that a measured ⇠ 30% deviation in individual device perfor-
mance can cause anything from 2% to ⇠ 50% error in comparator performance, depending
on the comparator topology and selected bias point. When the goal is performance-yield
optimization, a design-specific approach in modeling will yield the best results.

The main disadvantage of this technique is that it requires one tape-out iteration in or-
der to produce a customized model. This first design is based on the original models, and
therefore yield cannot by guaranteed at this point. Additional resources need to be used
to design the desired test-structures, which will not be directly part of the final product.
Although at first glance it may seem wasteful, it is likely more cost-effective that the alter-
native. When working in a new technology, the first design iteration rarely meets all the
required specifications, and the design has to be iterated more times. Addition of test struc-
tures to the design can help rapidly improve the models and therefore reduce the number
of iterations. Therefore model customization can and should become the norm for circuit
design by adding process monitoring structures to any tape-out. As a result, constant model
improvement would be possible, either design-specific or not, and yield prediction would be
significantly improved.

6.2 Future work

This work has laid the groundwork for design-specific device modeling, and shown its
performance on a small-scale example. Further refinements are necessary before this can be
widely employed as a yield-optimization methodology.

The software developed here can be refined to become faster and more flexible for a
wider range of models and circuits. This can be achieved by revisiting code, improving
communication channels between the software and simulator, expanding functionality and
implementing it in a faster language like C/C++. An automated way for implementing S-
fold cross-validation is a feature that is still missing, but would be necessary for a commercial
tool. A graphical interface with commercial design tools can make the methodology much
easier to use.
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Regarding test structure design, it is difficult to automate the process because it is design
and case-specific. However, the addition of a response surface modeling step to describe a
system performance with respect to the performance of its sub-components would make it a
lot easier to identify the most sensitive blocks to characterize. There is a lot of prior research
in performance modeling, presented in Chapter 2, which could be incorporated to this work
in order to automate the test structure selection process.

The end vision for this work would be to implement a tool that performs two tasks:
identify the most-sensitive block of a design that needs to be characterized, and implement
the model customization methodology based on the measured results.

6.3 Conclusions

In conclusion, a methodology has been successfully applied to customize models and
improve yield prediction in a 28nm FDSOI technology. The methodology creates design-
specific models in order to correct insufficiencies in the existent device models. The estimated
prediction error of the customized models ranges from 0.4% to 6.8%, depending on topology;
a vast improvement over the original models which have a prediction error that goes up to
⇠ 50% for the same design topologies.

As devices are scaling and layout rules become more restrictive, the number of possible
layout and topology configurations shrinks. This makes design-specific methodologies be-
come much more practical and more necessary. This work prepares the ground for better
communication between the modeling and design sides of circuit design in order to mitigate
the effects of variability, rapidly improve device models and achieve high yielding designs in
a small number of design iterations.
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