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Abstract

Acoustically Driven Ferromagnetic Resonance for Device Applications

by

Dominic Labanowski

Doctor of Philosophy in Engineering - Electrical Engineering and Computer Sciences

University of California, Berkeley

Professor Sayeef Salahuddin, Chair

Magnetic devices have become increasingly integrated into modern technology as they
enable technologies as varied as computer hard drives, RF circulators, and medical diagnos-
tic equipment. Electrically controlling magnetism in the small scale, however, has always
been difficult due to the inefficiencies of generating the localized nanoscale magnetic fields
necessary to precisely control such devices. Traditional macroscale methods (such as simple
Oersted fields) fail when scaled to the sizes of modern device components, and even the most
efficient established techniques (spin transfer torque, spin hall effect) are current-based and
thus dissipate substantial power when used to switch magnetic elements.

Recent work in the field of multiferroic materials has opened the potential for using volt-
age, rather than current, to manipulate magnetism in these systems, potentially increasing
the efficiency of nanoscale magnetic control by several orders of magnitude. In this thesis, we
explore the Acoustically Driven Ferromagnetic Resonance effect in composite strain-coupled
multiferroic bilayers. This technique allows for a voltage-driven piezoelectric excitation to
drive magnetostrictive thin films into resonance with a much greater coupling efficiency than
is possible using traditional methods. By leveraging this enhanced coupling, it is possible to
develop a number of novel devices based on this interaction that span a number of extremely
important commercial fields.

This thesis experimentally explores the dependence of this effect on a number of factors
such as operating frequency, input power, magnetic element size and thickness, and magnetic
element composition. We also study three high-potential applications for this technology:
magnetic sensing, antenna miniaturization, and room-temperature coupling to quantum sys-
tems - specifically diamond nitrogen-vacancy centers. While some of these applications are
far from commercial readiness, we are able to demonstrate proof-of-concept examples for
each of these concepts that demonstrate that the core concept is valid and is worth further
exploration.
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measurement of the derivative of this signal
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∂H
to help reduce measurement
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zero crossing. The distance between the maximum and minimum of
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∂H
(the

full-width half-maximum (FWHM) of χ) is referred to as the linewidth of the
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traction of the Gilbert damping coefficient as shown in Equation 2.5. . . . . . . 9
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Chapter 1

Introduction

Magnetic devices have had an enormous impact on the computing industry in the form of
hard disk drives[36], and have garnered further interest as non-volatile random access mem-
ories (MRAM).[78] However, while scaling for transistor technologies brings operating en-
hancements beyond density (for example lower power operation)[101], scaling down MRAM
devices both reduces their thermal stability and thus reducing their retention time.[17] In
order to combat this effect, it becomes necessary to increase the thickness of the magnetic
layers and thus to increase the critical current density necessary to switch the state of the
bit. The result of these tradeoffs is that even as MRAM devices are scaled, the current
required to switch an individual bit does not decrease - leading to a situation where high
density chips will inevitably develop power dissipation issues.

The problems with scaling MRAM devices are generally indicative of the trend that as
magnetic particles scale down in size, they become more difficult to switch with conventional
methods (ie. applying external Oerstead fields).[7] This realization has spurred substantial
interest in the field of multiferroics[110, 98, 81, 16] - materials systems that display multiple
degrees of ferroic ordering (ie. ferroelectricity and ferromagnetism) and where those ferroic
orders are coupled to each other. An illustration of these coupled degrees of freedom can
be seen in Figure 1.1. By using such multiferroic materials, it has been shown that the
application of an electric field (without the need for a flowing charge current) is sufficient to
switch the direction of the magnetization in certain systems, such as bismuth ferrite[41].

Due to the dearth of room temperature, intrinsic magnetoelectric multiferroics (that is,
materials that by themselves are show an ability to manipulate their magnetization with the
application of an electric field), a number of composite systems have also been investigated.
In such systems, a piezoelectric material is combined with a magnetoelastic material in
order to allow for the effect of a magnetoelastic multiferroic via the mediation of a common
state variable (in this case, strain). A schematic diagram of such a system implemented via
thin-film deposition can be seen in Figure 1.2.

Beyond memory applications[46, 45, 63, 44, 103], the potential for high-efficiency, voltage-
controlled magnetism has also drawn interest as a potential mechanism to enable extremely
electrically small antennas (l < λ/100).[119, 120, 1]. This was the initial motivation for the
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Figure 1.1: Relation between electrical, mechanical, and magnetic degrees of freedom in a
multiferroic material. Such materials show multiple types of ferroic ordering (ie. ferroelec-
tricity and ferromagnetism) and show a coupling between their ferroic orders (ie. switching
the polarization may switch the magnetization). Reproduced from [98].

investigation of the device applications of acoustically driven ferromagnetic resonance, as an
efficient mechanism for driving magnetic dipoles into resonance could be used to enable a
GHz-range antenna whose radiation properties were largely independent of size.

In our investigations of ADFMR as a potential driving mechanism for antenna appli-
cations, we were surprised by the extremely large absorption efficiency observed in these
devices, even at low driving frequencies[58]. This led to the exploration of a number of other
applications. One such application was magnetic sensing - due to the linear nature of the
phenomenon and the extremely steep absorption when entering / leaving resonance, it was
determined that ADFMR devices could be extremely sensitive room-temperature magne-
tometers. Moreover, due to their preferential sensitivity along the axis 45◦ from the SAW
propagation direction, they could be used as vector magnetometers - an application space
is long overdue for a technological advance. We were also able to work with collaborators
to demonstrate the use of ADFMR to drive off-resonant coupling to diamond NV centers,
enabling zero-field excitation of a quantum defect at room temperature in an on-chip form
factor.

This thesis describes my work on these applications of acoustically driven ferromagnetic
resonance for various device applications, and is divided into eight chapters:

i Chapter 1 : This introductory chapter discusses the motivations behind pursuing the
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Figure 1.2: Schematic diagram of a planar composite multiferroic. In the case of this example,
a magnetoelastic ferromagnet is deposited on top of a piezoelectric substrate. Applying an
electric field to the substrate creates a strain that is then transferred into the magnetic thin
film. This strain then induces a magnetization rotation in the ferromagnet through the effect
of a strain-dependent anisotropy term in the free energy of the system. Conversely, a change
in the film magnetization creates a strain in the piezoelectric substrate that can be measured
as a voltage.

work presented in this thesis.

ii Chapter 2 : The second chapter of this work provides a brief overview of the back-
ground required to understand the results presented in later chapters. It describes the
phenomenon of ferromagnetic resonance, the origin of the magnetoelastic driving field,
and the transducer structures used to implement acoustically driven ferromagnetic
resonance (ADFMR) devices.

iii Chapter 3 : The following chapter reports details on the experimental setup and data
analysis techniques. It also includes plots of raw data from a number of measurements
on ADFMR devices, including frequency, thickness, length, and power dependence
studies. Comments on the importance of such measurements are also included.

iv Chapter 4 : This chapter discusses the use of ADFMR devices as high sensitivity mag-
netometers, with sensitivities more than 1000x better than current solid state sensors.
ADFMR magnetometers (and gradiometers) have the potential to replace the current
state of the art sensors (SQUID and SERF magnetometers) in a number of critical
applications.

v Chapter 5 : The fifth chapter of this thesis focuses on work done with the TANMS
(Translational Applications of Nanoscale Multiferroic Systems) ERC on applications
of ADFMR (and more generally, acoustic manipulation of magnetism) for antenna
applications. It includes a discussion on FMR as a mechanism for generating far-field
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radiation, and includes considerations critical for developing a multiferroic antenna
system.

vi Chapter 6 : The next chapter details our work on coupling the ADFMR system to
nitrogen vacancy (NV) centers in diamond. NV centers have garnered substantial
interest as quantum computers, clock sources, sensors, and for many other applications.
NV centers can undergo off-resonant coupling with systems undergoing FMR, and
in this chapter we discuss our work with using ADFMR to drive this off-resonant
excitation.

vii Chapter 7 : The final chapter presenting new material focuses on the modeling of the
ADFMR system, detailing the derivations of these models and how they were used
to extract material properties. Using precise formulations for the power absorption
in ADFMR has allowed us to extract the damping and magnetoelastic coefficients in
these systems. Also detailed are a variety of magnetic measurements performed to
extract material parameters.

viii Chapter 8 : The last chapter summarizes the work presented in this thesis and com-
ments on potential avenues for future research in the field of acoustically driven ferro-
magnetic resonance and its applications.
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Chapter 2

Acoustically driven ferromagnetic
resonance

Acoustically-driven ferromagnetic resonance (ADFMR) has recently emerged as an efficient
method for spin-wave generation in magnetoelastic thin films.[112, 27, 111, 102, 121] Spin
wave generation via ADFMR has been utilized for spin-wave spectroscopy[35], and has been
proposed as a potential mechanism for enabling device applications such as spin wave-based
logic[13, 12] and memory elements.[13]

ADFMR is driven by dynamic strain/stress fields and spin-wave amplitudes local to
the magnetoelastic film / driving piezoelectric interface. The standard device configuration
for the measurement of this phenomenon consists of an input and output interdigitated
transducer (IDT) on a piezoelectric substrate, with a thin ferromagnetic film deposited
between the two. A schematic diagram of this system can be seen in Figure 2.1. Surface
acoustic waves (SAWs) generated by an AC voltage incident on the input IDT travel through
the substrate, where some of the SAW power is absorbed by the ferromagnet, driving it into
resonance. The remaining SAW power continues to propagate through the substrate until it
reaches the output IDT, where it is converted back into an AC voltage. The magnitude of
absorption by the magnetic film is used to characterize the effect.

The remaining portion of this chapter is intended to give a brief background on ferromag-
netic resonance and how the time-varying strain created by a traveling surface acoustic wave
is capable of exciting this effect in a magnetostrictive ferromagnet. Section 2.1 describes the
basics of ferromagnetic resonance, Section 2.2 describes how a time-varying strain can create
the effective RF magnetic field required to drive FMR, and Section 2.3 describes how the
surface acoustic wave devices used to generate the strain waves operate and how they were
optimized.
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IDT

IDT

Magnet
Piezoelectric

Figure 2.1: Schematic diagram of an exemplary ADFMR device. An input and output IDT
are deposited on a piezoelectric substrate, and then a magnetoelastic ferromagnetic film is
deposited between the two. By measuring the attenuation of the transmission between the
two IDTs, it is possible to quantify the absorption of the traveling SAW by the ferromagnetic
film.

2.1 Ferromagnetic resonance

Ferromagnetic resonance (FMR) has been historically utilized to extract the magnetic prop-
erties of materials. This technique relies on characterizing the absorption of RF power by
a magnetic sample as a function of an external bias field H. By using a macrospin approxi-
mation, we can describe this technique as follows. When the external field H is applied to a
magnetic sample, this causes the sample magnetization to precess around the applied field
until damping causes the film to eventually align with the applied field. This precessional
behavior can be described by the Landau Lifshitz Gilbert equation shown in Eq. 2.1[33].

∂M

∂t
= −γM×Heff − λM× (M×Heff ) (2.1)

Where M is the sample magnetization, Heff is the effective applied magnetic field, γ is
the gyromagnetic ratio and λ is a phenomenological damping parameter that can be written
as:

λ = α
γ

Ms

(2.2)

Where α is the Gilbert damping parameter and Ms is the saturation magnetization of
the film. A graphical representation of this behavior can be seen in Figure 2.2.

In order to maintain the precession that is the hallmark of ferromagnetic resonance, the
constant application of an RF ’tickle’ magnetic field is required to counteract the damping
of the sample magnetization. In conventional FMR experiments, this tickle field is provided
either by the electromagnetic field inside a resonant cavity[31], or by the Oerstead field
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M x dM/dt

Figure 2.2: Graphical illustration of magnetic precession in the presence of an external
magnetic field Heff . The behavior of the magnetization is dictated by a term orthogonal to
the direction of precession (−M×Heff ) and a damping term that drives the magnetization

towards the applied magnetic field direction(M× ∂M

∂t
).

generated by an RF current flowing through a stripline.[52] More recent work has explored
the use of spin transfer torque[48] and the spin hall effect[64] to achieve the same goal,
leveraging these effects to enable the generation of larger field magnitudes at lower input
power levels.

FMR experiments are traditionally performed by measuring RF power absorption by
a magnetic sample located either in a resonant cavity [31] or on a stripline structure.[52]
In these techniques, the change in power absorption on and off of resonance is usually on
the order at most a few percent, requiring a sensitive measurement apparatus in order to
observe a strong signal above the noise. An equation for the amount of power absorbed by
a magnet undergoing ferromagnetic resonance can be found in Eq. 2.3. The reason for low
absorption in traditionally-excited FMR setups is that the power absorption depends on the
effective excitation field. Using a current to generate an Oerstead field (as is the basis of
these techniques) is extremely inefficient, so that only a small portion of the transmitted
power is actually converted into an oscillating magnetic field. A schematic diagram of FMR
characterization setups of both of these types can be found in Fig. 2.3.

Pabs =
µ0ω

2
Im {χ}

∫
V

|Heff |2dV (2.3)

An example of the extracted permeability (χ) can be found in Figure 2.4. As can be
seen, the permeability has a maximum at the ferromagnetic resonance frequency (and it’s
derivative goes through a zero crossing there). The linewidth of the resonance is given by the
distance between the maximum and minimum of the derivative (or the full-width half-max
of the permeability). The resonant frequency for a given applied field (and thus the resonant
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(a) (b)

Figure 2.3: (a) Diagram showing a traditional setup for high-sensitivity cavity FMR exper-
iments, showing a rotatable sample suspended in a resonant cavity tuned to 9 GHz. This
implementation also has the sample attached to a coldfinger and suspended in high vacuum
to allow for cryogenic refrigeration. RF power is applied to the resonant cavity, and the
power absorbed by the sample is measured as a function of applied magnetic field. This
figure was reproduced from [31]. (b) Schematic showing a standard stripline FMR setup.
An RF excitation is passed through a stripline with a sample attached to it. The absorp-
tion of RF power as a function of applied magnetic field is measured in order to obtain a
measurement of the sample permeability. In this setup, a set of modulation coils allow for a

lock-in measurement of the derivative of this signal
∂χ

∂H
to help reduce measurement noise.

This figure was reproduced from [52].
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Χ

∂Χ/∂H

Figure 2.4: Idealized plot of normalized extracted χ (blue) and
∂χ

∂H
(red). χ reaches a

maximum at the resonance field Hres for a given drive frequency, while
∂χ

∂H
has a zero

crossing. The distance between the maximum and minimum of
∂χ

∂H
(the full-width half-

maximum (FWHM) of χ) is referred to as the linewidth of the magnetic sample. The
frequency dependence of the linewidth allows for the extraction of the Gilbert damping
coefficient as shown in Equation 2.5.

field for a given excitation frequency) is given by the Kittel formula as shown in Equation
2.4. [53] The FMR linewidth can be used to extract the Gilbert damping parameter for
the film, which is an indication of how quickly magnetic excitations in the film relax. The
linewidth has a linear dependence on frequency, which can be used to extract the damping
parameter as shown in Equation 2.5. [52]

f0 =
γ

2π

√
Beff (Beff + µ0Ms) (2.4)

∆H = ∆H0 +
4παf

|γ|
(2.5)

2.2 Magnetoelastic excitation

The tickle field used to drive FMR in acoustically driven ferromagnetic resonance is unique
in that it does not require the application of a charge current, as is standard in all previously
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discussed methods. Instead, the tickle field is generated by the interaction of the time-
varying strain (created by the traveling surface acoustic wave) and the magnetoelastic film.
This method of excitation is extremely efficient - at 2 GHz, a 1 µW excitation power can
create an effective tickle field in a nickel film of ≈ 1.25 Oerstead over a width of 100 µm.
Generating the same field by flowing RF current through a 50 Ω stripline with a nominal
thickness of 35 microns (standard thickness for 1 oz copper plating on PCBs), alternatively,
would require ≈ 35 mW.

The effective magnetic field caused by the surface acoustic waves in this system is cal-
culated by using the method of Dreher et. al.[27]. We define a new reference frame (1,2,3),
where m is in the direction of the 3-axis, and the 2-axis is in the film plane. We allow small
deviations from the equilibrium direction, so the magnetization can be written as:

m =

 0
0
1


︸ ︷︷ ︸

m0

+

 m1

m2

0

+ O(m2
1 ,m

2
2 ) (2.6)

The transformation matrix between (x,y,z) and (1,2,3) is given below.

 mx

my

mz

 =

 cos(θ0) cos(φ0) − sin(φ0) sin(θ0) cos(φ0)
cos(θ0) sin(φ0) cos(φ0) sin(θ0) sin(φ0)
− sin(θ0) 0 cos(θ0)

 m1

m2

m3


Where θ0 is the angle between +z and m0, and φ0 is the angle between the +x axis and

m0 The effective field can then be calculated by solving:

µ0Heff = −∇mG tot (2.7)

Where Gtot is the total free-enthalpy density of the nickel film, −∇m = (∂m1, ∂m2, ∂m3) is
the vector differential operator with respect to m, and Heff is the effective field seen by the
magnet. Here we focus only on the dynamic, magnetoelastic component of the free-enthalpy
density[14]:

Gd = b1[εxx(x, t)m
2
x + εyy(x, t)m

2
y + εzz(x, t)m

2
z]

+2b2[εxy(x, t)mxmy + εxz(x, t)mxmz + εyz(x, t)mymz]
(2.8)

We now insert this expression for Gd into equation 2.7 and evaluate at m0 to obtain Hd
eff

in the m1 and m2 directions:
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µ0H
d
eff,1 = −∂G

d

∂m1

|m0 =

2b1 cos(θ0) sin(θ0)[cos(φ0)
2εxx + sin(φ0)

2εyy − εzz]
+2b2[cos(θ0)

2(cos(φ0)εxz + sin(φ0)εyz)

− sin(θ0)
2(cos(φ0)εxz + sin(φ0)εyz)

+ cos(θ0) sin(θ0) sin(2φ0)εxy]

(2.9)

µ0H
d
eff,2 = −∂G

d

∂m2

|m0 =

2b1 cos(φ0) sin(φ0) sin(θ0)[εyy − εxx]
+2b2[cos(θ0)(cos(φ0)εyz − sin(φ0)εxz)

+ sin(θ0) cos(2φ0)εxy]

(2.10)

These magnetoelastic driving fields are further used in a series of calculations in Section
7.3 to extract the magnetoelastic coupling coefficient for the films measured in this thesis.
An understanding of the source of these fields is critical to the analysis of the ADFMR effect,
as they enforce a distinct angular dependence on the measured absorption that distinctly
identifies the acoustic driving mechanism from traditional current-based excitations.

2.3 Surface acoustic wave devices

While acoustically driven ferromagnetic resonance could theoretically be implemented by
coupling a magnetoelastic ferromagnet to any source of RF strain, applications of this tech-
nique thus far have relied on a surface acoustic wave delay line structure. [112, 27, 111, 102,
35, 58] SAW delay lines have been under development since the 1960s[96], and are used for
applications as varied as RF signal filtering[99], gas sensing[22], and biological sensing[59].
By designing ADFMR devices whose core RF transmission characteristics are based on SAW
delay lines, we are capable of leveraging decades of research and design experience in order to
reduce the workload required to fabricate well-matched and efficient devices at the relevant
RF frequencies of 100’s of MHz to a few GHz.

SAW delay lines operate by using an input RF signal to generate surface acoustic waves
in a piezoelectric substrate by using a periodic electrode structure known as an interdigitated
transducer. This transducer is a periodic array of ground and signal electrodes spaced such
that the periodicity is equal to the wavelength of the SAW at their center operating frequency.
This wavelength is obtained by dividing the SAW propagation speed in the substrate material
(usually a few thousand meters per second) by the target operating frequency. The number
of periods in the structure determines the bandwidth of the IDT structure, with more fingers
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V
~

Figure 2.5: Schematic illustration of an interdigitated transducer structure used to generate
and receive surface acoustic waves. One set of electrodes are usually grounded, while the
other set is connected to an RF signal source (pictured) or a spectrum analyzer or other
measurement system.

resulting in a smaller bandwidth figure.[96] A schematic drawing of such an IDT can be seen
in Figure 2.5.

The generation of the surface acoustic waves is caused by constructive interference of the
time-varying strain within the IDT. When a voltage is applied across the IDT electrodes, the
piezoelectric substrate is strained between the electrode pairs. Normally, such a strain would
remain localized to the electrode structure, but by carefully timing the voltage excitation
such that the propagating strain constructively interferes during each cycle, it is possible
to generate a propagating wavefront that is emitted from both sides of the electrode array
and travels along the surface of the substrate. This emission has a peak at the fundamental
design frequency (determined by the SAW propagation speed in the material divided by
the IDT periodicity), but notable emission also can occur at harmonics of this fundamental
frequency where the constructive interference criteria are also met. Due to the crystalline
properties of the substrate, these acoustic excitations experience very little loss. In lithium
niobate, for example, SAW attenuation is only ≈ 2 dB / cm at an excitation frequency of 2
GHz, and reduces further as the frequency is lowered (0.6 dB / cm at 500 MHz).[93] These
favorable attenuation properties, coupled with the easy ability to tune bandwidth (and thus
Q-factor) have resulted in large industrial interest and adoption for filter applications.

On the other side of the device, an identical IDT structure is used to detect the incoming
surface acoustic wave. As the strain travels through the substrate material, the spatially-
varying strain generates a corresponding voltage due to distortions of the piezoelectric crystal.
This voltage can be read out by the periodic electrodes on the receiving end of the device
to recover the input signal. Using reflector structures to ensure that all SAW signals are
directed in one direction (as opposed to the default bidirectional case shown in Figure 2.5),
lithium niobate delay line structures have reached insertion loss figures of as low as 1.0
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Figure 2.6: Schematic illustration of a generic SAW delay line structure. The delay line is
fabricated on a crystalline piezoelectric structure to allow for the generation and propagation
of the surface acoustic waves. Input and output interdigitated transducers are used to
generate and measure the SAWs.

dB.[118] A schematic illustration of a complete delay line structure can be seen in Figure
2.6.

A number of more complex fabrication techniques can be used to improve the efficiency
of IDT structures. For example, to reduce loss from the bidirectional nature of a simple
interdigital transducer, reflector structures can be used to ensure that the emitted acoustic
waves travel only in one direction, reducing the insertion losses of delay line devices by 3
dB. [95, 20] In addition, multi-electrode designs can be used to increase performance when
driving SAW devices at harmonics of the fundamental frequency. [42, 69] The wealth of
existing literature on such device enhancements was a critical factor in deciding to use the
SAW structure for these experiments. In this work, we utilize a double-electrode structure to
enhance harmonic performance, as the ability to measure a range of frequencies on a single
device is critical for a thorough characterization of the ADFMR effect.

A transmission measurement from 50 MHz to 3 GHz of a fabricated ADFMR structure
at 0 field can be seen in Figure 2.7. The inset in the bottom-right corner of this figure shows
a schematic diagram of the IDT structure, which is of a double-finger design to enhance
operation at higher excitation frequencies. This measurement was taken with a continuous-
wave excitation by a vector network analyzer, and clearly shows transmission maxima at the
first three odd harmonics (1st, 3rd and 5th) of the IDT fundamental frequency.

Time gating

One major problem with measuring transmission between a pair of interdigitated transduc-
ers operating at high harmonics of the fundamental frequency is the growing influence of
electromagnetic interference. Operating IDTs at high harmonics substantially increases the
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Figure 2.7: Transmission (S21) measurement between input and output IDTs plotted as
a function of frequency for an exemplary surface acoustic wave delay line designed for a
fundamental frequency of ≈ 287 MHz. The first (287 MHz), third (861 MHz) and fifth
(1430 MHz) harmonics can easily be observed, but higher order modes are drowned out by
electromagnetic interference. The double finger IDT structure used in these devices is shown
in the inset.

insertion loss of the devices, which results in a transmitted SAW signal that is substantially
diminished. While this could normally be corrected for by the use of sensitive measurement
equipment, there is also non-SAW coupling between interdigitated transducers that begins
to dominate the signal.

In addition to generating SAWs, the IDT electrodes also radiate and absorb a small
portion of the incident RF power as electromagnetic radiation. This radiation is generated
by any time-varying charge current, but is generally very small in our IDT structures as their
design is such that they are not resonant (and thus act as poor antennas) at the selected
excitation frequencies. Since the electrodes are far from resonance, the radiation emitted by
them is very broad-band, with a roughly constant amplitude over the excitation frequencies
of interest.

This combination of decreasing transmitted SAW power with a constant transmitted elec-
tromagnetic radiation power creates a situation in which, after a certain frequency threshold
is passed, the electromagnetic component of the transmitted signal dominates. As mag-
netoelastic excitation of the ferromagnetic film in these measurements nominally does not
modulate the electromagnetic signal at all, this electromagnetic signal only serves to add
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Figure 2.8: An un-gated transmision signal between two IDTs measured in the frequency
domain. Note the extremely small amplitude and interference fringes between the surface
acoustic wave and the electromagnetic wave. This extremely small signal is due to the fact
that the IDTs are being driven at their 7th harmonic.

noise into the measurement of the field-dependent SAW attenuation. This interference can
be quite substantial, to the point where the change in the SAW signal at high harmonics
can be so comparatively small that it is unmeasurable.

One method that can be utilized to minimize this harmful interference is to leverage the
vastly different propagation speeds between the elastic and electromagnetic waves. Since
one wave travels at the speed of light (≈ 3 ∗ 108 m/s) and the other travels at the speed of
sound in the piezoelectric material (≈ 3500 m/s), there is a very measurable difference in
arrival times of the two waves at the output transducer if the signal on the input transducer
is pulsed. In a 2.5 mm delay line on lithium niobate, for example, this time difference is
approximately 700 nanoseconds.

As a result, the signal can be gated in the time-domain to ensure that only the output
signal induced by the traveling SAW is measured. This can be done by taking a frequency-
domain sweep with sufficient resolution using a continuous wave excitation source (as in a
VNA, for example) as is shown in Figure 2.7.[79] A zoomed-in view of the extremely weak
transmission peak seen at ≈ 2 GHz can be found in Figure 2.8. The interference fringes
from the phase difference between the acoustic and electromagnetic waves impinging on the
output IDT can be clearly seen. If one takes the inverse fourier transform of this signal to
transform it into the time domain, a set of clear peaks can be observed - one at t≈0 (the
electromagnetic wave) and one at t≈700 ns (the acoustic wave). By ’gating’ this time domain
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(a)

(b)

Figure 2.9: Illustration of the time-gating procedure.(a) is the same signal as shown in Figure
2.8 in the time domain, clearly showing a peak due to electromagnetic waves near t=0, and a
second peak from SAW transmission at t≈800 ns. The purple box indicates the region that
was preserved after time gating - all other points were set to 0. (b) is the signal re-plotted
in the frequency domain after time gating, showing a substantial reduction of background
signal and visible interference fringes, and thus an enhanced visibility of the SAW peak.
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Figure 2.10: A time-gated transmission (S21) measurement between input and output IDTs
plotted as a function of frequency for the same device as shown in Figure 2.7 above. The
first (287 MHz), third (861 MHz), fifth (1430 MHz), seventh (2000 MHz), and ninth (2565
MHz) harmonics are easily visible, as the background noise level has been reduced from ≈
-60 dB to ≈ -90 dB.

signal, one can reject the electromagnetic wave component of the signal, and measure only
the acoustic component. This time-domain conversion and gating can be seen in Figure
2.9(a). Finally, the signal is then converted back into the frequency domain, where a much
clearer SAW peak (and much reduced broadband signal level) can be observed, as shown
in Figure 2.9)(c). A measurement of the same device as in Figure 2.7 with time gating
applied is shown in Figure 2.10. A clear reduction of the broadband background signal can
be observed, allowing for the measurement of the higher-order harmonic measurement peaks
with transmission levels as low as -75 dB.

An alternative method for time gating of SAW delay line signals is to gate directly in
the time domain by applying the excitation waveform as a short pulse (as opposed to as a
continuous wave), and then measuring only during the period of time corresponding to the
pulse duration + transit time.[60] We utilize this hardware method in our experiments, as it
allows for much faster and less computationally intense noise rejection. A ≈700 ns pulse is
applied using a function generator at a repetition rate of 500 kHz, and is measured after a
800 ns delay by a spectrum analyzer with hardware time gating capability. This allows us to
take time-gated data much faster than if we were required to do a full frequency sweep and
perform an IFFT and FFT on the data for each data point. An image of the time gating
menu seen in the spectrum analyzer for a sample 2 GHz excitation can be seen in Figure
2.11. The electromagnetic and SAW components of the wave are clearly marked, with the
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Figure 2.11: Image of spectrum analyzer screen while performing a hardware time gating
measurement. The electromagnetic wave (red box) appears with a time delay of ≈ 0, while
the SAW (white box) can be seen after a delay of ≈ 800 ns. The pulse width is 700 ns.

electromagnetic wave component having a substantially larger amplitude due to the high
harmonic of the excitation

Optimization of SAW delay lines

In order to obtain low insertion loss (high transmission) between the interdigitated transduc-
ers, it was necessary to optimize the SAW delay lines so they would be matched to the input
and output RF lines (with a characteristic impedance of 50 Ω). This was done by adjusting
the width of the transducers so that they had an impedance as close as possible to 50 Ω in
order to optimize the power transfer between the measurement setup and the ADFMR de-
vices. In addition, values were calculated for series matching inductors that would eliminate
the reactive component of the IDT impedance. All calculations were done by following the
methods and equations in [114].

The width of the optimized finger overlap in the IDT structures (the IDT aperture) is
given by:

Wa =
1

50Ω

1

2f0CsNp

Re

(
1

4k2Np + iπ

)
(2.11)

Where f0 is the center frequency, Cs is the capacitance per finger pair per meter, Np
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is the number of finger pairs, k is the piezoelectric coefficient (≈ 0.22 for YZ cut lithium
niobate), and i is

√
(− 1).

The value for the series matching inductor is given by:

L =
1

(2πf0)
2 ∗ CT

(2.12)

Where CT is the total IDT capacitance, and is given by:

CT = NpCsWa (2.13)

The total insertion loss as a function of frequency for the devices can be calculated by:

IL(f) = −10 log10

[
2Ga(f)50Ω

(1 +Ga(f)50Ω)2 +
[
50Ω (2πfCT +Ba(f))2

]] (2.14)

Where Ga(f) is the radiation conductance, and is given by:

Ga(f) = 8k2CsWaf0N
2
p

(
sin(2x(f))− 2x(f)

2x(f)2

)
(2.15)

Ba(f) is the acoustic susceptance, and is given by:

Ba(f) = Ga(f0)
sin(2x(f))− 2x(f)

2x(f)2
(2.16)

And x(f) is given by:

x(f) =

0 f = f0

Np ∗ π ∗
(
f − f0
f0

)
f 6= f0

(2.17)

When the IDT width is properly optimized to approximate 50 Ω, the insertion loss
of the SAW delay line structures can be substantially reduced. Figure 2.12 illustrates a
comparison of the measured insertion loss of an unmatched device (500 µm aperture) versus
a properly matched device (160 µm aperture) across a variety of frequencies. As can be
seen, insertion loss in the properly sized device is much lower, especially at high harmonics.
The nature of the impedance matching in these devices only allows for the impedance to be
precisely matched at one frequency (chosen here to be the fundamental frequency), but it can
clearly be seen that even optimizing only the fundamental response shows great improvement
across the entire range of harmonics. It is also important to keep in mind that since all of
the interdigitated transducers used in this work are bidirectional, the minimum possible
insertion loss (regardless of matching, IDT spacing, or material properties) is 6 dB.

The reduction of insertion loss could be further enhanced by including series inductors to
reduce the reactive part of the IDT impedance. This was not done in these experiments as
the ability to measure across a broad range of frequencies was desired, and adding a series
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Figure 2.12: Comparison of optimized (blue) and unoptimized (green) IDTs operating across
a range of frequencies. The optimized transducers show a clearly reduced insertion loss
compared to the unoptimized devices, especially at high frequencies. Horizontal red line
indicates the minimum possible insertion loss (6 dB) for a delay line using bidirectional
transducers.

inductor would necessarily reduce the bandwidth of the delay lines, impeding our ability to
measure across the range of the 1st to 9th harmonic.
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Chapter 3

Power dependence of acoustically
driven ferromagnetic resonance

As interest in leveraging Acoustically Driven Ferromagnetic Resonance for applications de-
velops within the research community, it is important to quantitatively examine how the
effect can be tuned to fit the need of a variety of potential devices. Toward this goal, we
have examined how changes in excitation power, excitation frequency, and lateral ferromag-
net dimensions effect the absorption in these devices. We find that ADFMR behaves much
like traditionally excited FMR with regards to excitation power and frequency: absorption
is entirely linear with power, and absorption increases with increased frequency. A study of
the length dependence of these films shows an exponential dependence of power absorption
on film length.

Section 3.1 describes the sample fabrication techniques used to create the ADFMR devices
considered in this thesis. Section 3.2 describes the measurement setup used to take all
measurements shown later in this chapter. Finally, section 3.3 compiles the experimental data
collected on the measured ADFMR devices as a function of excitation frequency, excitation
power, element length, and element thickness.

3.1 Sample fabrication

ADFMR devices were fabricated using multi-step optical lithography on Y-cut lithium nio-
bate substrates. For these devices, a double-electrode IDT design was chosen due to its
ability to effectively excite SAWs even at high harmonics of the fundamental frequency.[71]
The double-electrode design reduces destructive interference caused by reflections within the
IDT when operating at higher-order modes by replacing a structure of alternating signal
and ground electrodes with one where each signal (and ground) electrode is replaced by a
pair of electrodes with a gap between them. The IDTs were aligned so that the direction of
propagation of the SAWs would be along the Z axis of the lithium niobate samples which
allowed for all devices to operate the same fundamental frequency and with a consistent
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a) b)

Figure 3.1: (a) Optical micrograph of a device. The center magnetic element has dimensions
of 1.2 x 0.5 mm, and the two IDTs have a center-to-center spacing of 3.5 mm. (b) SEM
image showing a zoomed in region of one of the double-electrode IDTs pictured in (a). The
IDTs used in these devices have a finger width of approximately 1.6 µm, and a finger spacing
of approximately 1.4 µm, which aligns closely with the nominal metalization ratio of 50%.
The periodicity of the structure is 12 µm, which results in a fundamental frequency of ≈290
MHz. The width of the IDTs is 500 µm.

SAW mode.
After IDT patterning was performed, 70 nm of aluminum was deposited via thermal

evaporation, and liftoff was performed to create the contacts. A second photolithography
step (with alignment) was performed to define the nickel regions, which had a constant
width of 500 µm and a length of 100, 300, 600, or 1200 µm. The nickel was then deposited
via electron beam evaporation and lifted off, with a thicknesses between 10 and 50 nm
(depending on the device) and with a thin gold capping layer (deposited in-situ on top of
the nickel with electron beam evaporation). Optical and SEM images of a sample device can
be found in Figure 3.1. Multiple such devices were deposited on each substrate, allowing
for a comparison of the effects of magnetic element size while ensuring that the properties
of the evaporated nickel film were consistent across all measured devices for a given nickel
thickness.

3.2 Experimental setup

Once fabricated, these devices were wirebonded to a custom-built PCB sample holder that
was designed to allow for easy SMA connections to be made to the IDTs. An image of such
a sample holder with a mounted device can be found in the leftmost panel of Figure 3.2.
The sample holder was then connected to a custom rotation stage with an attached shaft
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Figure 3.2: Labeled pictures of the ADFMR measurement setup. (Left) Custom-built PCB
sample holder used for ADFMR measurement, with a sample mounted and bonded in the
center. Each of the six traces on the sample holder leads to the signal line of an SMA
connector, allowing for the simultaneous connection of three ADFMR devices. (Center)
Sample holder mounted within the electromagnet showing the support pole that contains
the SMA lines used to connect the sample to the RF characterization equipment (function
generator and spectrum analyzer). (Right) A zoomed-out view of the setup showing the
full electromagnet, the stepper motor and shaft encoder, and the rack that contains the RF
measurement equipment, magnet power supply, and control computer.

encoder, allowing for precise (< 1◦) control of the in-plane rotation of the devices and then
placed within an electromagnet. A mounted sample holder can be seen in the center panel
of Figure 3.2, and the full measurement setup can be seen in the right panel.

The output IDT of the devices was similarly wirebonded, with the signal being routed
to the spectrum analyzer. The spectrum analyzer trigger (gate) was linked to the video out
port of the signal source, and was used to synchronize the measurements. A time delay of ≈
800 ns was manually input into the trigger configuration of the spectrum analyzer to account
for the delay time required for the SAWs to propagate between IDTs. A schematic drawing
of this portion of the measurement setup can be seen in Figure 3.3.

In contrast to the vector network analyzer used to characterize the SAW delay lines, for
ADFMR measurements the samples were connected to an Agilent E8257D signal generator
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Video out Gate in

Figure 3.3: Schematic of experimental measurement setup, illustrating connections between
the signal source, function analyzer, and measured device. The devices were placed on a
rotation stage (not pictured) within an electromagnet to allow for control of the magnitude
and direction of the applied magnetic field.

and an Agilent CXA 9000A spectrum analyzer with hardware time-gating capability. The
ability to time gate in hardware as opposed to software (through physical time-domain gating
of the signal as opposed to doing transformations on a frequency-domain sweep) allowed for
faster data collection and lower noise levels. The function generator was used to output
pulses at the specified measurement frequencies with pulse widths of 700 ns and a repetition
rate of 500 kHz. The output power level was varied in order to measure the effect of input
power level on absorption. The spectrum analyzer input was time gated to ensure that
spurious electromagnetic signals from the IDTs would not interfere with the measured SAW
transmission power. The electromagnet used to apply a bias field was a GMW 5403 driven
by a Kepco BOM 20-20 (which was controlled by an analog voltage produced by an NI
PCIe-6341 DAQ). A schematic of the full setup can be seen in Figure 3.4.

3.3 Experimental results

Once samples were fabricated and mounted, the field-dependent attenuation of the ADFMR
was measured as a function of applied field angle. These measurements were made at the
3rd, 5th, 7th, and 9th harmonics of the IDTs, and at input power levels from 10 dBm to
-60 dBm. For all test cases, samples with magnetic elements of 300, 600, and 1200 µm were
measured in order to establish the dependence of ADFMR absorption on element length.
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Figure 3.4: Schematic of the measurement setup. Magenta lines lines indicate signal con-
nections. Control of all instruments is unified through a set of LabVIEW programs.

All discussion of absorption in this section is done with respect to a high field (B = 3.5
kG) measurement of IDT transmission. An un-normalized absorption scan can be seem in
Figure 3.5. As can be seen, despite a large input power of 10 dBm, the transmission saturates
at approximately -61.5 dBm due to the high insertion loss of the SAW delay line structures
used in this work. The observed insertion loss is especially high due to the fact that the
IDTs are driven at high harmonics of their fundamental frequency.

For each measurement presented in this section, the insertion loss is removed using the
following procedure. First, a high magnetic field (B = 3.5 kG) is applied along the direction
of the field sweep. The transmitted power through the device at this field (which pushes
the ferromagnetic resonance frequency far from the excitation frequency) is then measured.
Afterwards, a sweep of the magnetic field for smaller field values (B=0-500 G) is performed,
with a measurement of the transmission being performed at each field point.

These transmission values are then normalized using the high-field value taking earlier,
resulting in plots where the absorption goes to 0 dB at high fields (as opposed to saturating at
a value equal to the device insertion loss). A negative absorption value, therefore, indicates
that the transmitted power is below this high-field value. This same method has been utilized
to remove insertion loss in previous work on ADFMR devices[58, 35, 111, 27].

Figure 3.6(a) shows a plot of absorbed power as a function of the angle of the in-plane
magnetic field for a 25 nm thick Ni magnet sitting at the middle of the IDTs at 1992 MHz.
The peak of the absorption appears at ≈ 40◦ which is very close to what has been predicted
theoretically (≈ 45◦)[27]. Note that anisotropy in the magnet could lead to an angle that is
significantly different from this ideal value [111]. We now choose one of this angles of highest
absorption (shown by the arrow in Fig. 3.6(a) and plot it as a function of frequency in Fig
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Figure 3.5: Plot of raw transmitted power in an 20 nm nickel ADFMR device at 2000 MHz.
Input power to this device was 10 dBm, and a maximum transmitted power level of ≈ -
61.5 dBm can be observed, corresponding to a minimum insertion loss of ≈ 71.5 dB. This
extremely high insertion loss is attributed to the excitation of the IDTs at high harmonics
of their fundamental frequency, as well as poor RF impedance matching.

3.6(b). Note that from the transmission far from resonance, it is possible to estimate the loss
in the system. Therefore, by knowing the input power and S21, one can calculate the power
going into the SAW. These estimates were used at various frequencies to ensure that the
input power going into the SAW at each frequency is roughly 1 µW. Note that significant
field-tunable attenuation is observed in Fig. 3.6(b) even at this very low input power.

Importantly, by normalizing the input power and thereby accounting for the varying
amount of loss at different input frequencies, we are able to demonstrate that the relative
magnitude of ADFMR absorption increases with increased frequency. This result confirms
that the power absorption trend seen in ADFMR matches that of conventional FMR in thin
films.[54]

One can compare the shape of the 2D plot (as seen in Figure 3.6(a) above) as a function of
frequency and film thickness to get an idea of the impact of film anisotropy (and various spin-
wave contributions) on deviations from the expected shape proposed by Dreher et. al.[27].
The deviation is caused by the changing shape of the imaginary part of the permeability,
which is fit using the equations discussed in Section 7.2. A comparison of measurements taken
on the same film at different frequencies can be seen in Figure 3.7, showing an increasing
divergence from the expected 45 ◦ maxima offsets as frequency increases. An extremely thin
film, such as the one depicted in Figure 3.8, shows minimal deviation from the predicted
shape, but as one increases the film thickness deviations become apparent, as shown in Figure
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Figure 3.6: (a) Plot of the absorption of SAW power by the magnetic element (in dB) as a
function of applied x and y magnetic field at a SAW frequency of 1992 MHz. The x-directed
field is taken to be along the direction of SAW propagation, while the y-directed field is in-
plane and perpendicular to the SAW travel. The characteristic 4-lobed signature of ADFMR
is clearly visible. The absorption maxima can be seen when the applied bias field is ≈ 40◦

from the SAW propagation direction. (b) Line cut along the direction indicated by the black
line in (a) at SAW excitation frequencies of 857 MHz (green long dash), 1424 MHz (red short
dash), and 1992 MHz (black solid). All data was collected at the same absolute SAW power
of 1 µW, and shows that ADFMR follows the expected FMR relationship with frequency.

3.9.
As can be seen from these figures, experimental measurements diverge significantly from

the proposed lineshapes of Dreher et. al. [27], especially as one moves to higher frequencies
and in thicker films. A more complex fit, like that proposed by Gowtham et. al.[35] is
required to capture additional effects that become important as the spin-wave contributions
play an increasing role in determining the permeability of the material. By applying this more
accurate fit to our experimental data, we are able to extract film damping and magnetoelastic
coefficient, as discussed in more detail in Section 7.2.

Absorption dependence on input power

In order to evaluate the behavior of this effect at different power levels, data was taken
along the angle of maximum absorption (as depicted in Figure 3.6) over a wide range of
input powers by inserting a variable attenuator into the system. A plot of series of such
line cuts taken at successively decreasing power levels can be found in Figure 3.10. As can
be seen, beyond a change in the high-field insertion loss, the absorption curves are not only
qualitatively, but also quantitatively, similar.
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Figure 3.7: Plots of the absorption of SAW power by the magnetic element as a function of
applied x and y magnetic field at SAW frequencies of 861 (a), 1430 (b), 2000 (c), and 2565
MHz (d). All measurements were performed on a 20 nm Ni film with a 5 nm Au capping
layer. All plots share the same color bar (right) in dB/mm.



CHAPTER 3. POWER DEPENDENCE OF ACOUSTICALLY DRIVEN
FERROMAGNETIC RESONANCE 29

H
applied

,X-Component (G)

H
a

p
p

lie
d ,Y

-C
o

m
p

o
n

e
n

t (G
)

Figure 3.8: Plot of the absorption of SAW power by the magnetic element as a function of
applied x and y magnetic field at Ni thicknesses of 10 nm, capped with 5 nm of gold. The
measurement was performed at 2000 MHz, and the scale bar indicates absorption in dB/mm.

This similarity can be better observed by plotting the magnitude of the absorption dip
for a variety of input powers and frequencies as can be seen in Figure 3.11 below. Since the
system should be nearly symmetric (barring fabrication errors), the power at the magnetic
element was taken by dividing the device insertion loss by two and applying that halved
insertion loss figure to the input power. As is evident from the plot, the absorption at a
given frequency (in dB) is entirely independent of input power across the range tested.

The characterization of this power dependence is critical from an application perspec-
tive, as a strong dependence on applied signal amplitude would likely disqualify these devices
from any realistic use case. Linear (or at least linearizable) components form the backbone
of system design. Without linear components, some of the most fundamental signal process-
ing techniques (such as amplitude modulation) become untenable, severely restricting the
usefulness of any device. By confirming the linearity of the ADFMR system (at least in the
mW and below regime), we are able to make a substantially more convincing case for its
usefulness in commercial systems.



CHAPTER 3. POWER DEPENDENCE OF ACOUSTICALLY DRIVEN
FERROMAGNETIC RESONANCE 30

H
applied

,X-Component (G)

H
a

p
p

lie
d ,Y

-C
o

m
p

o
n

e
n

t (G
)

(a) (b)

(c) (d)

Figure 3.9: Plots of the absorption of SAW power by the magnetic element as a function of
applied x and y magnetic field at Ni thicknesses of 20 (a), 30 (b), 40 (c), and 50 nm (d). All
samples had a 5 nm Au capping layer, and all measurements were performed at 2000 MHz.
All plots share the same color bar (right) in dB/mm.
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Figure 3.10: Power absorption as a function of applied field for an example sample over
a range of input power values. As can be seen, the curves are largely identical as power
decreases except for the increased high-field insertion loss (as would be expected with an
increasing series attenuation) and increased noise.

Absorption dependence on element length and thickness

Beyond linearity in power, it is also important to determine how various scaling factors can
affect ADFMR. In previous sections of this chapter, absorption dependence on frequency has
been explored and characterized. Here we consider the dependence of device absorption on
film length and thickness, and how these variables can be tuned to control the absorption
depth to optimize for different applications (ie. the desired ≈ 6 dB absorption dip for
magnetic sensing as described in Section 4.3).

Magnetic element size was varied along the length dimension (along the direction of SAW
travel). A compilation of these measurements can be found in Figure 3.12. For both 25 and
50 nm thick samples, the absorption of the traveling SAW scales exponentially with length.
The rate of this scaling is determined by the thickness, with the thicker film attenuating
the signal at a faster rate. The exponential variation in absorption with element length is
in agreement with established theory, which predicts an exponential increase in absorption
with magnetoelastic film volume.

The absorption maxima of these scans were then plotted as a function of film thickness,
as can be seen in Figure 3.13. At each film thickness, the expected trend of increased
absorption with increased drive frequency can be observed. In addition, the absorption
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Figure 3.11: Plot of power absorption as a function of input power for three different SAW
frequencies: 857 MHz (green long dash), 1424 MHz (red, short dash), and 1992 MHz (black
solid). The absorption (in dB) at each frequency remains constant across all input powers
tested.
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Figure 3.12: Absorption as a function of device length for both 25 and 50 nm thick devices.
Absorption scales exponentially with the length of the magnetic element at a rate of -25.9
dB/mm for the 25 nm samples, and -31.2 dB/mm for the 50 nm samples. All absorption
data was collected at 1992 MHz.
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Figure 3.13: Maximum absorption as a function of film thickness at 1430 (green solid), 2000
(blue dashed), and 2565 (black solid) MHz. A saturating behavior can be observed with
increasing film thickness, indicating that vertical scaling of ADFMR devices for enhanced
absorption is less effective than lateral scaling once film thicknesses exceed ≈ 20 nm.

at each frequency seems to follow a saturating behavior as the film thickness is increased,
which indicates diminishing returns with regards to enhancing absorption by increasing film
thickness. When compared to the study on length dependence, this indicates that lateral
(rather than vertical) scaling is a more efficient method for enhancing absorption in ADFMR
systems beyond the ultrathin regime (< 20 nm). Given that the magnetoelastic coupling
coefficient for these films extracted from the fit is independent of film thickness and frequency,
we attribute this saturation of the absorption to the increased damping observed in thicker
Ni films. The extraction of this damping and its correlation with the absorption saturation
can be found in Section 7.2.
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Chapter 4

Acoustically driven ferromagnetic
resonance for magnetic sensing

One potential application of the acoustically driven ferromagnetic resonance technique is for
use in precision magnetic sensors. The large absorption efficiency in these films results in a
very steep slope as the magnetic film enters resonance. By biasing the device in this region
of operation, the slope of transmitted power as a function of externally applied magnetic
field can be extremely steep (on the order of 1 W/T). In addition, since the resonances we
study occur at relatively high frequencies (≈ GHz), we are able to limit the influence of
low-frequency noise on the system. This combination of factors results in a device capable of
achieving comparable sensitivity to the best sensors today (fT /

√
Hz) in a room-temperature,

solid state package that can be produced for minimal cost.
Section 4.1 describes applications for high sensitivity magnetometry. Section 4.2 then

discusses existing technologies that are attempting to fill these needs, and compares them to
the devices proposed by the authors of this thesis. The following sections then dive deeper
into the characteristics of the proposed device, with section 4.3 focusing on the sensitivity
and linearity of the sensor, section 4.4 providing fabrication details, and section 4.5 discussing
the sources of noise present in the current system.

4.1 Applications for high-sensitivity magnetometry

Magnetic sensing finds use in a variety of applications as diverse as automotive, resource
exploration, and medical imaging. While some applications are able to utilize cheap, rugged,
solid-state sensors, tasks that require high-sensitivity magnetometry have thus far relied on
expensive and bulky tools like SQUID and SERF magnetometers that require cooling and
heating (respectively) to temperatures far from ambient conditions. ADFMR-based magnetic
sensors should enable this high-sensitivity measurement at a price, and in a form factor, that
is more amenable to widespread adoption.

One critical application of this sort of magnetic sensing is in a clinical environment. A
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number of medical imaging techniques, for example magnetoretinography[105, 4, 49], magne-
tocardiography[80, 55, 32], and magnetoencephalograpy[19, 18, 38], require the measurement
of extremely small (< 1 pT) magnetic fields generated by processes in the human body. Due
to the small fields involved, and the desire for high spatial resolution, all instruments for such
measurements require the use of cryogenic Superconducting Quantum Interference Device
(SQUID) magnetometers. The cooling requirements for these sensors result in measure-
ment equipment that is large, bulky, and expensive to operate. Also, due to the fact that
these sensors are fundamentally absolute field sensors (and any gradiometry is done in post-
processing), large shielded enclosures are required to eliminate the effect of environmental
noise, which could easily overwhelm the actual signal.

Beyond clinical uses, wearable devices have also recently gained substantial popularity
both as a consumer health device and as a medical diagnostic tool that enables constant
monitoring. Current medical wearables are commonly used to monitor health indicators
such as blood pressure and heart rate[66, 47, 76]. These devices, however, must rely on
either unreliable optical sensors (which have issues with perspiration, variable skin tones,
and motion) or uncomfortable ECG leads. By measuring these factors magnetically (which
has thus far been impossible to do in a wearable form factor), it would be possible to resolve
a number of the issues patients have identified as most pressing[75].

A radically different application for magnetic sensing presents itself in navigation in GPS-
denied environments. A number of techniques have been proposed to direct aircraft and
other airborne craft in environments where GPS is either unavailable or unreliable, but each
comes with a variety of downsides that has made them untenable for realistic applications.
For example, terrain-sensing radar cannot be used over water, and is sensitive to changes
in surface features, such as deforestation or construction. Recently, sensing of the Earth’s
magnetic anomaly field has emerged as an alternative that should be much more robust with
respect to terrain variation on the relevant timescales (years)[8, 9]. Implementation of this
technology has been slow, however, as magnetometers with sufficient sensitivity and stability
(ie. SQUID magnetometers) do not have form factors that can be easily integrated into
aircraft. ADFMR magnetometers, with their small size and capability for room-temperature
operation, could enable magnetic navigation in real-world systems.

4.2 Existing magnetic sensors

In order to properly evaluate the performance of ADFMR devices for magnetic sensing
applications, it is first necessary to discuss competing technologies. Table 4.1 provides a
concise summary of commercially available sensing technologies in the modern market in
comparison to the devices tested in this thesis.

As can be seen by in Table 4.1, the best high-sensitivity (≈ 1 fT/
√

Hz) magnetometers
that are currently available require substantial deviations from room temperature to operate,
and are often very expensive to purchase. They also have difficulties performing precise
measurements in high fields. SERF magnetometers, for example, show an enhancement of
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Table 4.1: Summary of commercial magnetic sensing technologies (and ADFMR sensors)

Name Magnetic Noise Volume Operating Temperature Cost

SERF 0.5 fT/
√

Hz[56] 3 cm3 [77] 180 ◦C[56] 10’s k$

SQUID 1 fT/
√

Hz[89] 1 cm3[77] Cryogenic 10’s k$[77]

ADFMR 5 fT/
√

Hz 1 mm3 Room Temp 1-10 $

Fluxgate 2 pT/
√

Hz[83] 1 cm3[77] Room Temp 1 k$[77]

Proton 10 pT/
√

Hz[77] 1 cm3[77] Room Temp ◦C [77] 5 k$[77]

Magnetoresistive 200 pT/
√

Hz[11] 1 µm3[77] Room Temp 1 $[77]

Hall 77 nT/
√

Hz[87] 1 µm3[77] Room Temp 0.1-1 $[77]

Table 4.2: Figure of merit for commercial magnetic sensors (and ADFMR sensors)

Name Figure of Merit (
√

Hz/fT*m)

ADFMR 200
SERF 138.5

SQUID 100
Magnetoresistive 5

Fluxgate 0.05
Hall 0.013

Proton 0.005

measurement noise to ≈ 1 pT/
√

Hz when exposed to fields above a few nT[91] - for reference,
the earth’s magnetic field is on the order of 100 µT. Alternatives to these SQUID and
SERF magnetometers all show maximum sensitivities in the pT/

√
Hz range, disqualifying

them for use in a number of critical applications, such as magnetoencephalography [38] and
magnetocardiography [55].

An important figure of merit in the comparison of these magnetic sensors is the inverse
of the sensitivity*

√
area (

√
Hz / fT*m). As the signals from multiple small magnetometers

can be averaged together to reduce the overall system noise, it may be possible for a large
array of small, noisy magnetometers to actually become competitive with some intrinsically
higher sensitivity devices. In this figure, the square root of the sensor area acts as a density
factor to indicate this averaging potential (the square root is necessary as noise is reduced
by a factor of number of devices squared). The area is estimated by calculating the footprint
of the enclosing cube for the volumes cited in Table 4.1. For some sensors (like SERF
magnetometers) this is an overly optimistic estimate, as these volumes only include the
field-sensitive element and do not include the optical and electronics components, which can
easily double the total size of such systems. Table 4.2 shows the magnetometers from Table
4.1 listed in order of this figure of merit. As can be seen, in this scale the miniaturized
solid-state magnetometers appear much more competitive with SQUID and SERF systems.

In the remainder of this chapter, an outline will be provided for how a room-temperature



CHAPTER 4. ACOUSTICALLY DRIVEN FERROMAGNETIC RESONANCE FOR
MAGNETIC SENSING 37

ADFMR magnetometer can achieve the same sensitivities seen in SERF and SQUID sys-
tems, while functioning over a much wider range of applied field biases. These magnetometers
would be able to leverage the extremely low costs seen in other solid-state sensors (magne-
toresistive, Hall, etc.), while achieving sensitivities usually reserved for much more expensive
and much less environmentally robust devices. Successful deployment of such devices has
the potential to disrupt a number of industries that rely on high-sensitivity magnetometry,
such as medical imaging and resource exploration.

In addition to standard absolute field magnetometry, the case of gradient magnetometry
is also explored in this chapter. Gradient magnetometry is extremely useful for many of
the same applications as absolute field magnetometry - for example, magnetoencephalog-
raphy equipment often leverages gradiometers.[108] Such gradiometric techniques have the
advantage of (a) being able to reject environmental noise and (b) have lower requirements
on the dynamic range of the circuitry involved, as the comparatively large offset caused by
the influence of earth’s magnetic field can be removed. Given that many magnetic sensing
applications rely on precise measurements of the change in magnetic field (as opposed to its
absolute value), the advantages of gradiometry can be leveraged in these systems to reduce
noise and reduce component costs.

4.3 Sensitivity and linearity

In developing a high-sensitivity magnetometer, it is critical to optimize sensitivity - the
change in the device’s output (be it voltage, frequency, power, etc.) as a function of applied
magnetic field. If the sensor has an insufficient sensitivity, it may become difficult (if not
impossible) to measure the desired signals above the noise sources in the system. In general,
it is optimal to have a linear dependence of the output variable on magnetic field in the
desired operation region to ease readout.

The simplest way to calculate the sensitivities of ADFMR devices to magnetic field would
be to compute the field derivative of experimental power measurements (such as those shown
in Figure 3.6). Such an analysis, however, would substantially underestimate the capabilities
of these devices, as our current device design uses a high insertion loss harmonic excitation
method to allow us to operate at many different frequencies on a single device. Thus, all
analysis in this chapter is performed on scaled data that assumes an insertion loss of 4 dB (a
pessimistic estimate, as SAW delay lines have been fabricated with insertion losses as low as
1 dB[118]). In addition, analytical calculations indicate that the optimal sensitivity is found
when the absorption depth of these devices is 6 dB. Given that this is very achievable and
easy to tune [58], our analysis scales the experimental absorption data to reach this optimal
value.

A plot of the sensitivity extracted with this procedure for a 1 mW input power, 4 dB
insertion loss device can be found in Figure 4.1. As can be seen, the sensitivity peaks in two
distinct locations: one with a bias field of ≈10 Oe, and one with a bias field of ≈60 Oe. The
low-field sensitivity peak remains within 5% of its peak value over a range of approximately
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Figure 4.1: Sensitivity as a function of bias field for a device with 4 dB insertion loss and
1 mW input power and a 6 dB absorption dip. The solid blue line is scaled experimental
data, while the dashed red line is an analytical fit to the data.

Table 4.3: Scaled experimental sensitivities for measured devices (W/T)

861 MHz 1430 MHz 2000 MHz 2565 MHz

10 nm 0.415 0.357 0.197 0.393
20 nm 0.234 0.170 0.263 0.210
30 nm 0.337 0.907 0.358 0.187
40 nm 0.182 0.164 0.148 0.193
50 nm 0.147 0.169 0.188 0.300

5 Oe, while the high-field peak remains within 5% of its peak value over approximately 12
Oe, which should allow for a large range of operation for the final magnetometer. A table of
the extracted peak sensitivity values for devices with a wide range of operating frequencies
and film thicknesses can be found in Table 4.3. As can be seen from the table, sensitivity
appears independent of film thickness and excitation frequency (as long as the absorption
peak remains fixed at 6 dB). The average sensitivity extracted for all devices is 0.276 W/T.

From these sensitivity values, when the external field is 1 femtoTesla, the dV/dB for the
proposed sensor comes to be ≈ 4 ∗ 107 V/T. For calibration, the current best integrated
magnetic field sensors that use a magnetic element are magnetic tunneling junction (MTJ)
sensors with a sensitivity of ≈ 100 V/T for a single sensor [65, 24] and a maximum of ≈
500 V/T for arrays of several hundred MTJs[24]. Considering these values, the proposed
sensor has ≈ 105 times higher sensitivity compared to MTJ sensors. This large sensitivity
allows us to detect extremely small magnetic fields (and gradients) previously inaccessible
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to solid-state sensors.

4.4 Sensor construction

A schematic diagram of the proposed sensor element can be seen in Figure 4.2. The critical
elements of this design are:

1. A large volume magnetic film to minimize thermal magnetic noise

2. Two independent sets of IDTs (essentially two ADFMR devices) to enable gradiometric
measurements to reject common-mode noise

3. A backside heater to precisely control the temperature of the system and minimize the
effects of thermal drift on the magnitude of the signal absorption

4. Suspensions for thermal isolation to improve the stability of the temperature control
and to reduce the power required to run the heater.

To fabricate the devices, we first start with a six inch lithium niobate substrate. First,
the backside heater structures will be patterned with photolithography. These patterns will
then be metalized via a liftoff process with the deposited metal being very thin (< 10 nm)
to prevent spurious magnetic signals due to thermal currents. Afterwards, the backside will
be protected with a PDMS coating.

The interdigitated transducers will then be patterned on the front side of the wafer with
fundamental frequencies between 1 GHz (feature size 870 nm) and 3 GHz (feature size 300
nm) via deep UV photolithography using an ASML 5500/300 DUV stepper. Aluminum
electrodes will be deposited using a liftoff process. Once the electrodes are defined, a third
lithography step is done to define the ferromagnetic regions. These ferromagnets are de-
posited using an ultra-high vacuum sputtering machine. Because of the large size and very
small thickness of the magnets, and room temperature synthesis, liftoff can be done using
sputtering (our current devices are made in this way). Finally, a further lithography step
will be performed to pattern the suspended arms of LiNbO3 used for thermal isolation.

The proposed process flow for this sensor element can be found in Figure 4.3. The detailed
process is as follows:

(a) Start with double side polished lithium niobate substrate

(b) Spin photoresist

(c) Expose and develop photoresist to define backside resistive heater

(d) Deposit thin metal layer (< 10 nm) via e-beam evaporation

(e) Strip photoresist
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Figure 4.2: 2D views of the top and bottom sides of the LiNbO3 substrate showing the
ADFMR structure and heater in the sensor structure. Also shown are suspensions for thermal
isolation. Note the presence of two independent ADFMR systems that share a single large
magnetic film (to minimize the effect of intrinsic magnetic noise). These two sensors allow
for the device to be run in a gradiometric configuration to reject common-mode noise sources
and further improve measurement sensitivity.

(f) Spin on PDMS coating to protect wafer backside during subsequent processing steps

(g) Flip wafer and spin photoresist

(h) Expose and develop photoresist to define interdigitated transducers

(i) Deposit 70 nm aluminum via e-beam evaporation

(j) Strip photoresist

(k) Spin photoresist

(l) Expose and develop photoresist to define magnetic film region

(m) Deposit magnetic film via sputtering
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Figure 4.3: Graphical process flow for the proposed ADFMR magnetic sensor.

(n) Strip photoresist

(o) Spin photoresist

(p) Expose and develop photoresist to define suspensions for thermal isolation

(q) Etch suspensions

(r) Strip photoresist
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Table 4.4: Summary of noise sources in ADFMR magnetometers

Noise source Common mode? Noise level

Thermal (electrical) no 27 aT /
√

Hz

Thermal (magnetic) no 4.32 fT /
√

Hz
1/f (electrical) no ≈ 0
1/f (magnetic) yes ≈ 0

Power line yes ≈ 0

Oven control current yes 0.54 fT /
√

Hz

(s) Strip PDMS

4.5 Noise

A summary of assorted noise sources in ADFMR-based magnetic sensors can be found in
Table 4.4 assuming a 1 cm x 1 cm x 100 nm nickel film and an applied field in the fT range.
As can be seen from the table, a number of factors that dominate the noise in other solid-
state sensors (ie. magnetic and electrical 1/f noise) are minimized in this system. The table
also indicates which noise sources are common-mode and could be easily filtered out in a
gradiometric configuration. All table entries will be discussed in more detail in this section.

Thermal noise (electrical)

Thermal noise (or Johnson-Nyquist noise) is electrical noise caused by the thermal motion
of electrons (or other charge carriers) within a conductor. This noise is universal in elec-
tronic systems, and can only be reduced by lowering the temperature of the device. The
temperature dependence of this noise power is well characterized[51] and can be expressed
as:

Pnoise = 4kbT∆f (4.1)

Where kb is the Boltzmann constant, T is the temperature, and ∆f is the system band-
width. For our system operating at 55 ◦C (328.2 K), this thermal noise power evaluates to
1.7 * 10−20 W / Hz. Given a 50 Ω system and a linearized sensitivity of ≈ 4 ∗ 107 V/T
around 1 fT, this corresponds to a noise power of 27 aT /

√
Hz. This extremely small noise

contribution (on the order of 20x less than the noise floor of the best modern magnetometers)
is not expected to be the limiting noise factor in our system.

Thermal noise (magnetic)

Thermal magnetic noise in this system has the same origin as the thermal electrical noise:
fluctuations of subatomic particles at finite temperatures. The magnetic noise in this system
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can be analyzed by considering the fluctuation dissipation theorem, which describes the
statistical fluctuations of a state from equilibrium.[10]

In order to analyze the magnetic noise resulting from such fluctuations, we use the for-
malism of [107] and replace ∆H / Ms by α (the Gilbert damping parameter) to arrive at the
equation:

Hn =

√
kbTα

2πγMsV
(4.2)

Where kb is the Boltzmann constant, T is the temperature in Kelvin, α is the Gilbert
damping parameter, γ is the gyromagnetic ratio, V is the film volume, and Ms is the satu-
ration magnetization. Evaluating this equation using extracted values for our films (Ms =
400 emu / cc, α = 0.02), and assuming a film volume of 1 cm x 1 cm x 100 nm, the field
noise at 55 ◦C comes out to be 4.32 fT /

√
Hz.

This thermal magnetic noise is the dominant source of noise in this system, and will
restrict it’s ultimate sensitivity. Due to the local nature of the fluctuation, this thermal
noise likely cannot be considered as common mode, and thus gradiometric techniques would
not be able to substantially reduce this figure. It is possible, however, that for a saturated
magnet in a bias field, some degree of correlation among the fluctuations could develop due
to the exchange interaction within the material. Such a correlation would allow for this
noise to be compatible with the common-mode rejection of a gradiometer geometry, and
could further push down the noise floor of the system.

Several other avenues are available to reduce this noise floor, as can be determined by a
cursory look at Equation 4.2. These include increasing volume, increasing Ms, or decreasing
α. Of these, increasing volume is the least attractive due to its corresponding negative effects
on the figure of merit shown in Table 4.4. As such, increasing Ms and decreasing α seem to
be the best approaches to reduce this noise figure.

The noise figure thus be substantially improved by using a sputtered Co25Fe75 film as
the magnetoelastic layer instead of nickel. Room-temperature sputtered Co25Fe75 thin films
have shown Gilbert damping of α = 0.002 (with the theoretical minimum approaching α =
0.0001) and saturation magnetizations of Ms = 1900 emu / cc.[90] Using these experimental
values for Co25Fe75 instead of the values for nickel in Equation 4.2, we obtain a value of 0.63
fT /

√
Hz for a film of the same volume, bringing the ADFMR magnetometer’s sensitivity

in line with the best available SERF and SQUID magnetometers.

1/f noise (electrical)

A significant source of noise in existing solid-state magnetometers is electrical 1/f noise
(that is, noise that increases in amplitude at low frequencies). In many competing sensor
technologies, the need for charge transport (a current) to read out the state variable of the
sensor can contribute substantially to the overall noise profile. For example, trapping in the
tunnelling oxide in MTJ-based sensors is a large contributor to this 1/f noise.[30]



CHAPTER 4. ACOUSTICALLY DRIVEN FERROMAGNETIC RESONANCE FOR
MAGNETIC SENSING 44

As this system does not require any low-frequency excitation or bias, the impact of this
1/f noise is greatly diminished. In MTJ sensors, for example, the 1/f noise contribution
falls below the thermal noise above operating frequencies in the range of 100’s of kHz.[3] All
excitation in the ADFMR system occurs at the resonant frequency of the sensor (GHz) and
thus there should be no observable contribution from 1/f noise to the overall noise of the
system.

1/f noise (magnetic)

The root of magnetic 1/f noise (or Barkhausen noise) is the random flipping of magnetic
domains within the magnetic elements of solid-state magnetometers. Such noise is present
in MTJ sensors[68] and other similar sensor configurations where the magnetic sensitivity
requires a switching of a magnetic free layer. Barkhausen noise is one of the major limiting
factors of the sensitivity of magnetoresistive sensors.

One advantage of our system in this respect is that no switching event is required in
order to provide magnetic sensitivity. As such, it is possible to excite FMR and perform our
readout when the magnet is in a saturated state. This results in the FMR precession being
largely coherent, with no domain flipping. This eliminates the source of Barkhausen noise
from our sensor, and therefore the effect of 1/f magnetic noise should be very small in these
devices.

Power line noise

Power line noise can be a significant contributor to electrical noise in a system. In some
cases, the signal at this frequency is large enough to use for energy harvesting to power
devices.[100]. Such a strong signal would normally preclude sensing near the power line
frequency of 60 Hz.

As our system operates in the GHz range, it is estimated that only very high harmonics
of this power line signal would have the ability to couple into our electrical system. Due
to the design of the SAW devices used for ADFMR, anything outside of a relatively narrow
bandwidth around our designed excitation frequency is rejected. As a result, we expect noise
due to power line interference to be minimal in these devices. In addition, since such noise
would be common to both sensors in a gradiometric configuration, we expect that it could
be easily filtered out for such applications.

Oven control current noise

Using Equation 4.1, we can determine the thermal current noise present in the heating
element used to maintain a system temperature of 55 ◦C. This noise current comes to ≈ 1.35
pA /

√
Hz for a 10 kΩ resistive heating element. Assuming this element is located on the

other side of the lithium niobate substrate from the magnetic thin film (as shown in Figure
4.2) 500 µm from the magnetic sensing element, this noise current translates to a magnetic
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field noise of 0.54 fT /
√

Hz. Since this noise field should affect both gradiometric elements
symmetrically, it should be amenable to common-mode rejection techniques.

Temperature effects on ADFMR magnetometry

The goal of the oven control circuit used in the ADFMR system is to keep the sensor package
at 55◦C±0.1◦C and to maintain a temperature gradient over the sample below 0.01◦C. It was
shown in section 4.3 that the sensitivity of 0.1 W/T remains within ±5% of this value for
a applied bias range of ≈ 5-10 Oe which is equivalent to a frequency range of 14-28 MHz

(
γ

2π
B).

The temperature variation will affect both the piezoelectric and the ferromagnet. Assum-
ing a typical SAW frequency shift of 70 ppm/◦C (as is observed in lithium niobate devices
[104], the frequency shift in the piezoelectric for a 0.1◦C temperature change is ≈ 7 kHz for
a resonance frequency of 1 GHz, well within the range where the sensor linearity is retained.

The main effect of temperature on the magnet comes through the change in saturation
magnetization Ms. It is possible to express the shift in frequency due to variations in Ms as:

∆f =
1

4π
ω0|
[
1− M(T1 = 55±0.1)

M(T2 = 55)

]
| (4.3)

Where ∆f is the frequency shift and ω0 is the unperturbed resonance frequency (assumed
to be 1 GHz in this case). When T/Tc < 0.3 (Tc is the Curie temperature of the magnet),
M(T1)/M(T2) can be simply described by (T1/T2)

3/2.[53] From here, ∆f comes out to be
≈100kHz. Therefore, with oven control, changes in temperature should not create any
issues in terms of loss of sensitivity due to shift in piezoelectric or ferromagnetic resonance
frequency.
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Chapter 5

Acoustically driven ferromagnetic
resonance for antenna applications

One exciting application of acoustically driven ferromagnetic resonance is to use it to gen-
erate far field radiation. Previous work[6, 86, 70, 82, 23] has shown that ferromagnets
undergoing resonance produce electromagnetic radiation as a damping mechanism. Tradi-
tionally, however, using FMR as an antenna has been untenable due to the extremely low
efficiency (<1%) of existing FMR excitation methods. By leveraging the extremely large
absorption seen in ADFMR devices, however, it may be possible to create antennas that are
much smaller than what can be achieved using existing technology.

Section 5.1 of this chapter discusses the problems with creating efficient electrically small
antennas. Section 5.2 discusses the mechanism of operation of ADFMR-based (or more gen-
erally, magnetic) antenna technologies - the oscillation of magnetic dipoles. Some examples
of such magnetic antenna technology are discussed in Section 5.3. Finally, section 5.4 will
discuss the complications caused by using a spatially inhomogeneous driving field (as is the
case in our SAW geometry).

5.1 Electrically small antennas

Conventional antennas (like those found in your car, cell phone, or radio) are fundamentally
resonant structures tuned to the free space wavelength of the electromagnetic radiation they
seek to emit. As technology and understanding of the field has improved over the last ≈
100 years, antenna designs have moved from simple wire structures to more complex horns,
helixes, and apertures, but the primary operating principle has remained the same.[5]

Due to their resonant nature, it becomes difficult to design antenna structures that
are substantially smaller than their operating wavelength. This is a problem of substan-
tial technological significance, as antenna miniaturization has near-countless applications
in commercial, industrial, and military fields (ie. shrinking cell phones, drone and missile
communications, GPS integration, etc.). The difficulties of such miniaturization have been
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investigated in detail by Lan Jen Chu[15], who originated the performance bound of the
Q factor (stored power / radiated power) of such small antennas. Combined with the work
done by Wheeler[113] and Harrington[39], this led to the development of the Chu-Harrington
lower limit for radiation Q in a small, lossless antenna:

Q ≥ 1

k3a3
+

1

ka
(5.1)

Where Q is the antenna Q-factor, k = 2π/λ is the free-space wavevector of the radiation
at the antenna operating frequency, and a is the radius of the smallest sphere than can enclose
the antenna structure. For the purposes of this relation, an antenna is considered sufficiently
small if a < λ/2π. This Q-factor is critical as it determines the maximum bandwidth for
such an antenna by the relation:

∆f3dB =
f0
Q

(5.2)

Where δf3dB is the 3 dB bandwidth of the antenna, and f0 is the antenna center frequency.
This relation has held extremely well even into the modern era - conventional (that is -
resonant, current driven) antennas have not been able to surpass the Chu-Harrington limit.
An assortment antennas benchmarked against the Chu-Harrington limit can be found in
Figure 5.1, showing that while some antennas have gotten close (excepting the one outlier
value), as of 2010 no resonant antennas have been capable of surpassing this theoretical limit.
Interestingly, as one approaches smaller values for the k*a product, the bandwidth*efficiency
figure of merit falls ever further from the limit.

A further complication in real systems is encountered when one considers that antennas
(and their corresponding matching networks) have some degree of Ohmic loss. Thus, for any
antenna to be an efficient radiator, it needs to possess a radiation resistance (a conversion
factor between radiated power and squared input current) substantially larger than its Ohmic
resistance. In order to better realize the problem this poses for electrically small antennas,
it is instructive to examine the radiation resistance of a short dipole.

In all electrically driven, resonant antenna structures, the radiated power is quantified by
the Larmor formula,[61] which relates the acceleration of charged particles to their radiated
power.

Prad =
q2a2

ε06πc3
(5.3)

Where Prad is the radiated power, q is the particle charge, a is the particle acceleration,
and c is the speed of light.

And the radiation resistance is defined as below:

Prad = I2Rrad (5.4)

Where I is the drive current of the antenna. This relationship can be simply derived
for a dipole antenna using Equation 5.3 and the relation qa = Ilω when I takes the form
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Figure 5.1: Bandwidth * Efficiency product as a function of k*a product for a wide variety
of antenna geometries including results up to the year 2010. The additional restriction was
made of limiting the antenna impedance such that the standing wave ratio (SWR) of a 50
Ω input feed did not rise above 2. As can be seen, aside from one published outlier value,
conventional electrically small antennas have been unable to exceed the limitations proposed
by Chu, Harrington, and Wheeler around the middle of the 20th century. This figure was
reproduced from [92].

I = I0(1 − |x|/(l))cos(ωt) and 2l is the length of the dipole. The current is estimated to
decrease linearly as a function of position towards the ends of the antenna as the conductivity
there goes to zero, and thus constrains that the current goes to zero. To simplify this linear
dependence on position, we can simply replace the current by its average value as a function
of position Ia = I/2. Plugging these values in gives:

Prad =
(Ialω)2

6πε0c3
=

(Ilω)2

24πε0c3
=

ω2l2

24πε0c3
I2 =

π

6ε0c

(
l

λ

)2

I2 (5.5)

And consequently:

Rrad =
π

6ε0c

(
l

λ

)2

=
π

6
η

(
l

λ

)2

(5.6)

Where η ≈ 377Ω is the impedance of free space.
From this formula, it is then clear that when the antenna size is small compared to

the signal wavelength that the radiation resistance can be dwarfed by ohmic losses in the
antenna and its matching network. As an example, for a dipole with l = λ/100, we observe a
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radiation resistance that is only≈ 0.02Ω. As a result of these fundamental issues with regards
to scaling of traditional antennas, a number of alternative systems have gained interest as
potential replacements.

5.2 Radiation from an oscillating magnetic dipole

One mechanism that has been recently considered to overcome some of the fundamental
issues inherent in traditional antennas is the use of magnetic materials. In these novel
antenna structures, the oscillation of a magnetic dipole, as opposed to the oscillation of a
charge current, is responsible for generating electromagnetic radiation. The time-invariant
field created by a magnetic dipole is entirely magnetic in nature and can be written as:[73]

Hdip(r) =
3r̂(r̂ ·m)−m

4πr3
(5.7)

Where r is the position vector of interest and m is the dipole vector. By using the
relationship between the magnetic field and the magnetic vector potential (B = ∇×A)[73]
we can establish a form for the magnetic vector potential that satisfies this relation. In
addition, we can now incorporate a periodic oscillation of the dipole amplitude in order to
obtain:

Adip(r) = µ0∇G(r)×m (5.8)

Where G(r) is the Green’s function:

G(r) =
e−jkr

4πr
(5.9)

Where j is the imaginary number, k is the free-space wavevector of excitation frequency,
and r = r|. In this case, we also observe that the macroscopic scalar potential for this system
can be set to zero, as the system does not necessarily have a net electric charge:

φ =
e−jkr

4πεr

∫
V

ρ(r)ejkrd3r = 0 (5.10)

Using the expressions for electric and magnetic fields from such potentials:

E = −∇φ− jωA (5.11)

H =
1

µ
∇×A (5.12)

We can then plug in the expressions for φ and A from Equations 5.8 and 5.10 into
Equations 5.11 and 5.12 to obtain:

E = jωµ0∇G(r)×m (5.13)



CHAPTER 5. ACOUSTICALLY DRIVEN FERROMAGNETIC RESONANCE FOR
ANTENNA APPLICATIONS 50

H = ∇× [∇G(r)×m] (5.14)

Or more explicitly:

E = jωµ0

(
jk +

1

r

)
(r̂×m)G(r) (5.15)

H =

(
jk +

1

r

)[
3r̂(r̂ ·m)−m

r

]
G(r) + k2r̂× (m× r̂)G(r) (5.16)

Since we are then only interested in the radiation (or far-field) components of these fields,
we eliminate all components that have a spatial attenuation greater than 1/r to obtain:

Erad = η0k
2 (m× r̂)

e−jkr

4πr
(5.17)

Hrad = k2r̂× (m× r̂)
e−jkr

4πr
(5.18)

Where η0 ≈ 377Ω is the impedance of free space.
We can thus observe that a time-varying magnetic dipole radiates electromagnetic fields

into the far-field. Given that a rotating dipole can be represented by a combination of static
and time-harmonic components, and that the static component has no far-field elements
(as shown in Equation 5.7), a rotating dipole is then expected to be well-described by the
above equations. This is the crux of the usage of magnetic dipoles for antennas, as rotating
a magnetic dipole is often much simpler and more energy efficient than modulating its
amplitude. As an example, magnets undergoing ferromagnetic resonance (as discussed in
Section 2.1) fulfill the conditions described above and could be good candidates for magnetic
antennas if an efficient driving mechanism (such as ADFMR) were to be utilized.

5.3 Multiferroic antennas

As we have seen in previous chapters, a strain field can generate effective magnetic fields
within a magnetoelastic ferromagnet that are several orders of magnitude higher than if a
similar amount of power were used to generate a magnetic field by flowing current through a
stripline. Multiferroic antennas seek to leverage this efficient control of magnetism in order
to rotate the magnetization of a ferromagnetic film. Through the mechanisms discussed in
the previous section, such a rotation should allow for the generation of electromagnetic waves
that propagate into the far-field.

Another circuit-level advantage of using such acoustically driven devices is that it is much
simpler to obtain good impedance matching to a 50 Ω input feed with devices in the sub-
mm size range. The effective ’radiation’ (in this case acoustic, rather than electromagnetic)
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resistance of such a device is dependent on the acoustic wavelength, rather than the electro-
magnetic wavelength for both surface[99] and bulk[29] acoustic wave geometries. Due to the
fact that the speed sound in common piezoelectric materials is approximately 5 orders of
magnitude lower than the speed of light in vacuum, a sufficiently large radiation resistance
can be achieved in devices that are similarly 5 orders of magnitude smaller. This ability
to match the resistance of the input feed without the need for a potentially complex (and
lossy) matching network, in conjunction with the efficiency of the strain-based control of
magnetism, makes such systems extremely attractive for antenna applications.

Substantial work has been done on modeling the behavior of such multiferroic antennas.
The performance of such antennas has been rigorously modeled[119, 120] and has been found
to be many orders of magnitude superior to traditional electrically-resonant antennas of a
similar size. Recent experimental results[1] have also verified the accuracy of these models,
not only showing that such structures emit measurable radiation, but that the measured
radiation amplitude is many orders of magnitude greater than the radiation from a similarly
sized electrically-resonant antenna.

All work on such multiferroic antennas, however, sidesteps the issue of magnetic res-
onance. The BAW antennas that have been experimentally fabricated (and that are the
focus of modeling work) are all made to be mechanically resonant at the desired operation
frequency in order to have a sufficiently large radiation resistance and to efficiently couple
power into the antenna element. The energy transfer into the magnetic element, however, is
non-resonant. The magnetic films are never driven into a resonance - they are simply driven
into a forced oscillation at the mechanically resonant frequency, resulting in an inefficient
conversion of mechanical power into magnetic precession. By developing structures that are
both mechanically and magnetically resonant in overlapping conditions, it should be possible
to further enhance the coupling between the magnetic and mechanical degrees of freedom -
increasing radiation from the combined system.

5.4 Radiation from SAW devices

In order to model such a combined magneto-mechanical antenna system for realistic con-
ditions (ie. magnetic films undergoing spin-wave resonance), one can no longer assume the
film to behave as a single coherently oscillating dipole. Instead, the film must be broken
into a set of many interacting dipoles distributed throughout space in order to capture the
inhomogeneity of the system.

A simulation was performed to better understand radiation from such complex films -
focusing specifically on the effects of periodic phase variation as a function of spatial position
within the film. The film for all simulated cases has the following parameters: 100 dipoles
along the x-direction, 20 dipoles along the y-direction, a dipole spacing of 1 nm, a precession
frequency of 1 GHz, and a magnetization direction of 45 degrees from the x-axis, in-plane.

A slice of the radiated power taken in the z-plane 1 meter above the antenna can be
found in Figure 5.2(a). Figure 5.2(a) shows the same film, but this time with a spatial phase
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variation of λ=20 nm along the x-axis. There is a qualitative change in the appearance of
the radiation patterns in these two cases from a single-lobed to a double-lobed pattern. In
addition, it can be seen that the amplitude of the radiated power in the case with phase
variation drops by many orders of magnitude compared to the uniform excitation mode.
This drop in radiated power can be explained by the fact that two dipoles (viewed from the
far field), when out of phase by 180 degrees, effectively cancel. In contrast, two dipoles that
are entirely in phase will add.

This intuitive explanation can be regarded more rigorously by examining the full expres-
sion for far-field radiation for an oscillating magnetic dipole. First, consider the far-field
equations for the E and H fields of an oscillating magnetic dipole from above, reproduced
below:

Erad(R) = η0m0k
2(m̂× R̂)

e−j(kR+φ)

4πR
(5.19)

Hrad(R) = m0k
2R̂× (m̂× R̂)

e−j(kR+φ)

4πR
(5.20)

Where R is the vector represented by R = r − r0, where r0 is the dipole location,
η0 ≈ 377Ω is the impedance of free space, k is the free-space wavevector of the radiation, φ
is the initial phase of the dipole, m0 is the dipole strength, and m̂ is a unit vector in the
direction of the dipole.

These equations can be used to calculate the Poynting vector S = E ×H to obtain the
power density from a rotating dipole, as shown in Equation 5.21.

Prad(R) = η0m
2
0k

4 e
−2j(kR+φ)

16π2R2
(m̂× R̂)× R̂× (m̂× R̂) (5.21)

For the rest of this chapter, we will make the following substitutions for ease of compre-
hension:

A = η0m
2
0k

4 (5.22)

û(R) = (m̂× R̂)× R̂× (m̂× R̂) (5.23)

So that Equation 5.21 can be rewritten more simply as:

Prad(R) = A
e−2j(kR+φ)

16π2R2
û(R) (5.24)

The simulated film, then, can be described by a summation of such dipoles, assuming all
dipole amplitudes are identical:

Prad,total = A
∑

n
e−2j(kRn+φn)

16π2R2
n

û(R) (5.25)
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(a)

(b)

Figure 5.2: (a) Uniform-mode excitation of magnetic film. Cut taken along z-plane 1 meter
from film. Color scale is radiated power density in arbitrary units. (b) Radiation pattern
from spatially inhomogeneous magnetic film having a periodic phase shift with a period of
20 nm. Note both drastically reduced amplitude of radiation as well as qualitative shape
change of radiation pattern. Cut taken along z-plane 1 meter from film. Color scale is
radiated power density in arbitrary units. Unit scale is consistent across (a) and (b).
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This expression can be simplified by restricting ourselves to the case where the maximum
spacing between dipoles is much smaller than the radiation wavelength and we restrict our-
selves to examining the far-field case. This corresponds well to the actual case of interest, as
any proposed ADFMR antennas would be in the size range of 100 µm to 1 mm, and would
operate at frequencies around 1 GHz (corresponding to a free-space wavelength of ≈ 30 cm).
By doing so we can set û(R) ≈ û and Rn ≈ r both inside and outside of the exponential.

Prad,total = A
e−2jkr

16π2r2
û
∑

ne−2jφn (5.26)

It can be observed from the above equation the critical aspect to consider in maximizing
the radiation amplitude is the summation of the dipole phases. Any periodic phase variation
effectively eliminates all radiation from the device. This substantially restricts the usefulness
of SAW-generated ADFMR as a method of generating far-field radiation, at least in the case
of a continuous magnetic film.

In an effort to minimize this effect, which effectively reduces the film radiation power
to zero, the magnetic film was patterned in order to reduce the destructive interference
effect. Half of the film was removed such that only dipoles which had an initial phase of
−π/2 to π/2 degrees were kept, while those dipoles that added destructively to the radiated
signal were eliminated. This corresponds to physically cutting the film into equally sized and
spaced strips along the direction of the spatial variation. The radiated power from this film
can be seen in Figure 5.3, and, while the radiation pattern does not quite match the initial
uniform-mode case, it is much closer both in magnitude and shape than the unpatterned
case. Further work is underway to explore more complex patterns and their effects on the
radiation pattern of the magnetic film.
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Figure 5.3: Film with the same spatial phase variation as shown in Figure 5.2(b), but with
the film patterned such that only constructively interfering dipoles contribute to the final
radiation pattern. Note similarity to Figure 5.2(a) in both shape and amplitude. Cut taken
along z-plane 1 meter from film. Color scale is radiated power density in arbitrary units.
Unit scale is consistent with Figure 5.2.
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Chapter 6

Coupling acoustically driven
ferromagnetic resonance with
diamond nitrogen-vacancy centers

This chapter focuses on the work done in collaboration with researchers in the Hammel
group at The Ohio State University in Columbus, Ohio. This work was inspired by two
factors (1) the recent discovery of off-resonant coupling to nitrogen-vacancy (NV) centers in
diamond via a proximal resonating ferromagnet[115, 116, 74, 28, 106] (2) the highly efficient
coupling between SAWs and magnetic films that we have observed experimentally. The goal
of this work was to show a coupling between the ADFMR and NV systems in the hope
of using ADFMR as a driving (and potentially readout) mechanism for NV-center based
devices. The rest of this chapter shows the results of our proof-of-concept work showing
strong, off-resonant coupling in the NV centers when the ADFMR devices were undergoing
resonance, in both nickel and cobalt films. We surprisingly observe similar NV coupling in
both Ni and Co systems, despite the fact that the ADFMR absorption amplitude seen in Co
is much smaller.

6.1 Nitrogen vacancy centers in diamond

Nitrogen vacancy (NV) centers in diamond have gained attention for a number of promising
applications, especially for high sensitivity and high resolution magnetic sensing[85, 43].
They have also shown promise as temperature sensors[57], single photon sources[2], and
quantum computers[117]. Beyond these quantities, NV centers have also been proposed as
strain[67] and pressure[25] sensors. This wide range of applications is at heart due to their
ability to exist as a quantum defect at room temperatures, with observed dephasing times
as long as 2 ms[50]. The intrinsically narrow linewidth of the NV center makes it extremely
effective as a sensor of various external factors.

The widespread use and study of NV centers is in large part due to the ease of initialization
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Figure 6.1: Schematic of the energy levels in a nitrogen vacancy defect center in diamond.
Microwave photons at 2.87 GHz are capable of switching the defect spin state between ms

= 0 and ms = ± 1, with the frequency splitting between the magnetic states set by the
amplitude of an applie external magnetic field. Figure adapted from [88].

/ readout of such defect centers using optical techniques. Figure 6.1 shows an energy level
diagram of an NV center in a diamond lattice. An photon with an energy greater than
1.945 eV is capable of exciting an electron into the NV excited state. For the ms = 0 state,
relaxation is direct through the emission of a single photon. For the ms = ± 1 state, however,
there is a strong coupling to an intermediate state such that the relaxation process emits
two photons. Thus, by looking at the florescence intensity at ≈ 1.945 eV, it is possible to
differentiate the two spin states of this system.[88]

The optical preparation of an NV center is similarly straightforward. The application
of an off-resonance optical pulse (that is, one with a larger energy than that between the
excited and ground state) is able to set the spin state via optical spin polarization.[40, 26]
The simplicity of this combined initialization / readout scheme, along with the sensitivity of
the defect to a variety of different parameters, has made this system extremely attractive to
study.

One particularly fascinating development with regards to the study of nitrogen vacancy
centers in diamond has been the discovery of off-resonant coupling between NV centers and
a ferromagnet undergoing resonance.[115, 116, 74, 28, 106] This coupling between FMR and
NV centers opens the path for coupling these extremely sensitive and scientifically interesting
defects to our ADFMR system. By leveraging the strong coupling observed between these
systems, and the high efficiency of ADFMR excitation, we hope to be able to enable an
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on-chip, low-power method for efficiently controlling the NV center spin state electrically.
Such a coupling could also potentially be used for readout, thus serving as an all-electrical
means of manipulating and interrogating NV centers in diamond.

6.2 Experimental observation of coupling to diamond

nitrogen vacancy centers

As the development of device applications for diamond NV centers progresses, it becomes
increasingly important to enable the miniaturization and precise control of NV centers in
order to allow for the fabrication of systems within the size and power constraints required
for widespread adoption. We combine off-resonant coupling to nitrogen vacancy centers
via a proximal resonating ferromagnet with acoustically driven ferromagnetic resonance
(ADFMR). This combination allows for not only an increase in the fundamental under-
standing of both systems, but also enables the off-resonant drive of NV centers with zero
applied field in an on-chip environment.

Nitrogen vacancy centers have been successfully used to probe local magnetic fields with
nanoscale resolution[85, 43]. In this combined system, NV centers can serve as sub-micron
probes of the acoustic-ferromagnetic coupling that lies at the heart of ADFMR (which, as an
electrical transmission measurement, lacks local readout capability). We leverage this ability
to measure local power intensity in our ADFMR systems and observe a similar absorption
dependence as seen in previous work[58] and as predicted by existing theory[35, 112]. Such
a spatially-resolved measurement scheme may allow for a better understanding of currently
unexplained phenomena in ADFMR devices, such as the reduced absorption observed in
cobalt compared to nickel (despite the fact that existing formulas for power absorption in
these systems indicate that the opposite should be true[34, 111]).

Acoustically driven ferromagnetic resonance can also serve as a useful platform on which
to study off-resonant excitation of diamond NV centers. Previous work has shown a coupling
between the precessing magnetization of a ferromagnet in resonance and a proximal nitrogen
vacancy center[115, 116, 74, 28, 106]. It has been proposed that the optical excitation of the
NV centers is caused by spin waves that decay from the uniform FMR mode[74]. Due to
the nature of the strain-based excitation mechanism, the spin waves generated in ADFMR
match the wave vector of the traveling surface acoustic waves (SAWs), allowing for precise
and tunable control of the wave vector in these systems[35]. This control allows for the
generation of precise spin wave vectors that can be used to study the nature of the NV-FMR
coupling.

We have used the sensitivity of nitrogen vacancy centers in diamond to dynamic magne-
tization changes in order to detect acoustically driven ferromagnetic resonance. We have ob-
served comparable NV florescence signals from both cobalt and nickel films, despite the large
variations observed in the SAW absorption amplitudes. The optical signal was measured at
different spatial locations at a variety of excitation frequencies, and the values obtained from
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(b)

(a)

45°

Figure 6.2: (a) Schematic diagram of experimental sample and optical excitation / detection
scheme. Inset photograph of measured device shows interdigitated transducers (IDTs) and
the magnetoelastic film. Dark spots on pad and substrate are clusters of nanodiamonds.
The magnetic field was applied at 45◦ in-plane from the SAW propagation direction for all
measurements. (b) Diagram of energy flow in the system, showing transduction methods
between the different components of the sample.
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Figure 6.3: Photolumiescence image of nanodiamond dots deposited on an ADFMR device.
The dark rectangle on the left side of the image is the nickel pad shown in the center of
the inset in Figure 6.2 above. The bright spots are clusters of nanodiamonds containing NV
centers.

these measurements are in agreement with previous ADFMR absorption studies[].
A schematic diagram of the ADFMR sample with deposited nanodiamonds can be found

in Figure 6.2(a). Acoustically driven ferromagnetic resonance operates on the principle that
a time-varying strain wave can alter the magnetocrystalline anisotropy of a magnetoelastic
ferromagnet to generate an effective magnetic field internal to the magnet. This effective
field is capable of driving the system into FMR. The effect is quantified by measuring the
attenuation of the traveling acoustic wave. A more detailed explanation of this phenomenon
can be found in existing literature[58, 112, 35, 27].

Commercial nanodiamonds containing NV centers (Adámas Nanotechnologies) were de-
posited on an ADFMR device using a micropipette. Nanodiamonds were deposited in a
variety of locations on the sample in order to determine the spatial dependence of the off-
resonant coupling in the ADFMR-NV system. A photoluminescence image of the nanodi-
amonds on the ADFMR sample can be seen in Figure 6.3. A confocal microscopy setup
was utilized to excite the NV centers and read out the photoluminescence (PL) intensity.
All measurements in this work were performed with the external bias field oriented at 45◦

in-plane from the SAW propagation direction.
Figure 6.2(b) shows the various steps of energy transduction with the ADFMR-NV sys-

tem. An incident microwave voltage is first applied to the IDT electrodes where it is con-
verted into a surface acoustic wave via the piezoelectric effect. This time-varying strain is
then converted into a magnetization perturbation by the Villari effect, driving the magne-
toelastic film into ferromagnetic resonance[111]. This oscillating magnetization then couples
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Figure 6.4: Microwave power absorption and NV PL change as a function of magnetic field
in nickel and cobalt samples. The drive frequency for the ADFMR devices was set to the
first, third, and fifth harmonics of the IDTs for these measurements. A clear correlation
between power absorption and NV PL change can be observed. This figure was adapted
from the work of Nicole Guo[37].

into the nitrogen-vacancy defect centers in the deposited nanodiamonds, altering their pho-
toluminescence intensity. Finally, this change in photoluminescence intensity is measured to
quantify the effect.

Measurements of the power absorption by the ferromagnetic film and the nitrogen va-
cancy center PL change (with respect to the photoluminescence intensity with the microwave
excitation switched off) can be found in Figure 6.4. These measurements were carried out
for both nickel and cobalt films, and were performed at the 1st, 3rd, and 5th harmonics of
the IDTs. A strong correlation between the power absorption and NV PL change can be
observed, with the NV center PL change peaking when the RF power absorption by the RF
element is highest. While the absorption is lower for the cobalt films when compared to
nickel, the change in NV PL is higher. This unexpected result emphasizes the usefulness of
the study of this coupled system in understanding the underlying physics behind ADFMR.
In addition, a strong photoluminescence intensity change at zero applied field can be seen
in both cobalt and nickel at all tested frequencies. This observation reinforces the effective-
ness of using ADFMR as a driving mechanism for NV device applications, as it allows for
broadband coupling into the NV center without the need for an external field source.
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Figure 6.5: Change in NV center photoluminescence normalized to the DC level for nanodi-
amonds both on and off the ferromagnetic pad. NV centers located off the ferromagnetic
pad (red) and NV centers on the pad with a high (35.8 mT) applied bias field (green) show
no change in PL. Only NV centers on the pad with 0 applied bias field (blue) show a notable
photoluminescence change. The peaks in the NV center signal align with the first, third and
fifth harmonics of the IDTs. All measured NV PL change outside of the shown frequency
range is below 0.03%. Left inset shows a schematic of the color / position of the NV centers,
while the right inset shows the field-dependence of the ADFMR absorption.

In order to verify that the observed PL change is due to off-resonant coupling with the
ferromagnetic film, the photoluminescence is measured as a function of excitation frequency
and location. Figure 6.5 shows the change in NV center PL as a function of excitation
frequency for three sets of conditions: NV centers on the ferromagnetic pad at 0 bias field
(blue), on the ferromagnetic pad at 35.8mT bias field (green), and off the ferromagnetic
pad at 0 bias field (red). As can be seen, a change in the NV enter photoluminescence is
only observed at the resonant frequencies of the IDT (287, 861, and 1429 MHz), on the
ferromagnetic pad, and with 0 applied bias field (as seen in Figure 6.4 and in the inset,
ADFMR absorption and NV PL change both approach 0 at high applied fields). This
measurement serves to verify that the observed excitation of the nitrogen vacancy centers
in indeed due to off-resonant coupling via the ferromagnetic film and not due to spurious
electromagnetic signals from the IDTs.

We are able to measure this power absorption in a spatially resolved manner via the NV
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Figure 6.6: NV PL change as a function of spatial position in a 20 nm nickel sample. The
drive frequency for the ADFMR devices was set to the 1st, 3rd, and 5th harmonics of the
IDTs for these measurements. The dependence of the signal amplitude on frequency and
position is corroborated by previous absorption measurements on ADFMR devices.

center photoluminesence. Figure 6.6 shows NV PL change as a function of spatial position
along the nickel element at zero applied magnetic field. All distance values are measured
from the pad edge closest to the excitation IDT (see inset). The plotted data is an average
of three spots that are the same distance from the edge of the nickel pad in an effor to help
reduce the effect of inhomogeneity between the different nanodiamond spots. These direct
spatial measurements performed via coupling to NV centers are corroborated by previous
ADFMR studies that show the same position[58] and frequency[58, 112, 35, 27] dependence.

This work has demonstrated the off-resonant coupling between acoustically driven fer-
romagnetic resonance and nitrogen vacancy centers in diamond. We observe this coupling
at variety of excitation frequencies at zero applied field in both cobalt and nickel samples.
NV centers are used to obtain spatially-resolved optical readout of the local properties of
ADFMR devices, which can be leveraged to better understand the conversion of the time-
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varying strain into ferromagnetic precession. The use of an acoustic driving field, on the
other hand, allows for the excitation of specific spin wave vectors in ferromagnetic films[35],
allowing for a more precise determination of the effect of wave vector on off-resonant cou-
pling between diamond NV centers and ferromagnets undergoing resonance. Further study
of this combined system will allow for a deeper understanding of both underlying elements,
enabling the miniaturization of NV-center based systems for applications in sensing and
quantum computation.
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Chapter 7

Extraction of film damping and
magnetoelastic coupling coefficient

Analysis of the experimentally collected data from Chapter 3 allows for the extraction of a
number of device-relevant parameters. Section 7.1 describes how relevant material properties
(saturation magnetization, effective magnetization, and in-plane anisotropy) were extracted
for the films used in ADFMR experiments. These quantities were critical for accurately
fitting the data using the formalism developed by Gowtham et. al. [35] A discussion of
this fitting and the extraction of the film damping parameter can be found in Section 7.2.
In conjunction with the damping parameter, a careful characterization of input power and
film properties allowed us to extract a quantitative value for the magnetoelastic coupling
coefficient in these films as discussed in Section 7.3.

7.1 Measurement of magnetic properties

In order to perform the coefficient extractions shown later in this chapter, it was necessary to
carefully measure several material properties for the nickel films used. These properties were
measured at each sample thickness, and the parameter extraction samples were deposited at
the same time as the ADFMR samples in order to ensure that the film properties were as
similar as possible. All parameter extraction samples were also deposited on the same Y-cut
lithium niobate substrates as the ADFMR devices in order to further ensure similarity.

Multiple techniques were needed in order to extract the parameters required to use the
coefficient extraction techniques described below. In-plane vibrating sample magnetometer
(VSM) scans were performed in order to obtain the saturation magnetization of the nickel
films (as the films have an easy plane in-plane). Out-of-plane VSM scans were then per-
formed in order to extract the effective magnetization of the films. Finally, Anisotropic
Magnetoresistance (AMR) scans were performed on resistor structures integrated into the
ADFMR devices in order to extract the in-plane anisotropy energy and thus determine the
effective in-plane anisotropy field.
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Figure 7.1: In-plane VSM scan plotted as an M-H curve for a 40 nm thick Ni film on lithium
niobate with a 5 nm gold capping layer with sample magnetization in emu/cc on the y-axis
and applied magnetic field in Oerstead on the x-axis. The saturating value seen at high
positive and negative fields (above ≈ 25 Oe) is the saturation magnetization of the film -
approximately 400 emu / cc for this sample.

Saturation magnetization

Saturation magnetization of the nickel films used in these experiments was performed by
measuring M-H (magnetization vs. field) curves in an in-plane configuration by using a
VSM. Ms was extracted in-plane as nickel films in this thickness range naturally assume an
in-plane easy plane. A plot of an exemplary M-H curve for a 40 nm thick nickel film can be
found in Fig. 7.1. The saturation value of the magnetization at high field is taken to be the
saturation magnetization of the film.

Effective magnetization

Effective magnetization of the nickel films is a measure of the anisotropy energy forcing the
film in-plane. The equation relating effective magnetization and perpendicular anisotropy
energy can be found in Eq. 7.1. The effective magnetization can be extracted from an out-
of-plane M-H curve from a VSM scan by measuring the location of the inflection point as
the sample magnetization approaches saturation. An exemplary out-of-plane M-H curve for
a 40 nm nickel sample can be found in Figure 7.2.

Meff = 4πMs −
2K⊥
Ms

(7.1)
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Figure 7.2: Out-of-plane VSM scan plotted as an M-H curve for a 40 nm thick Ni film on
lithium niobate with a 5 nm gold capping layer with sample magnetization in emu/cc on the
y-axis and applied magnetic field in Oerstead on the x-axis. The effective magnetization is
extracted by measuring the field required to saturate the magnet out of plane as indicated
by the inflection point as the sample nears saturation. The extracted value 4πMeff ≈ 6 kOe
for this sample.

In-plane magnetic anisotropy

The in-plane magnetic anisotropy of the nickel films used in these studies was characterized
by performing anisotropic magnetoresistance measurements on resistor structures designed
into the mask layer used to define the magnetic regions on the sample. An optical micrograph
showing a wirebonded AMR structure on a sample device can be found in Figure 7.3. While
any method of measuring the field-dependence of magnetization as a function of in-plane bias
field angle (such as VSM measurements) could be used to extract the in-plane anisotropy,
AMR was chosen due to its ease of implementation in the available measurement setup.
The VSM facilities available for these measurements did not have a programmable rotation
stage, while the setup built for ADFMR did, thus motivating the use of a transport-based
measurement method such as AMR.

A sample plot of the data obtained from an AMR scan at 90 degrees from the SAW
propagation direction in a 40 nm nickel film can be found in Figure 7.4. The resistance of
this structure varied as a function of film thickness, but remained between 30 and 150 Ohms
for all device configurations. As can be seen in the plot, an AMR ratio of ≈ 0.3 % can be
observed. This relatively low AMR ratio is attributed to the use of a 5 nm gold capping
layer, which effectively shunts much of the current out of the nickel film and thus reduces
the strength of the signal.

Once the AMR data was taken, the direction of maximum resistance change was deter-
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Figure 7.3: Picture of an exemplary device taken using optical microscopy. The AMR
structure in the center of the sample has dimensions 0.1 x 1 mm, and the two IDTs have a
center-to-center spacing of 3.5 mm. The AMR structure was wirebonded to the custom-built
PCB sample holder to allow for measurements of AMR as a function of applied magnetic
field and field angle.
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Figure 7.4: Plot of data taken from a typical AMR scan at a single angular point. Measured
device resistance is on the y-axis, and applied magnetic field is on the x-axis. The change in
resistance as a function of field is indicative of the magnetization of the sample.

mined. This angle was taken to indicate the orientation of the in-plane anisotropy. As the
resistance in these AMR scans can be taken as an analogue of magnetization, the resistance
vs. applied field curve shown in Figure 7.4 was converted into a normalized magnetization
vs. applied field curve as seen in Figure 7.5.

In order to obtain the anisotropy energy from these magnetization vs. field plots, the
region between the x-axis and the curve was integrated as shown by the green area in Figure
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Figure 7.5: Plot of magnetization vs field extracted from the AMR scan shown in Fig. 7.4.
The y-axis shows normalized magnetization along the direction of the applied field, with 0
indicating no magnetization component in that direction and 1 indicating that the magnet
is saturated in that direction. The in-plane anisotropy energy of the film along the measured
direction can be extracted by integrating the green shaded area.

Table 7.1: Film parameters used for extraction of film damping and magnetoelastic coupling
coefficient

Hk (Oe) Ms (emu/cc) Meff (emu/cc)

10 nm 29.30 302.2 363.5
20 nm 19.58 340.9 437.9
30 nm 19.81 373.9 432.2
40 nm 33.58 405.7 465.4
50 nm 23.11 408.7 461.2

7.5. This value (given that the x-axis were in actual units of magnetization as opposed to
being normalized) is the uniaxial anisotropy energy of the film Ku. In order to convert this
energy into the anisotropy field value necessary to perform the calculations, it is divided by
the sample magnetization and then multiplied by a factor of two.

A compilation of the extracted film parameters for each tested thickness can be found
in Table 7.1 below. The only value not extracted directly is the exchange stiffness constant,
Aex, which was taken from literature.[72]
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Figure 7.6: (a) Angular rotation scan collected on a 20 nm nickel film at 2565 MHz. The color
bar indicates the power absorption in dB/mm. The x-component of the applied magnetic
field is taken to be parallel to the direction of SAW propagation, and the y-component is
in-plane and perpendicular to the direction of SAW propagation. (b) Line cut along the
angle of highest absorption ( 35◦) showing very good agreement between experimental data
(black solid) and the analytical fit (red dashed).

7.2 Fitting of of damping coefficient

Scans of angular and field dependence were performed at a variety of frequencies over film
thicknesses ranging from 10 nm to 50 nm. An example of such a scan can be found in
Fig. 7.6(a). The four-fold symmetry that is a hallmark of the magnetoelastic drive is
clearly visible. The extremely large magnetically-tunable absorption in these systems at
relatively low frequencies (> 70 dB/mm in a 50 nm thick Ni film at 2565 MHz) also dis-
tinguishes acoustically-driven ferromagnetic resonance from other ferromagnetic resonance
measurement techniques where the absorption in these frequency ranges is several orders of
magnitude lower.

The experimental data was fit using the formalism devised by Gowtham et. al [35] with
the film damping Γ as a free parameter. Γ was extracted using a normalized absorption
curve in order to remove any amplitude-related considerations from the fit, as the damping
should be predominantly reflected by the shape of the curve as opposed to its amplitude.
A comparison of the experimental data and the fit can be found in Fig. 7.6(b), showing
extremely close agreement. The relevant equations for the fitting can be found below in
Equations 7.2, 7.3, 7.4, and 7.5.

Pabs =
ωp

2Ms

Im {χxx} (2Beffεxx)
2 cos(φ0)

2 sin(φ0)
2 (7.2)
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Im {χxx} =

ωp
γ

Γ
(
q||,m0

)(
Υ2 +

(
ωp
γ

)2
)

((
ωres
γ

)2

+

(
ωp
γ

)2
)2

+

(
ωpΓ

(
q||,m0

)
(Ψ + Υ)

γ

)2 (7.3)

Ψ = Hk cos(2φ0) +Happ sin(φ0 + υH) +
2Aex
Ms

|q|||2 + 2πMs|q|||d cos(2φ0)
2 (7.4)

Υ = Hk cos(φ0)
2 +Happ sin(φ0 + υH) +

2Aex
Ms

|q|||2 +

(
4πMs −

2K⊥
Ms

)
− 4πMs

(
|q|||d

2

)
(7.5)

Where ωp is the IDT excitation frequency, Beff is the magnetoelastic coupling coefficient,
εxx is the strain along the SAW propagation direction, Ms is the saturation magnetization of
the film, φ0 is the magnetization angle with respect to the axis in plane and perpendicular to
the SAW propagation direction, γ is the gyromagnetic ratio, Γ is the film damping (a function
of the SAW wave vector q|| and the sample magnetization m0), ωres is the FMR frequency
of the film, Hk is the effective in-plane anisotropy field, Happ is the applied magnetic field,
υH is the applied field angle, Aex is the exchange stiffness constant of the film, d is the film

thickness, and Meff = 4πMs −
2K⊥
Ms

.

The extracted values for damping in these films can be seen in Fig 7.7. These values are
substantially larger than literature values for nickel damping in films of these thicknesses.
[109] This increased damping agrees well with previous work on acoustically driven ferromag-
netic resonance.[27, 35] This damping enhancement has been attributed to the inhomogeneity
of the induced RF tickle field [27], and simulation has shown that this damping can be ac-
counted for by introducing a spatially-varying spin pumping term.[62] A general trend of
increasing damping with film thickness above ≈ 20 nm is observed in the data. We attribute
this enhanced damping to the development of inhomogenieties and shear components within
the magnet strain profile as the thickness is increased.

7.3 Extraction of magnetoelastic coupling coefficient

Derivation of relevant equations

Energy in magnetic fields

In order to calculate the magnetoelastic coefficient of the films used in the ADFMR experi-
ments, it is first necessary to calculate the power of a magnetic field. To do this, we examine
work done when charging an inductor.

dW

dt
= −εI (7.6)



CHAPTER 7. EXTRACTION OF FILM DAMPING AND MAGNETOELASTIC
COUPLING COEFFICIENT 72

0.15

0.14

0.13

0.12

0.11

0.10

0.09

D
a

m
p

in
g

 C
o

e
ff

ic
ie

n
t 

 Γ

5040302010

Film Thickness (nm)

1430 MHz

2000 MHz

2565 MHz

Figure 7.7: Extracted damping coefficient Γ as a function of film thickness for devices excited
at 1430 (green solid), 2000 (blue dashed), and 2565 (black solid) MHz. A general trend of
increased damping with increased film thickness can be observed. Substantially enhanced
damping is observed at all frequencies, as has been noted in similar work. [27, 35]

Where W is work, I is current through the inductor, and ε is the work done on a unit
charge due to back emf. As we know that in an inductor:

ε = L
dI

dt
(7.7)

Where L is inductance, we can rewrite the above equation as:

dW

dt
= LI

dI

dt
(7.8)

Integrating from I=0 to I0, we obtain:

W =
1

2
LI20 (7.9)

As we know magnetic flux through a loop (Φ) can be written as LI, we can use the fact
that this flux can be written in the form of a surface integral of B (the magnetic field):

Φ =

∫∫
S

B · dA (7.10)

Combined with the fact that B = ∇×A (where A is the magnetic vector potential), and
Stokes theorem, we can then write:
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W =
1

2
I

∮
c

A · dl =
1

2

∮
c

(A · I)dl =

∫∫∫
V

A · Jdv (7.11)

Where the rightmost expression allows us to generalize this work to the case of volume
currents, and J is current density. To simplify notation going forward, the remainder of this
derivation will be put in terms of the per unit volume quantity (the expression within the
integral).

∂VW =
1

2
A · J (7.12)

We then apply Ampere’s law (assuming
∂D

∂t
= 0) and the identity A · (∇ × H) =

∇ · (H × A) +H · (∇× A) to get:

∂VW =
1

2
[∇ · (H × A) +H · (∇× A)] (7.13)

Assuming a localized field, the first term in this expression is 0, and the second term is
simply H ·B (as ∇× A = B) so:

∂VW =
1

2
H ·B (7.14)

To get power per unit volume (the power density, or Pd), we simply take the time deriva-
tive of this expression:

∂(∂VW )

∂t
= Pd =

1

2

∂

∂t
H ·B =

1

2

(
∂H

∂t
·B +H · ∂B

∂t

)
(7.15)

Assuming the material is linear, such that B = µ0χH (where µ0χ is a complex perme-
ability tensor):

Pd = H · ∂B
∂t

(7.16)

Magnetic power absorption

Using 7.16 from the previous section, we can then derive the magnetic power absorption.
Assuming a plane wave ansatz for H and B (H = H0e

jωt), Pd can be rewritten simply as:

Pd = H · ∂B
∂t

= H · jωB (7.17)

Since we are interested in the time-averaged case, we can take the time average and apply
the time average theorem to obtain:

〈Pd〉 = 〈H · jωB〉 =
1

2
Re {H∗0jωB0} (7.18)
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Rewriting B0 = µ0χH0, and pulling the real scalar ω outside the braces:

〈Pd〉 =
1

2
Re {H∗0jωµ0χH0} =

ω

2
Re {H∗0jµ0χH0} (7.19)

Then we can use Re{jA} = −Im{A}, and integrate over the volume to get the total
absorbed power:

〈Pabs〉 = −ωµ0

2

∫∫∫
V

Im {H∗0χH0} dV (7.20)

For the applied magnetic field H0 in Eq. 7.20 we insert the calculated magnetoelastic
drive field calculated in section 2.2. For clarity, the equations for magnetoelastic driving
field as a function of film strain (Eq. 2.9 and 2.10) have been reproduced below.

µ0H
d
eff,1 = −∂G

d

∂m1

|m0 =

2b1 cos(θ0) sin(θ0)[cos(φ0)
2εxx + sin(φ0)

2εyy − εzz]
+2b2[cos(θ0)

2(cos(φ0)εxz + sin(φ0)εyz)

− sin(θ0)
2(cos(φ0)εxz + sin(φ0)εyz)

+ cos(θ0) sin(θ0) sin(2φ0)εxy]

(7.21)

µ0H
d
eff,2 = −∂G

d

∂m2

|m0 =

2b1 cos(φ0) sin(φ0) sin(θ0)[εyy − εxx]
+2b2[cos(θ0)(cos(φ0)εyz − sin(φ0)εxz)

+ sin(θ0) cos(2φ0)εxy]

(7.22)

For our case, these equations can be further simplified by applying the following: (1)
we restrict our case to in-plane sweeps of the magnetization, so θ0 = π

2
(2) our magnetic

films are polycrystalline, so b1 = b2 = Beff and (3) due to our use of Y-cut, Z-propagating
LiNbO3, we assume the propagating SAWs are Rayleigh waves, and thus have a dominant
εxx component, allowing us to set all other strains components to 0. This allows us to rewrite
Heff as:

µ0H
d
eff =

(
0

−2Beff cos(φ0) sin(φ0)εxx

)
(7.23)

Surface train due to surface acoustic waves

Next we calculate the strain in the LiNbO3. Perpendicular displacement in the substrate
can be written as[84]:
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PSAW
W

= Mωu2z (7.24)

Where PSAW is the SAW power, W is the width of the beam, M is a calculated material
constant, ω is 2π times the SAW frequency and uz is the perpendicular component of the
displacement. For Y-cut, Z-propagating lithium niobate, ux ≈ 2

3
uz.[94] Assuming a plane-

wave ansatz for ux (ux ∝ eikx), and since εxx = ∂ux
∂x

, we can write:

|εxx| = k|ux| =
2

3
k

√
PSAW
WMω

(7.25)

Coefficient extraction from measured data

Finally, we can combine equations 7.20, 7.23, and 7.25 to obtain an equation for the magne-
toelastic coefficient (Beff ) of our thin film. First, we can simplify equation 7.20 by noting
that Heff only has one non-zero term, and by assuming that the strain (εxx) is uniform along
the y and z directions (those perpendicular to the SAW propagation direction), since the
film is very thin compared to the SAW wavelength and since we are using an IDT structure
that creates a constant strain profile along its width. Since we know that power is absorbed
along the x (SAW propagation) direction from the results in Section 3.3, we must integrate
the driving field along this direction. This lets us write:

Pabs =
µ0ω

2
Im {χ22}A

∫ L

0

|Hd
eff (x)|2dx (7.26)

Here A is the film cross-sectional area and L is its length along the x (SAW propagation)
direction. We can then plug equation 7.23 into equation 7.26 and pull the constant terms
out of the integral to get:

Pabs = 2B2
effµ0ω cos(φ0)

2 sin(φ0)
2Im {χ22}A

∫ L

0

|εxx(x)|2dx (7.27)

We then plug equation 7.25 into 7.27 to obtain:

Pabs =
8µ0k

2B2
eff cos(φ0)

2 sin(φ0)
2

9WM
Im {χ22}A

∫ L

0

PSAW (x)dx (7.28)

Since we know that the power absorption in these films is an exponential function of film
length, we can rewrite the above integral as:

Pabs =
8µ0k

2B2
eff cos(φ0)

2 sin(φ0)
2

9WM
Im {χ22}PSAW,0A

∫ L

0

e
−x
l0 dx (7.29)

Where PSAW,0 is the SAW power at the edge of the magnetic film nearest the input
IDT, and l0 is the characteristic decay length for the relevant film (which depends on film
composition, film thickness, excitation frequency, etc. and is an experimentally determined
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Figure 7.8: Extracted magnetoelastic coupling coefficient values showing negligible field
dependence and extremely tight grouping around 1.81 MJ/m3. The thick red line indicates
the standard literature value of 6.2 MJ/m3, which is approximately a factor of three larger
than the experimentally extracted value.

quantity) over which the power decays by a factor of 1/e. Since Pabs / PSAW = 1 − |S21|2,
we can solve this equation for Beff :

Beff =
3

2k cos(φ0) sin(φ0)

√
(1− |S21|2)MW

2Al0µ0(1− e−L/l0)Im {χ22}
(7.30)

Calculating magnetoelastic coefficient from experimental data

The equation from the end of the previous section was then used to extract the magnetoelastic
coefficient from experimental data. Once the absorption profiles were collected, the damping
coefficient was fit by using the equations from Gowtham et. al[35] as described in Section
7.2. A line cut was taken then at the angle of highest absorption (as depicted in Figure
3.6). Equation 7.30 was then evaluated at each point along that line cut. A plot of the
calculated magnetoelastic coefficient for an assortment of films measured across the entire
available frequency range can be seen in Figure 7.8. As can be seen, the extracted values are
constant across applied magnetic field as expected.
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Table 7.2: Extracted Ni Magnetoelastic coefficients (MJ/m3)

1430 MHz 2000 MHz 2565 MHz

10 nm 1.88 1.78 1.83
20 nm 2.05 2.04 1.75
30 nm 1.94 1.78 1.64
40 nm 1.98 1.80 1.46
50 nm 1.89 1.81 1.46

A compilation of the values determined from the fitting can be found in Table 7.2. The
extracted values for magnetoelastic coupling coefficient were extremely well grouped, with the
standard deviation of the values being only 0.17 MJ/m3. The average value extracted from
this data is ≈ 1.81 MJ/m3, which is roughly a factor of 3 lower than the value observed for
nickel’s magnetoelastic coupling coefficient (≈ 6.2MJ/m3).[21, 97] Further studies will have
to focus on various combinations of piezoelectric/ferromagnet heterostructure to understand
the underlying physics of reduced coupling coefficient.
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Chapter 8

Summary and outlook

In this work, we have investigated the phenomenon of acoustically driven ferromagnetic
resonance and have considered a number of potential device applications for the technology.
Here we conclude with a brief summary of the major results and give an outlook for future
work in the field. With a continuation of this research, it should be possible to not only
further understand the ADFMR effect itself, but to also leverage it as a tool for gaining
insight into other fields and systems.

Summary of this thesis

Chapter two of this thesis was largely a summary of the existing techniques and knowl-
edge that combine to make our investigations into ADFMR possible. In this chapter, we
first consider the generic phenomenon of ferromagnetic resonance - its characteristics, its
usefulness, and its driving physics. We then discuss how a time-varying strain in a mag-
netoelastic ferromagnet is capable of generating an RF ’tickle’ field, as is required to drive
FMR. This magneto-acoustic coupling is at the heart of ADFMR, and is responsible for the
majority of its unique characteristics. The third section of this chapter then integrates this
thus-far theoretical concept with industry-standard surface acoustic wave devices. A number
of well-known optimization techniques for designing (impedance-matching) and measuring
(time-gating) such devices are then discussed, with the goal of enabling the reader to easily
design and test efficient ADFMR devices as easily as possible.

The next chapter of this thesis discusses our work in characterizing the behavior of the
field-dependent power absorption when a number of different device parameters are changed.
Chapter 3 details of the sample fabrication (including IDT design parameters) are laid out.
Next, the measurement system is described in detail in order to ease the design of a similar
system in the future. In addition, a description is included of how the field-independent
insertion loss of our IDTs (which run at high harmonics and thus have a high insertion loss)
is removed. A brief summary of the general shape and properties of ADFMR absorption
patterns follows. The remainder of the chapter focuses on experimental results when different
device variables are modified. First, it was determined that over a large range of input powers
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(> 65 dB) the device performance was verified to remain linear. Further work then showed
an exponential dependence (linear in dB) of absorption on magnetic element length in the
direction of the SAW propagation. The dependence of absorption on thickness, however,
was found to show a saturating behavior outside of the ultrathin (< 20 nm) regime. This
examination provides us with a number of now well-understood design variables that can
be modified to tailor the device absorption properties to better suit a variety of device
applications.

Magnetic sensing as a potential device application for ADFMR is explored in detail in
Chapter 4. First a summary of current state of the art magnetometers is presented, and the
ADFMR magnetometer is shown to be competitive, if not strictly superior, to competing
state-of-the-art devices. The sensitivity of the proposed magnetometer is then discussed, and
found to be at least 1000 times better than the current best solid-state sensor, the magnetic
tunnel junction. Next, a fabrication process flow is outlined for a combined magnetometer /
gradiometer based on this technology. Finally, the noise factors in this system are examined
and found to be in the range of the best available commercial sensors.

The next chapter in this thesis discusses the potential for using ADFMR for antenna
applications. Chapter 5 begins with an examination of the difficulties with conventional
electrically small antennas (that is, those whose size is substantially smaller than the free
space wavelength of the radiated electromagnetic waves) , and then explores the potential
to use multiferroic antennas to overcome these complications. Such antennas leverage the
efficiency of the magnetoelastic driving field in order to rotate magnetic dipoles and gen-
erate far-field radiation. We then consider complications induced by the small-wavelength
variations in the phase of the magnetoelastic driving field and how they impact far field
radiation. It is shown that patterning of the magnetic film in ADFMR devices is necessary
(and effective) to obtain meaningful radiation from such a system.

Chapter 6 examines a final potential application for this technology in its ability to
couple to nitrogen vacancy centers in diamond. Such coupling could enable devices as varied
as room temperature quantum computers and integrated atomic clocks. A brief overview
of nitrogen vacancy centers and off-resonant coupling to such defect centers via proximal
resonating ferromagnet is is presented. We then show experimental results wherein we are
able to observe strong coupling between diamond NV centers and ADFMR devices using both
nickel and cobalt films. Surprisingly, we observe a similar magnitude of NV coupling between
both nickel and cobalt systems, despite the fact that they show extremely different acoustic
absorption profiles. This result reinforces the need for continued study of the combined
system, as it holds the potential to enhance our understanding of both ADFMR and off-
resonant NV center coupling. We demonstrate a zero-field, on-chip method to couple an
AC input voltage with the NV center spin state - paving the way for meaningful device
applications relying on this technology.

The final content chapter of this thesis discusses the various characterization methods
used to determine the magnetic properties of the films used in the ADFMR devices. It covers
the use of techniques such as vibrating sample magnetometry and anisotropic magnetoresis-
tance to extract saturation magnetization, in-plane anisotropy, and effective magnetization
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parameters. Chapter 7 also includes a description of the formalism used to extract the damp-
ing and magnetoelastic coefficients. We find that the extracted magnetoelastic coefficient
for the Ni films used in this work is independent of film thickness and excitation frequency
as expected. Film damping, however, is seen to increase once films exceed a thickness of ≈
20 nm, corresponding to the onset of absorption saturation as discussed in Chapter 3. We
are able to use existing models for ADFMR to model this absorption saturation when the
damping enhancement is taken into account.

Outlook for future work

While the phenomenon of acoustically driven ferromagnetic resonance has seen substantial
investigation in recent years, a number of fundamental properties remain unexplained. All
experimental work on this topic, on a variety of materials systems, has seen substantial
damping enhancement. A number of potential mechanisms have been proposed for the
origin of this increase in damping, but as of yet, none have been experimentally verified.
The observed damping is approximately an order of magnitude larger than that seen in
the intrinsic magnetic films, limiting the usefulness of this technique as a technique for
the generation of magnetic excitations. It is critical to determine whether this property
is intrinsically tied to the magnetoelastic drive, or if it can be controlled by modifying
the composition or shape of the magnetic film. If this linewidth broadening proves to be
unresolvable, it would severely limit the potential device applications of this system.

Another fundamental question that remains to be answered with regards to acoustically
driven FMR is an understanding of how the absorption magnitude scales with different
materials systems. Measurements of cobalt and nickel films, for example, show that cobalt
actually absorbs less SAW power than nickel, despite the fact that current theory predicts
the opposite. Interestingly, despite the large difference in absorption magnitude, both films
couple to diamond NV centers in a comparable way, showing that perhaps there is more
going on than a simple relation between magnetization oscillation and absorbed power. A
systematic study of a variety of materials with varying Ms and Beff values would allow for a
more thorough investigation of the dependence of absorption on these parameters, and could
lead to the develop of a more accurate expression for power absorption and magnetization
change in these films.

In our work on developing ADFMR as a potential far-field antenna mechanism, we quickly
discovered that the periodic phase variation (with a period on the order of µm) inherent to
the SAW drive would basically eliminate any far-field radiation from the device. This issue
could be solved by using a patterning mechanism such as the one illustrated in Figure 8.1,
but this turns out to not be a simple experiment to perform. For this patterning technique
to work, the magnetic film must be deposited into a spatially periodic array with a period
equal to the wavelength of the SAW. This is more difficult than it may seem at first glance
due to the fact that SAWs are strongly reflected by any periodic conductive structure on the
surface of the substrate. Thus, in order to develop an effective patterned system, a magnetic
oxide must be used as the active magnetoelastic layer. Such systems are extremely sensitive
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Figure 8.1: A comparison of phase as a function of locations for the ideal case for radiation
(entirely coherent) and the experimental case (period phase difference). The experimental
case could potentially be made to radiate similarly to the ideal case if patterning were
performed to only create rotating magnetic dipoles at certain spatial positions (so that they
could all be made to be in phase).

to crystallinity, and thus deposition of a high-quality magnetic oxide on our lithium niobate
substrate is not a trivial task. Alternatively, if a conductive magnetoelastic film could be
periodically doped or otherwise modified to reduce the magnetostriction / magnetization in
certain areas without substantially altering the conductivity, this could also be an avenue to
achieving the required patterning. If such a system could be fabricated, however, it would be
extremely interesting to investigate the effects of such magnetic periodicity on the far-field
electromagnetic radiation of the SAW-driven ADFMR system.

Our collaborative work with coupling ADFMR to diamond NV centers has also exposed
an opportunity for substantial future work on the subject. We have observed clear coupling
between both nickel and cobalt magnets driven by ADFMR and NV centers at power levels
several orders of magnitude below those used in traditional NV experiments. This has
already exposed a surprising difference in the ratio of observed power absorption to NV
modulation in nickel and cobalt, and the potential to use NV centers as local field sensors
would allow for the quantification of the true efficiency of the ADFMR process in exciting
magnetization precession. In addition, the ability of ADFMR to generate spin waves with a
wavevector locked to that of the acoustic wave provides an avenue to more precisely probe
the nature of the off-resonant coupling between spin waves and NV centers in diamond. This
combined system has not only the potential to be useful in quantum computing applications,
but is actually capable of exposing some fascinating fundamental physics due to the unique
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strengths and capabilities of each of the underlying components.
Acoustically driven ferromagnetic resonance has, in the few years since it’s first experi-

mental confirmation, shown itself to be an extremely capable system for both device applica-
tions and fundamental scientific inquiry. The ability to drastically enhance the efficiency of
FMR, integrate it into an on-chip form factor, and couple magnetization precession to exter-
nal systems bodes well for its adoption into commercially-relevant technologies. Meanwhile,
the system shows true depth as an interesting problem from the perspective of physics, with
thus-far unexplained deviations from expected ferromagnetic (and spin-wave) resonance be-
haviors. This thesis is but a small contribution to the overall understanding of this complex
system, which I believe has the ability to not only make a meaningful impact on the scientific
study of magnetism, but also to enable a variety of magnetic technologies that can benefit
the world in substantial and tangible ways.
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