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Abstract

Compact Modeling of Advanced CMOS and Emerging Devices for Circuit Simulation

by

Yen-Kai Lin

Doctor of Philosophy in Engineering − Electrical Engineering and Computer Sciences

University of California, Berkeley

Professor Chenming Hu, Chair

Compact model plays an important role in designing integrated circuits and serves
as a bridge to share the information between foundries and circuit designers. Since
various flavors of transistor architectures like FDSOIs and FinFETs are proposed to
improve device performances, the accurate, fast, and robust compact models, which are
capable of reproducing the very complicated transistor characteristics like transcon-
ductance, are urgently required. Novel device concept, such as tunnel FETs (TFETs)
and negative capacitance FETs (NCFETs), needs new device modeling methodology
and understanding of device physics. In addition to transistors, memory device like
magnetic tunnel junction (MTJ) compact model is also crucial for circuit designs. This
dissertation presented the advanced research on compact models for the state-of-the
art transistor and memory technologies: FDSOIs, FinFETs, TFETs, NCFETs, and
MTJs.

Due to the limitations in the aggressively scaled planar transistors, the devices
with good electrostatic control are discussed and modeled into the industry standard
model − BSIM-IMG for FDSOIs and BSIM-CMG for multi-gate FETs. Although the
dynamic back-gate bias change help reduce the static power in FDSOIs, the leakages,
overlap capacitance, and carrier transport are thus showing back-gate bias-dependence.
The enhanced gate-related leakage, overlap capacitance, and mobility compact models
are validated against the silicon data and incorporated into BSIM-IMG. The leak-
ages through subsurface path and source-to-drain direct tunneling due to extremely
short channel are also included in this work, which are in excellent agreement with
the technology computer-aided design (TCAD) and atomistic simulations. The com-
putationally efficiency of these models are the key solutions for evaluating the circuit
performance of future technology nodes.

Two paradigms of steep subthreshold slope transistors − TFETs and NCFETs
as the promising candidates for future Internet of Things (IoT) and logic/analog ap-
plications are also presented in this thesis. TFET has a gated p-i-n diode structure,
where the current relies on direct band-to-band tunneling in source/channel junction.
Such tunneling mechanism breaks the tradition limitation of MOSFET turn-ON char-
acteristics called the Boltzmann tyranny. The improvements in power consumption
and delay of circuits are thus the emphasis and attention of device community, where
the need of TFET compact model is fulfilled with the developed model in this work.
NCFET is rapidly emerging as a preferred replacement for traditional MOSFET since
the recent discovery of ferroelectric (FE) materials to amplify the voltage suggests
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that further scaling supply voltage is possible with the CMOS-compatible fabrication
process of NCFET. The short channel effect, ferroelectric variability, and spacer opti-
mization design are the focus in this thesis. The compact model of NCFET is improved
to be more predictive for ferroelectric properties with verification against TCAD sim-
ulations. Monte-Carlo method is carried out in FE variability study, where the main
finding is that the dielectric phase is critical but fortunately is theoretically possi-
ble to be absent. The spacer design reveals that further engineering the capacitance
matching via parasitic capacitance is the key solution for future technology nodes.

In addition to transistor compact models and physics, the memory device − spin-
transfer-torque magnetic tunnel junction (STT-MTJ) is also presented. The resis-
tances and critical currents are derived from the Landau-Lifshitz-Gilbert (LLG) equa-
tion and modeled analytically. The RC sub-circuit is found to describe the dynamic
switching behavior of MTJ due to the precession and thermal fluctuation. The pro-
posed MTJ compact model has been validated with silicon data from the industry and
is capable of simulating a memory circuit with previously mentioned BSIM models.
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Chapter 1

Introduction

Since early 1960s, the semiconductor industry has grown up significantly, which
also leads the growth in other related fields and changes our live styles. The semicon-
ductor industry consists of the fabrication of semiconductor devices and circuit design
companies where they communicate with each other often to exchange the informa-
tion from product definition to final product validation through a set of technology
definitions called a process design kit (PDK). The compact SPICE model serves as
a bridge to connect the foundry and circuit designers. This dissertation will present
some key enhancements in the existent Berkeley Short-channel IGFET Model (BSIM)
family SPICE models [1] and derivations for the emerging devices, and discuss their
applications to the integrated circuit (IC) design.

1.1 Why Compact Model Is Needed?

1.1.1 TCAD and Compact Model

Semiconductor devices consist of multiple materials in various structures on wafers.
To predict the device performances, the underlying physics in such material properties
is required. Usually, the technology computer-aided design (TCAD) tools like Sentau-
rus TCAD [2], are run by device engineers/researchers to look deeply in the potential,
electric field, and so on of devices. Such TCAD tools generally solve the physical
equations like Poisson’s equation and Schrodinger’s equation numerically based on
the finite-element method. Although TCAD enables researchers to evaluate and opti-
mize devices, the complexity of solving differential equations self-consistently results
in longer simulation time (from few minutes to few days) which may not be satisfying
with consideration of the product design cycle. Therefore, for circuit design perspec-
tive, a speedy way to evaluate circuit performances based on silicon data is required.

Compact models for semiconductor devices, including transistors and memories,
are the concise mathematical descriptions of their complicated behaviors, and they
are usually implemented in a computer programming language like C or Verilog-A.
Compact models enable accurate IC design simulations and are an integral part of
the PDK. There are four benefits of compact model against TCAD simulation: fast,
robust, accurate, and flexible. The structure of an BSIM family model [3] is shown in
Fig. 1.1. The core model consists of current-voltage (I − V ) and capacitance-voltage
(C−V ) models for long channel devices since the equation can be further simplified to
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Figure 1.1: Structure of BSIM compact model, including core model for current and capac-
itance calculations and real device (non-ideal) effects.

be analytical. The real device effects, such as the mobility degradation and the short
channel effects, are added into the core model as the modifications, which ensures
that the models are written in analytical manner to achieve good simulation efficiency.
Normally, a bias point takes about 10 µs in compact model. Furthermore, the robust-
ness over wide range of parameter, bias, and temperature, is also achieved since the
singularities can be avoided by clamping or smoothing the analytical equations. With
a good parameter extraction procedure, the model can reproduce the silicon data very
accurately with RMS error less than 1% [4]. Finally, the compact models are also
flexible with model parameters to accommodate technologies from multiple foundries
and to tolerate process variations.

As the advanced device structures like FinFET [5] and gate-all-around (GGA)
FET [6] were proposed, some more new device features should be added into the com-
pact model for circuit simulations, which can be done by building up the new models on
the top of existent model like BSIM. Furthermore, the new device prototype also brings
new physical concepts which requires a distinct compact model. For example, nega-
tive capacitance field-effect transistor (NCFET) involves solving Landau-Khalatnikov
equation and the underlying transistor physics [7], so the core model needs to be refined
which will be discussed in Chapter 5. Therefore, the compact model is expandable to
capture future technologies.

1.1.2 Overview of BSIM

Berkeley Short-channel IGFET Model (BSIM) is an industry standard compact
SPICE model. The research on the complexity of the transistor model initiated in
early 1980s at Berkeley [8, 9]. As device structure evolves from planar MOSFET,
SOI MOSFET, to multi-gate MOSFET, BSIM-BULK, BSIM-IMG, and BSIM-IMG
have been developed to address the needs for IC design. The timeline of BSIM family
compact model is shown in Fig. 1.2. All BSIM models have the inputs of the terminal
voltages and outputs of currents and charges, and they share similar model architec-
ture shown in Fig. 1.1. Currently, BSIM1, 2, 3, and 5 for the planar MOSFET are
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Figure 1.2: Evolution and timeline of BSIM family of compact models [10]. BSIM1,2,3,5
now are not supported by BSIM group, while BSIM4, BSIM-BULK, -SOI, -CMG, and -IMG
are maintained and updated by BSIM group.

no longer supported, but BSIM4 [11] is still under maintenance. BSIM1 to BSIM5
are implemented by C, while BSIM-BULK, -CMG, and -IMG are implemeneted by
Verilog-A. BSIM-BULK is a charge-based model for planar MOSFETs with an em-
phasis on satisfaction of RF applications against the threshold voltage-based BSIM4
due to continuity nature of the charge-based model [3]. A sub-surface leakage in an
ultra-scaled planar MOSFET as discussed in Chapter 3 is built on top of BSIM-BULK
and is validated with TCAD simulated data. BSIM-IMG (Independent Multi-Gate)
is a surface potential-based (continuous) model for ultra-thin body SOI MOSFETs
(UTBSOI) or fully-depleted SOI MOSFET (FDSOI). The accurate surface potentials
on front and back sides are derived simultaneously by solving Poisson’s equation, en-
abling multiple combinations of biases [12, 13]. The back-gate bias effects are the dis-
tinct features in BSIM-IMG and will be further discussed in Chapter 2. BSIM-CMG
(Common Multi-Gate) is a surface potential-based model for multi-gate MOSFETs
like FinFETs (triple gates) [14], which is an unified model for arbitrary channel cross-
sectino shape [15]. Due to the superior scalability of multi-gate devices, the channel
length can be shrunk down to sub-10 nm regime which leads to fundamental limit of
source-to-drain tunneling as being described in Chapter 3.

1.2 Advanced CMOS and Emerging Devices

1.2.1 Challenges in CMOS Scaling

Over the past few decades, the dimension of complementary MOSFET (CMOS)
has been aggressively reduced with the guidance of Moore’s law. The scaling enables
much denser circuit and more functional chip in a given area and decreases the man-
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Figure 1.3: Illustrations of various flavors of multi-gate transistors: (a) UTBSOI (FDSOI),
(b) FinFET, (c) Gate-all-around (GAA) nanowire FET, (d) Stacked nanosheet GAA FET
[22].

ufacturing cost. However, simple scaling has encountered more and more challenges
due to fundamental device physics limitations. Due to bad electrostatic gate control,
short channel effects (SCEs) lead to threshold voltage (VTH) roll-off and drain-induced
barrier lowering (DIBL) [16]. In addition, the velocity saturation [16] and ballistic
transport [17] further limit the improvement in device performances as the gate length
is shrunk down below 100 nm or even smaller. Note that the total capacitance can
be also scaled, and thus the speed of circuit is improved even without enhancement in
the drive current. Gate tunneling leakage also becomes an issue in power consumption
when the gate oxide thickness is down below 3 nm [18]. The high-κ dielectric was in-
troduced to suppress the gate leakage by keeping the effective oxide thickness (EOT)
but it could lead to reliability issues [19]. Metal gate electrode is also adopted to elim-
inate the undesired poly-depletion effect [16] and improve the mobility by screening
the remote phonon scattering caused in high-κ dielectrics [20]. Even with these ad-
vances, MOSFET is still unable to be further aggressively scaled since the limitation of
thinning EOT is inevitable. Therefore, to provide stronger gate control to resolve the
short channel effects, a new approach is required to allow future reduction in channel
length. The multi-gate transistors, including FDSOI and FinFET, are the promising
approaches. Furthermore, applying novel device operation concepts, such as negative
capacitance field-effect transistor (NCFET) and tunnel field-effect transistor (TFET)
[21], has been also proposed.

1.2.2 State-of-the-Art Devices

Multi-Gate Transistors

The key advantage of multi-gate transistors, including FDSOI, FinFET, and GAA
FET shown in Fig. 1.3, is their strong gate control to suppress SCEs since thin channel
is wrapped by gates from multiple sides. The thin channel also allows lightly doped
or even undoped channel which improves mobility by reducing Coulombic scattering
and surface roughness scattering [16], and it cuts the most leaky path underneath the
channel. Low doping concentration minimizes the random dopant fluctuation (RDF)
[23]. The planar FDSOI transistor [Fig. 1.3 (a)] offers the dynamic threshold volt-
age control through the back-gate bias, which is favorable for low-power applications
without relying on multiple channel doping concentrations [24]. The three-dimensional
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multi-gate transistor like FinFET [Fig. 1.3 (b)] provides a wider channel width with
a small footprint in area, which raises the drive current and is crucial for driving
larger load capacitance [5, 25]. These benefits incentivize people to further work on
multi-gate transistors. Recently, the stacked nanosheet GAA transistor [Fig. 1.3 (d)]
[22] has been proposed to increase the effective channel width at the same footprint
as FinFET, although the fabrication is more sophisticated. With such continuously
aggressive scaling, the quantum mechanical confinement should be taken into account,
and the sub-band effect may appear in the transconductance and capacitance [26].
Therefore, there is still room left for investigating multi-gate transistor physics, fabri-
cation, and modeling.

Steep Subthreshold Transistors

Over past few decades, the transistor dimension has been reduced as mentioned
earlier, whereas the supply voltage (VDD) can not be scaled accordingly [Fig. 1.4 (a)]
due to the limitation of traditional MOSFET turn-on mechanism [16] which leads to
power consumption problem. The gate voltage is capacitively coupled to the channel
and changes the surface potential of the channel. The carriers in the source allowed to
surmount the potential barrier statistically follow the Boltzmann distribution, which
is exponentially proportional to the surface potential. The drain current in the sub-
threshold region thus is an exponential function of the surface potential (φS).

IDS ∝ exp

(
qφS
kBT

)
(1.1)

Even the gate voltage is able to perfectly couple to the surface potential, one order
magnitude of drain current only can be obtained by 60 mV or more at room temper-
ature. In other words, the subthreshold slope (SS) cannot exceed 60 mV/dec. This is
called the Boltzmann Tyranny. In real devices, the gate voltage cannot be perfectly
coupled to the channel due to the additional interfacial capacitance and drain-coupled
capacitance (SCEs), which is also true for the state-of-the-art multi-gate transistor [27]
as shown in Fig. 1.4 (b). Therefore, the impetus to invent new prototype of device
operation mechanisms was born to reduce VDD.

Nano-electromechanical (NEM) switches [29], impact-ionization MOSFETs (i-
MOS) [30], tunnel field-effect transistor (TFET) [31], and negative capacitance field-
effect transistor (NCFET) [32], were being developed to overcome the Boltzmann
tyranny and replace the traditional MOSFETs. However, NEM and i-MOS switches
suffer from reliability and scalability issues [29]. TFET and NCFET are promising
candidates for future technologies, such as low power Internet of Things (IoT), since
they are fully compatible withe the modern semiconductor processes. The detailed
operation mechanisms and compact models of TFET and NCFET will be discussed in
Chapter 4 and 5.

Memory Technologies

The aggressively scaled transistors with small footprint enable more functionalities
in a chip. Another important aspect of semiconductor chips is the memory. There is
a wide variety of memories, such as dynamic random-access memory (DRAM), static
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Figure 1.4: (a) Power density on chip over time for high performance and mobile CPUs and
supply voltage scaling for CMOS technologies (reproduce from [28]). (b) Turn-on character-
istics of steep SS transistor, FinFET, and planar MOSFET.

Table 1.1: Comparison of memory technologies (reproduce from [34]).

Technology DRAM SRAM NOR Flash STT-MRAM

Energy/bit (fJ) 1000 100 106 100

Write speed (ns) 20 1 1000 1−10

Read speed (ns) 30 1 10 1−10

Density (area in F2) 6−10 >30 4−8 10−30

Endurance (cycles) Very high Very high Low Very high

Non-volatile No No Yes Yes

Standby power Refresh
current

Leakage
current

None None

Cost overhead versus
CMOS

Separate
process

Large area
(6T)

Separate
process

Back-end
(BEOL) process

Non-volatile logic
capability

No No No Very limited due
to power

random-access memory (SRAM), flash memory, and magnetoresistive random-access
memory (MRAM), satisfying various needs of circuit applications. To further achieve
high density and performance in semiconductor memories at low power consumption,
new materials and structures were explored. One of promising memory devices is
the spin-transfer torque magnetic tunnel junction (STT-MTJ), a paradigm of MRAM,
since it serves as an universal memory with the speed of SRAM, the density of DRAM,
and non-volatility of flash memories but simultaneously with power efficiency and
higher endurance [33]. Table 1.1 shows the comparison of various memory technologies.

A STT-MTJ basically consists of two layers of ferromagnetic materials (fixed and
free layers) and tunnel oxide. A typical MTJ resistance hysteresis loop and 1Transistor-
1MTJ MRAM cell are shown in Fig. 1.5 (a) and (b), respectively. By flipping the mag-
netization in ferromagnetic material using the spin-polarized currents, the tunnel resis-
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Figure 1.5: (a) A typical resistance hysteresis loop of MTJ (reproduce from [35]). (b)
1Transistor-1MTJ MRAM cell.

tance changes accordingly [36]. Because of the mentioned advantages of STT-MRAM,
many companies, including IBM, Samsung, GlobalFoundries, Qualcomm, Applied Ma-
terials, TSMC, have developed the STT-MRAM technologies [37, 38, 39, 40, 41]. The
compact model of STT-MRAM thus becomes increasingly attractive. The detailed
operation mechanism of STT-MTJ and compact model methodology will be discussed
in Chapter 6.
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Chapter 2

Modeling Back-Gate Bias Effects in
FDSOIs

2.1 Introduction

As mentioned in Chapter 1, FDSOIs offer dynamic threshold voltage control by
varying back-gate bias (VBG) without relying on multiple channel doping for devices
to suppress the off-state leakage, which is desirable for low power logic applications.
However, such applied VBG alters the electrostatics in the channel, leading to back-
gate bias-dependent physical phenomena in FDSOIs [24, 42]. In addition to logic
circuits, in order to fulfill the need for image sensors, the thick front gate oxide is
adopted to reduce the noises [43, 44, 45]. Furthermore, the thick front oxide is also
helpful to sustain high electric field in high voltage devices [46]. However, the charge
and current contributions from the back side channel is non-negligible if the front
gate oxide is thick compared to the BOX thickness. The back side inversion effect
[47, 48] now becomes important and affects the transconductance of FDSOIs, where
an accurate transconductance model is required to describe the analog gain in analog
signal processor and then output to the analog-to-digital converter in CMOS image
sensor architecture design [49]. Therefore, the aim of this chapter is to analyze and
develop compact models for the back-gate bias-dependent effects with validation of
silicon data from industry and TCAD simulations.

2.2 Back-Gate Bias Dependent Leakages Models

2.2.1 Gate-Induced Drain Leakage (GIDL)

Gate-induced drain leakage (GIDL) is the band-to-band tunneling leakage at OFF-
state, which strongly depends on the drain voltage [50]. Due to high drain-to-gate
voltage (VDG = VDS − VGS), an inversion layer is formed in source/drain extension
(overlap) region and high electric field leads to band-to-band tunneling, which is typ-
ically modeled by [50]

IGIDL = AGIDL ·W · EPGIDL · exp

(
−BGIDL

E

)
(2.1)

8
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Figure 2.1: IDS − VGS characteristics of FDSOI (a) P-MOSFET and (b) N-MOSFET. The
GIDL currents show back-gate dependent behaviors. The lines and symbols represent models
with BSIM-IMG and measured data, respectively. The drain is biased at saturation region.
Back-gate bias is from positive (left) to negative (right) values.

where W is the device width, AGIDL, BGIDL, and PGIDL are the model parame-
ters which are associate with source/drain material, and E is the electric field in the
source/drain overlap region and is given by

E =
VDS − VGS + VFBSD − EGIDL

εratio · EOT
(2.2)

where VDS, VGS, and VFBSD are the drain voltage, front gate voltage, and flat band
voltage of the overlap region, εratio is the permittivity ratio of the semiconductor to
the front gate oxide, EOT is the effective front gate oxide thickness, and EGIDL is the
model parameter.

Fig. 2.1 (a) and (b) shows the back-gate bias-dependent GIDL currents of FDSOI
P-MOSFET and N-MOSFET which are fabricated by an industry lab. By Gausss law,
the effects of back-gate bias can be viewed as the threshold voltage shift in the overlap
region, which makes VGS in (2.2) becomes an effective front gate voltage VGSeff

VGS = VGSeff − VBGIDL · γ0 · (VBGS − VFBSDBG − VBEGIDL) (2.3)

where VBGIDL and VBEGIDL are the model parameters for nonuniform doping in
the overlap region, VBGS is the back-gate bias with respect to the source, VFBSDBG is
the flat band voltage of the overlap region with respect to the back gate, and γ0 is the
capacitive coupling ratio between the body and the back-gate capacitance with the
front gate capacitance [51]

γ0 = − CSi · COX2

(CSi + COX2) · COX1

(2.4)

where CSi, COX2, and COX1 are the capacitances of the thin body, back gate, and front
gate, respectively. The model parameter VBGIDL is around 1, while VBEGIDL is on
the order of 100 mV. In (4), a fully depleted thin body (TSi) is assumed so that CSi is

9
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Figure 2.2: Schematic of leakage current components. Igs and Igd are the leakage currents
at the overlap region. Igc is flowing between the gate and the channel.

a constant (= εSi/TSi). From (2.3) and (2.4), at OFF-state (VGS < 0), the magnitude
of the effective front gate voltage increases with decreasing (increasing) the back-gate
bias for N-MOSFET (P-MOSFET) so that the electric field in (2.2) becomes higher,
giving rise to higher tunneling current. This model is implemented into BSIM-IMG,
and the model shows good agreement with the experimental data, as shown in Fig.
2.1.

2.2.2 Gate Leakage

As the oxide continuously scales, the gate tunneling gets severe. The gate tun-
neling currents, including gate-to-channel (Igc) and gate-to-source/drain (Igs, Igd) as
shown in Fig. 2.2, have been modeled [18, 52]. In general, the gate direct tunneling
leakage current can be expressed as [52]

IG =W · L · A ·
(
Toxref

tox

)NTOX

·
VGS(D) · Vaux

t2ox

· exp [−B · (α− β|Vox|) · (1 + γ|Vox|) · tox] (2.5)

where L is the length of tunneling region, A (= 4.97232 × 10−7 for N-MOSFET,
3.42537 × 10−7 for P-MOSFET using silicon and silicon dioxide parameters) and B
(= 7.45669 × 1011 for N-MOSFET, 1.16645 × 1012 for P-MOSFET using silicon and
silicon dioxide parameters) are the material-related constants, NTOX, α, β, and γ are
the model parameters, Vox is the oxide voltage, tox is the physical thickness of the
oxide, Toxref is the reference oxide thickness at which all the parameters are extracted,
and Vaux (in unit of volt) is an auxiliary function which represents the density of
tunneling carriers as well as available states. Equation (2.5) has been widely used
in gate currents of planar MOSFETs [52]. However, due to lightly doped thin film
used in the state-of-the-art devices, the body effect or back bias effect on gate current
characteristic has not received much attention and physics remains unclear [53].

Fig. 2.3 shows the gate leakage current characteristics of long- and short-channel
FDSOI N-MOSFETs fabricated by an industry lab. The source and drain are shorted
when measuring gate current. Note that in Fig. 2.3 the gate length of long-channel
device is 100 times longer than that of short-channel device, while their gate widths
are the same. The gate leakage current exhibits VBG-dependence, indicating that
the back-gate bias affects the electrostatics in the channel and source/drain overlap
regions. Interestingly, the gate leakage current of long-channel device at accumulation

10



CHAPTER 2. MODELING BACK-GATE BIAS EFFECTS IN FDSOIS

Figure 2.3: IGS−VGS characteristics of FDSOI (a) long- and (b) short-channel N-MOSFETs.
The source and drain are shorted when measuring. The ratio of long and short gate length
is 100 with the same gate width.

regime (VGS < 0, left side) is approximately the same as that of short-channel device,
implying that the current is flowing through the overlap region whose dimension does
not scale with channel dimension [54]. Note that the term accumulation used here is for
convenience. There is no accumulation layer in FDSOI device because of insufficient
supply of majority carriers from the thin body [55]. Thus, the gate-to-source (Igs) and
gate-to-drain (Igd) currents dominate the gate leakage at accumulation region. Because
part of the overlap region is heavily doped, the gate-to-overlap region is assumed to be
an metal-insulator-metal capacitor, although some lightly doped region is present so
that the oxide electric field in the overlap region is affected by the back-gate bias due
to the vertical and lateral electric field profile. This assumption means that the gate
voltage mostly drops on the oxide and simplifies the auxiliary function. Therefore,
based on (2.5), |Vox| and Vaux of gate-to-source (drain) currents can be written as

|Vox| = |VGS(D) − VFBSD − [φsSD − η · γ0 · (VBGS − VFBSDBG)] |
≈ |VGS(D) − VFBSD + η · γ0 · (VBGS − VFBSDBG) | (2.6)

and

Vaux = Vox (2.7)

where η is the model parameters for nonuniform doping in the overlap region. Note
that, in (2.6), the absolute value is taken using the smoothing function in order to
avoid the possible discontinuity in the derivative of the current. In (2.6), φsSD is the
band bending in the overlap region without back-gate effect, which is negligible. A
negative back-gate bias can raise the band in the overlap region and thus reduce the
oxide electric field which is demonstrated by Sentaurus TCAD simulation [2] in Fig.
2.4. Thus, the gate-to-source (drain) leakages increase with the back-gate bias.

In Fig. 2.3, at inversion bias region (VGS > 0, right side), it is observed that
the gate leakage current of long-channel device is 100 times larger than that of short-
channel device, which is exactly the same as the ratio of gate lengths of these two
devices. This fact implies that the gate-to-channel current (Igc) dominates because
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Figure 2.4: Simulated electric field at VGS < 0 with various back biases in the overlap
region. The front gate oxide electric filed increases with back bias.

it is proportional to the gate length. Note that the gate-to-channel current partition
due to the drain voltage has been modeled in BSIM4 [52] and BSIM-IMG [12], which
is important when the drain bias is nonzero. At inversion, Vaux can be represented as
the average charge qia (in unit of volt) in the channel, which is directly calculated by
the core model of BSIM-IMG model [12]. Vox can be written as

Vox = VGS − VFB − ζ · φs (2.8)

where ζ is the model parameter to capture nonuniform electric potential along the
channel due to drain voltage, VFB is the flat band voltage, and φs is the surface
potential of the front side of body at the source which is VBGS-dependent and is
determined by the core model of BSIM-IMG model [12]. From (2.8), φs decreases
with decreasing VBGS [12, 56] so that Vox increases with decreasing VBGS. However,
the available charges for tunneling (qia) exponentially increase with VBGS before the
threshold. Thus, the net result is that the gate-to-channel leakage current increases
with VBGS. Furthermore, at weak inversion the inversion charges are not abundant, so
the back-gate effect is still dominant, giving rise to VBGS-dependence. Nevertheless,
at strong inversion the inversion charges are able to screen out the back-gate electric
field, which means that the back-gate effect becomes less significant. This fact leads
that the gate leakage currents at high VGS for various VBGS start to merge [13].

Equations (2.5)−(2.8) are implemented into BSIM-IMG model. Fig. 2.3 shows
the model results are in good agreement with the measured data of both long- and
short-channel devices. To examine the model, different drain biases are applied for
gate currents. Fig. 2.5 shows the long-channel gate and drain currents versus gate
voltage at various back-gate biases at linear and saturation regions. After fitting the
drain current to get accurate qia, the gate current is fitted. The drain currents of both
linear and saturation bias regions at OFF-state (VGS < 0, left side) are dominated
by the overlap gate current (Igs and Igd) in this device. This leakage current shows
opposite VBGS-dependence to the GIDL mentioned in Section 2.2.1. This distinct
characteristic is helpful for distinguishing the leakage components and is a guideline
to reduce leakages. Note that the gate current at saturation bias region shows VBGS-
dependence crisscrossing at high VGS because the Vox effect overwhelms qia effect. The
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Figure 2.5: Gate and drain currents versus gate voltage at various back-gate biases and at
(a) linear and (b) saturation drain biases in a long-channel N-MOSFET. The back-gate bias
varies from positive to negative values.

Figure 2.6: Gate and drain currents versus gate voltage at various back-gate biases and at
(a) linear and (b) saturation drain biases in a short-channel N-MOSFET. The back-gate bias
varies from positive to negative values.

drain voltage would reduce the average charges in the channel as well as the screening
effect for the back electric field to the front electric field. Fig. 2.6 shows the short-
channel gate and drain currents. The proposed model also matches the experimental
data well. Interestingly, the short-channel gate currents do not show VBGS-dependence
crisscrossing at high VGS because the charges are more abundant than that in long
channel due to lower threshold voltage. Also, the charge distribution is also more
uniform compared to that of long channel, as shown in Fig. 2.7. Thus, the electric
field from the back gate is screened out, leading to less VBGS-dependence but not
crisscrossing.

2.3 Dual Mobility Model

2.3.1 Transconductance Behavior

One of the advantages of the FDSOI MOSFET is the changeable threshold voltage
via applying the back-gate bias. If the back-side inversion is absent (only depletion
at the back interface), the threshold and thus the transconductance (gm) are only
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Figure 2.7: TCAD simulated electron density in (a) short-channel (≈ 20 nm) and (b) long-
channel (≈ 1 µm) devices at VGS = 1V , VDS = 0.8V , and VBGS = −2V . The electron
distribution is uniform in short-channel device.

Figure 2.8: (a) Typical and (b) anomalous transconductances of the FDSOI nMOSFETs.
Due to the back-side inversion, both the front- and backside mobilities affect the transcon-
ductance behavior. (c) TCAD simulated electron density with various VBG.

shifted by the back-gate bias via capacitive coupling, indicating that only the front
mobility is important, as shown in Fig. 2.8 (a). In contrast, if there is an inversion
at the back interface, the contribution of the back channel is not negligible and the
back-side mobility should be considered, as shown in Fig. 2.8 (b). In this case, the
transconductance behavior with various VBG is not just threshold shift. The peak
and the slope of transconductance may change due to the combination of the front
and back mobilities, depending on the interfacial qualities of the front and back sides.
This anomalous transconductance behavior can be observed when: 1) applying high
VBG [positive (negative) for n(p)MOSFET] to invert the back-side channel and 2)
the front- (back)- gate oxide is thick (thin). Sentaurus technology computer-aided
design (TCAD), which includes the density gradient quantization model and thin-layer
mobility model with Philips unified mobility model [2], is performed for the charge
distribution. As shown in Fig. 2.8 (c), a high VBG leads to the back-side inversion,
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Figure 2.9: IDS − VGS curves of FDSOI pMOSFETs with (a) thick and (b) thin front-gate
oxides at linear drain bias region. The same BOX and body thicknesses are used in both
devices. The back-gate bias is applied from negative to positive.

so the total current is affected by the front and back mobilities. Furthermore, the
potential in the channel is determined by the frontand back-gate capacitances. A
thick front-gate oxide would lead to less charges in the front channel and thus higher
impact of the back-side charges and mobility. Therefore, both considering the front
and back mobilities are crucial for the FDSOI MOSFET with wide range of biases and
various device structures.

The linear region currents of FDSOI pMOSFETs with thick- and thin-front-gate
oxide devices fabricated by a commercial foundry are measured, as shown in Fig. 2.9.
Note that the device dimensions and bias conditions are similar to that in [43]. These
two devices show distinct transconductance behaviors as shown in Figs. 2.10 and
2.11. The peak of transconductance of the thick front-gate oxide device (Fig. 2.10)
non-monotonically shifts (to the right at low |VGS| and then to the left at high |VGS|)
with increasing back-gate bias voltage (denote as anomalous transconductance), while
that of the thin frontgate oxide device (Fig. 2.11) exhibits a monotonic characteristic
with the back-gate bias voltage (to the left). It is observed that the single mobility
model (dashed lines in Fig. 2.10) cannot capture the non-monotonic shift of the
transconductance peak. The transconductance peak is directly related to the turn-on
phenomenon of the multiple channels as well as the mobility [57] and a new model is
required to capture this non-monotonic effect.

2.3.2 Modeling and Parameter Extraction

Due to the back-gate bias, the charge centroid moves, resulting in back bias-
dependent degradation and ambiguous effective electric field [48]. Furthermore, the
back-side inversion or back-channel also affects the current and its derivative. That
is, the device with thicker front-gate oxide sees more influence of the back gate in its
behavior due to the weaker front-gate control. For this device, the front- and back-
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Figure 2.10: (a) Transconductance and (b) extracted weighting function of an FDSOI
pMOSFET with thick front-gate oxide at linear drain bias region. The back-gate bias is
applied from negative to positive.

Figure 2.11: (a) Transconductance and (b) extracted weighting function of an FDSOI
pMOSFET with thin front-gate oxide at linear drain bias region. The back-gate bias is
applied from negative to positive.
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side channels co-exist and show different effective mobilities due to distinct qualities
of front and back interfaces [58]. Moreover, the inversion charges of the front and
back sides experience different electric fields because of the various applied biases sce-
nario. According to above reasons, the mobility model based only on the front surface
electrostatics may not be sufficient and a two-mobility model is required. For planar
MOSFETs and FinFETs, the mobility model, which includes the surface roughness
scattering and Coulombic scattering, has been widely used and is accurate [3, 14].
Thus, the mobility formulas for front- and back-side channels of FDSOI MOSFETs
are similar but the parameters are separated.

µeff1(2) =
µ1(2)

1 + [UA1(2) + UC1(2) · VBG] · EEU1(2)+EUB1(2)·VBG
eff1(2) + UD1(2)+UDB1(2)·VBG

(0.5+0.5qiaCox)UCS1(2)

(2.9)
In (2.9), as shown at the top of this page, µ1(2) is the low-field carrier mobility, UA1(2),
UC1(2), EU1(2), EUB1(2), UD1(2), UDB1(2), and UCS1(2) are the model parameters
extracted from the experimental data, qia is the average charge in the channel in unit
of volt, and Eeff1(2) is the effective electric field [59].

Eeff1(2) =
Qdep + ηQinv1(2)

εSi

(2.10)

where Qdep and Qinv1(2) are the depletion and inversion charges, εSi is the permittivity
of silicon, and η is 1/2 for nMOSFET and 1/3 for pMOSFET. The parameters for the
front- and back-side channels are denoted by 1 and 2, respectively. The second term
in the denominator of (2.9) represents the surface roughness scattering, and the third
term stands for the Coulombic scattering [12, 60].

The total effective mobility is calculated considering the front- and back-side
mobilities in a weighted manner as [61, 62, 63]

µtotal = w · µeff1 + (1− w) · µeff2 (2.11)

The weights w in (2.11) is a dimensionless function of the ratio of charges. The
more the amount of charge at an interface, the larger contribution in the effective
mobility that interface makes, as shown in Fig. 2.10 (b). The weighting functions
in [61] are only valid for the strong inversion, and they are improved in this paper to
capture both subthreshold and inversion regions. The amount of inversion charges is an
exponential function of surface potential [13] derived from Poissons equation assuming
Boltzmann statistics (approximation of FermiDirac statistics). In the subthreshold
region, the surface potential varies linearly with the gate bias, so the inversion charge
is an exponential function of the gate voltage. In the strong inversion, since the
surface potential has weak dependence on the gate bias, the inversion charge shows
linear dependence on the gate voltage [64]. Hence, the weighting functions for the
front and back sides are

w =
e(φf−Vch)/Vt

e(φf−Vch)/Vt + e(φb−Vch)/Vt
=

eφf/Vt

eφf/Vt + eφb/Vt
(2.12)

1− w =
e(φb−Vch)/Vt

e(φf−Vch)/Vt + e(φb−Vch)/Vt
=

eφb/Vt

eφf/Vt + eφb/Vt
(2.13)
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Figure 2.12: The TCAD simulated front-gate capacitances [66] with the BOX thicknesses of
(a) 10 and (b) 20 nm. The core model described in [13] for the charges and surface potentials
accurately captures the back-side inversion effect.

where φf and φb are the surface potentials of the front and back channels, Vch is the
quasi-Fermi potential, and Vt(= kBT/q) is the thermal voltage. A thin front (back)
gate oxide increases the surface potential of the front (back) channel, leading to higher
weighting factors. If the front-gate oxide is thick enough (about one fifth of the back
oxide), the back channel would be apparent in the gm due to large weighting factor of
the back-side as shown in Fig. 10 (b). Finally, the total effective mobility is used into
the drain current model [12, 13, 65].

To evaluate the proposed model, the model parameters in (2.9) should be properly
extracted. The general guideline of parameters extraction is available in [1]. After
extracting the model parameters for charges, threshold voltage, and subthreshold slope
from the device IDS−VGS plot, the mobility model parameters at strong inversion bias
regime are then extracted as follows. First, the mobility parameters such as EU, UA,
UD, and UCS for the front side are extracted for VBG = 0. At VBG = 0, these
parameters do not depend on the back-gate bias. Then, only the back-gate bias-
related parameters such as UC, EUB, and UDB for the front side at the back-side
accumulation bias condition [negative (positive) VBG for n(p)MOSFET] are extracted.
Finally, all the parameters related to the back-side mobility are tuned at the back-side
inversion bias condition [large positive (negative) VBG for n(p)MOSFET].

2.3.3 Results and Discussion

The two-mobility model has been incorporated into BSIM-IMG models. Fig. 2.12
shows the comparison of the model and the TCAD simulation data from [66] of the
front gate capacitances with the buried oxide (BOX) thicknesses of 10 and 20 nm. The
core model described in [13] accurately captures the back-side inversion effect, which
causes the first plateau of the gate capacitance at VBG = 3V . Based on the accurate
charge and surface potential calculations from the core model, weighting functions
(2.12) and (2.13) are robust. Fig. 2.9 shows that the proposed model matches well the
experimental data of both thick and thin front-gate oxides FDSOI pMOSFETs. Fig.
2.10 shows the transconductance and extracted weighting function from experimental
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Figure 2.13: (a) Extracted effective mobility of the front and back channels from Fig. 2.9
(a). The back-side inversion occurs when the back-gate bias is negative in FDSOI pMOSFET.
(b) Illustration of hole density distribution due to applied VBG.

data for an FDSOI pMOSFET with thick front-gate oxide. At high |VBG| and low
|VGS| (subthreshold region), i.e., the bias condition in which the back-side inversion
occurs, the channel charge (hole) is dominated by the back-side channel charges and
the weighting function of the back side is larger than that of the front side, as shown
by circles A and B in Fig. 2.10 (b). As the front-gate voltage increases, the weighting
factor for the front side increases and the two factors cross, as shown by circle C in Fig.
2.10 (b). Ultimately, the front weighting factor becomes much larger than the back
one, indicating the domination of the front charge and mobility, as shown by circle D
in Fig. 2.10 (b). The crossing point happens near the onset of the surface roughness
scattering. In other words, the front-channel charge concentration is high enough and
the front-gate voltage attracts the inversion holes to the body/oxide interface, leading
to scattering. For a thin front-gate oxide devices shown in Fig. 2.11, a different behav-
ior of weighting function is found. The transconductance shows monotonic behavior
with the back-gate bias, just like threshold voltage shift. This is due to the larger
front-gate capacitance and charge in thin front-gate oxide device. Even at high |VBG|,
the front-channel charge dominates the effective mobility for this device, as shown by
circle E in Fig. 2.11 (b). It is worth noting that the different device behavior due to
the front-gate oxide thickness change is captured physically in our model.

Fig. 2.13 (a) shows the extracted effective mobility of the front and back channels
as functions of the back-gate bias. The back-channel mobility always exceeds the front-
channel mobility [58] except at high |VBG|. In addition, the dependence of the front-
channel mobility on VBG is opposite to that of the back-channel mobility, i.e., opposite
sign of slope of mobilityVBG plot. This is because more |VBG| attracts the front-channel
holes toward the body but moves the back-channel holes closer to body/BOX interface,
resulting in reduction of scattering for the front side but mobility degradation for the
back-side [see Fig. 2.13 (b)]. This effect is captured by model parameters UC and EUB.
Furthermore, the front and back mobilities in Fig. 2.13 (a) show different magnitude of
slopes, indicating that the interfacial quality of the front and back surfaces is different
for the surface roughness scattering [58]. In Fig. 2.14, the scalability of the BSIM-
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Figure 2.14: IDS − VGS at (a) linear and (c) saturation drain biases, and transconductance
at (b) linear and (d) saturation drain biases of a long channel FDSOI pMOSFET with the
same body and BOX thicknesses as the device shown in Fig. 2.10.

IMG model is demonstrated with another longer channel FDSOI pMOSFET with
thick front-gate oxide using similar mobility parameters as the shorter channel device
in Fig. 2.10. The nonmonotonic VBG-dependence on the transconductance at the
linear drain bias is observed [see Fig. 2.14 (a) and (b)], indicating that the impact
of the longitudinal electric field is less crucial to the mobility than the transverse
one. The mobility is mainly influenced by the electric field from the front-gate and
the back-gate. Moreover, the transconductance at the saturation drain bias is also
accurately captured by the proposed model [see Fig. 2.14 (c) and (d)], showing the
model capability for the pinch off and the channel length modulation effects.

To examine the model for a different doping polarity, a long-channel FDSOI
nMOSFET with the thick front-gate oxide is well fit with the developed model as
shown in Fig. 2.15. Due to the smaller effective mass of electron, the charge centroid
is closer to the back surface and thus the surface roughness scattering becomes more
significant than that of hole [67]. Hence, the peak of transconductance of FDSOI
nMOSFET with the thick front-gate oxide at the back-side inversion bias is not as
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Figure 2.15: (a) IDS − VGS and (b) transconductance of a long-channel FDSOI nMOSFET
with thick front-gate oxide and similar device structure as the pMOSFET shown in Fig.
2.14.

apparent as FDSOI pMOSFET, as shown in Fig. 2.15 (b). Fig. 2.16 shows measured
data from the Laboratoire dlectronique et de technologie de linformation (LETI) de-
vice [59] and model results of an FDSOI nMOSFET. Different technologies from the
other previously shown devices are adopted in Fig. 2.16, indicating that the proposed
model is not only physical but also flexible for the technology variation. To further val-
idate the developed model for the device scaling, a short-channel (L = 20 nm) FDSOI
nMOSFET with TBODY = 4 nm is simulated using Sentaurus TCAD with the density
gradient quantization model and thin-layer mobility model with the Philips unified
mobility model [2], as shown in Fig. 17. The proposed model is in good agreement
with the simulated data, showing great model capability of device scaling with even
thinner body where the charge ratio of front and back sides are correctly captured by
the core model.

2.4 Non-Monotonic DIBL

2.4.1 Device Characterization

Non-Monotonic Threshold Voltage Degradation

Sentaurus technology computer-aided design (TCAD) is utilized to study the FD-
SOI MOSFETs in this section, where the physical model includes the density gradient
quantization model and thin-layer mobility model with Philips unified mobility model
[2]. Since the TCAD is able to accurately solve the electrostatics in the subthreshold
region where basically only involves the Poissons equation, the threshold voltage of
the experimental FDSOI MOSFET can be reproduced with similar structure adopted
in our simulation. The non-monotonic threshold voltage degradation is first found in
FDSOI devices with thick front gate oxide (6 nm SiO2) as shown in Fig. 2.18. The
threshold voltage shift is defined as VTsat−VT lin, where VTsat and VT lin are the thresh-
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Figure 2.16: (a) IDS−VGS and (b) transconductance of an FDSOI nMOSFET with L = 10
µm, W = 50 µm, TOX = 1.2 nm, TBOX = 25 nm, and TBODY = 8 nm. Measurement data
are from the LETI device [59].

Figure 2.17: TCAD simulated (a) IDS−VGS and (b) transconductance of an FDSOI nMOS-
FET with L = 20 nm, W = 1 µm, TOX = 1.25 nm, TBOX = 20 nm, and TBODY = 4 nm at
various VBG.
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Figure 2.18: (a) TCAD simulated structure of a FDSOI MOSFET with thick front gate
oxide. The arrows represent the fringing fields through the BOX and front gate oxide. (b)
The threshold voltage shift versus back-gate bias plot.

old voltage at VDS = VDD(= 3.3V ) and VDlin(= 50mV ) respectively. The threshold
voltage (VTH) is determined by the constant current method (300nA×W/L for nMOS-
FET; 70nA ×W/L for pMOSFET) [68]. However, the monotonic threshold voltage
shift (here defined as DIBL) has been reported in literature [69, 70, 71]. The mono-
tonic DIBL can be understood by the concept of the charge centroid in the channel.
For nMOSFET, the charge centroid moves toward the front surface as decreasing the
back-gate bias (VBG), so the front gate control becomes better and thus DIBL is re-
duced. Nevertheless, the non-monotonic threshold voltage shift (Fig. 2.18) appears at
devices with few hundred nanometers gate lengths. It is expected that the DIBL will
not happen in such long channel devices. Fig. 2.19 shows the conduction band energy
of the same device as shown in Fig. 2.18 at various drain biases. The barrier height
of the channel is not lowered much (less than 1meV ) by the drain biases (inset of Fig.
2.19), implying that the non-monotonic threshold voltage shift (degradation) is not
caused by the DIBL. This is also the reason why the term threshold voltage shift is
used instead of DIBL. Therefore, more detailed physics should be taken into account
to explain the non-monotonic threshold voltage shift.

Channel Length Modulation

One of the benefits of the FDSOI device is the mitigated random dopant fluc-
tuation due to the lightly doped channel, which further boosts the carrier mobility.
However, although the DIBL is negligible because of good gate control, the channel
length modulation (CLM) which even can be observed in long channel device is im-
portant since the channel doping is quite low (nearly undoped). As shown Fig. 2.20,
it is observed that the modulated channel length (∆L) is ≈ 65 nm at VDS = 3.3V ,
which is defined at the point where the conduction band energies of VDS = 50mV and
3.3V cross. Due to shorter channel length, the drain current is enhanced, which can
be manifested in terms of the threshold voltage shift. The amount of the threshold
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Figure 2.19: Simulated conduction band energy profile along source-channel-drain direction,
which is cut at 0.5 nm below the front surface. The front gate is biased at ≈ 0.25V below
the threshold voltage. The inset shows barrier height difference for various VDS is less than
1meV .

Figure 2.20: Simulated conduction band energy profile in linear and saturation drain bias
regions at threshold voltage, where is at the maximum current flowing path along the channel.
The dashed line is the boundary of the ∆L. The inset shows the crossing of the conduction
band. The device dimensions are the same as shown in Fig. 2.19.
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Figure 2.21: Electric field lines at VDS = 3.3V , VFG = VTH , and VBG = (a) −3.6, (b) 1.2,
and (c) 3.6V . The device dimensions are the same as shown in Fig. 2.19.

voltage shift can be calculated as follows. The subthreshold slope (SS) at the threshold
voltage is extracted from the drain current versus front gate voltage (IDS − VFG) plot
(see Fig. 2.22). At VBG = −3.6V , the SS is about 183.8 mV/dec at VFG = VTH ,
which leads to the SS degradation factor (n) of 3.064. From CLM, the drain current
is boosted due to the drain bias by L/(L − ∆L) = 1.481. Because the current is
proportional to the charge density, one can write

IDSsat
IDSlin

= exp

(
∆VTH
nVt

)
=

L

L−∆L
(2.14)

where Vt is the thermal voltage (= 26mV at room temperature). From equation
(2.14), ∆VTH is 31.31mV at VBG = −3.6V , which is reasonable as compared to the
value shown in Fig. 2.18(b). The same analysis is applied for the cases of VBG = 1.2V
and 3.6V (SS = 139.5 mV/dec, 175 mV/dec), which gives the threshold voltage shifts
of 23.76mV and 29.81mV , respectively. Therefore, the threshold voltage degradation
in such thick oxide device can be attributed to the CLM.

To explain the root cause that the SS is back-gate bias-dependent, the fringing
field through the front gate oxide should be taken into account. Due to thick oxide,
the fringing field is enhanced, which is similar to the fringing field through the thick
BOX [72, 73, 74]. However, the back-gate bias dependences on the fringing fields
through the front gate oxide and BOX are opposite. Fig. 2.21 shows the electric field
lines distribution in the device at various VBG. For the front side fringing field, more
negative VBG attracts the part of the field (originally from the drain to the gate) to
point to the back side, giving rise to the front side fringing field. In this scenario, the
part of the field from the drain can directly terminate in the substrate, so the fringing
field through the BOX is minimized. As increasing VBG, the field to the substrate is
repelled by VBG, causing the fringing field through the BOX and field directly from
the drain to the gate. With these fringing field (capacitance), the SS is degraded, and
thus is back-gate bias-dependent.
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Figure 2.22: IDS − VFG characteristics of the devices with SiO2 and HfO2 as the front gate
oxide of EOT = 6 nm. The VBG is biased from −3.6V (right) to 3.6V (left) with the step of
1.2V .

2.4.2 Discussions

Although it has been proved that the CLM could cause a threshold voltage shift
of few tens mV , how it varies with the device structure should be carefully analyzed
to generalize the developed theory.

Front Gate Oxide Configurations

For diverse applications, the gate oxide configurations would be adopted to achieve
the device performance requirement. As mentioned earlier, for high voltage [46] or
image sensor applications [43, 44, 45], a thick EOT is used. Furthermore, the high-κ
gate stack has been widely used in low power applications because thicker physical
oxide thickness (but EOT keeps the same) dramatically reduces the gate tunneling
current [75]. Therefore, revisiting the impact of the CLM on various front gate oxide
scenarios is important.

Fig. 2.22 and Fig. 2.23 show the IDS − VFG plot and the threshold voltage shift
[extracted from TCAD and calculated from (2.14) of devices with the same EOT (=
6 nm) of SiO2 and HfO2. The same EOT means that the vertical electric field is
the same for two devices. However, it can be observed that the device with HfO2 has
amplified threshold voltage shift because the greater physical oxide thickness of HfO2

leads to more fringing field and thus changes the modulated channel length. From
TCAD simulation, at VFG = VTH the modulated channel length is about 95 nm and
the SS are 193 mV/dec and 138.8 mV/dec at VBG = −3.6V and 1.2V , which gives
∆VTH = 53.89mV and 38.76mV using (2.14). The obtained results are reasonable for
the threshold voltage shift shown in Fig. 2.23. In Fig. 2.22, the linear drain currents of
two devices are approximately on the top of each other, while the saturation currents
are clearly separated. This implies that the drain coupling through the front side
fringing capacitance is greater in the HfO2 device.

Fig. 2.23 also shows the threshold voltage shift of devices with various SiO2

thicknesses of 6 and 10 nm and a high-κ gate stack (HfO2 on the top of SiO2) of EOT
= 1.3 nm. As mentioned earlier, the thicker gate oxide (EOT = 10 nm) induces more
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Figure 2.23: Threshold voltage shift of the devices with various front gate oxide configura-
tions. [Symbols: extracted from TCAD; lines: calculated from (2.14)]

Figure 2.24: Threshold voltage shift of the devices with L = 200 and 1000 nm. The front
gate oxide is 6 nm SiO2.

front side fringing field, which degrades the threshold voltage and cause the back-gate
bias-dependence. As reducing the EOT, the vertical electric field becomes stronger
(better gate control), the modulated channel length is reduced to ≈ 40 nm, which
gives 9.45mV threshold voltage shift at VBG = −3.6V according to (2.14). The back-
gate bias-dependence is still present in Fig. 2.23 due to the fringing field, but the
magnitude is significantly suppressed which may not be seen in the experimental data
because of the thermal variation.

Gate Length Scaling

Although the proposed model can quantitatively explain the back-gate bias de-
pendent threshold voltage shift of various oxide configurations based on the CLM, the
gate length effect on the threshold should be explored because of the short channel
effect on DIBL reported in [71]. As shown in Fig. 2.24, the threshold voltage shift is
mitigated by enlarging the gate length. The same calculation as described in previous
section can be applied. The modulated channel length ∆L is 160 nm extracted from

27



CHAPTER 2. MODELING BACK-GATE BIAS EFFECTS IN FDSOIS

Figure 2.25: (a) Threshold voltage shift of devices with EOT of 1.3 nm and L = 20 and 200
nm. (b) Threshold voltage of L = 20 nm device at VDS = 50mV and 3.3V . The dashed lines
represent the regions where the substrate depletion happens in moderately doped substrate.
(Solid symbols: heavily doped substrate 6.5× 1018 cm−3; Open symbols: moderately doped
substrate 6.5× 1017 cm−3)

the simulated results. The ∆L is longer in 1 µm device than in 200 nm device since
200 nm channel and heavily doped drain composes a short diode. The ∆L in 200
nm device is limited by the source potential. The SS of 1 µm device at VFG = VTH
and VBG = −3.6, 1.2, and 3.6V are given by 182.77, 131.5, 174.31 mV/dec and from
IDS − VFG plot. The corresponding threshold voltage shifts are 13.8, 9.94, 13.17mV .
The discrepancy between the proposed model and the TCAD results may come from
the non-uniform spatial charge (current) distribution. Notice that the ∆L is extracted
along the line cut with the highest current. The other current paths are also con-
tributing to the total current and thus complicates the ∆L. Therefore, the CLM
results in the reasonable threshold voltage shift and is considered as the root cause of
the threshold voltage degradation from the gate length of few hundreds nm to µm.

Since the short channel effect and DIBL become stronger as reducing the gate
length, the thin EOT (high-κ gate stack) should be adopted to boost gate control.
Fig. 2.25 (a) shows the threshold voltage shift of the devices with 1.3 nm EOT at
L = 20 and 200 nm. As shortening the gate length, the threshold voltage becomes
monotonic with VBG. The electric field from the drain to the source in the short
channel device can directly penetrate the channel. The threshold voltage shift now is
dominated by the DIBL [71]. The back-gate bias effect comes into picture through the
charge centroid. That is, for nMOSFET more positive (negative) VBG move the charge
centroid toward the back (front) side, degrading (improving) the front gate control.
Interestingly, at −1V < VBG < 1V the threshold voltage shift tends to be flat in L
= 20 nm device. This can be understood by the substrate depletion effect [51]. At
linear drain bias (VDS = 50mV ), the substrate depletion is uniformly present in the
substrate at around −2.5V < VBG < −0.5V as shown in in Fig. 2.25 (b) and Fig.
2.26. Nevertheless, at saturation drain bias (VDS = 3.3V ), the substrate depletion
happens at −1.5V < VBG < 0.5V because the high drain bias induces more depletion
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Figure 2.26: Electron density distribution for L = 20 nm with EOT = 1.3 nm device. The
back-gate bias for both cases is −1.2V . At VDS = 3.3V , the region under the drain is inverted
and affects the center of channel, suggesting that the substrate depletion happens at more
positive VBG compared to that at VDS = 50mV .

charges and inversion charges which help the back-gate to invert the electrical polarity
at the substrate/BOX interface near the drain side. This effect is only obvious in
short channel device since the drain bias is able to push the inversion layer in the
substrate under the drain side toward the center of channel (see Fig. 2.26). Once the
substrate depletion emerges, the threshold voltage becomes less sensitive to the VBG.
When decreasing VBG, the substrate depletion at saturation region happens earlier
(the DIBL would be degraded). However, due to the charge centroid effect, the DIBL
is eased by the more negative VBG, which compensates the substrate depletion effect
and thus the DIBL becomes flat. In contrast, the substrate depletion at linear drain
bias happens later but the DIBL gets better because the threshold voltage does not
increase much with VBG. The substrate depletion effect is reduced by the heavily doped
substrate [51]. It is evident that in Fig. 2.25 the DIBL does not have a flat region with
VBG when the substrate doping is 6.5× 1018 cm−3. The reported DIBL data from [76]
thus can be explained by the mentioned VDS-induced non-uniform substrate depletion
effect.

2.5 Back Gate Bias Dependent Overlap Capaci-

tance Model

2.5.1 Model Description

The space charge distribution of FDSOI MOSFET is firstly studied using TCAD
simulation [2], and then a simple analytical model is developed. The model is verified
by comparing it against TCAD simulations and experimental data. The structure
and doping profile of FDSOI nMOSFET simulated in TCAD are shown in Fig. 2.27
(a). The gate length (LG), front gate oxide thickness (TOX), back gate oxide thickness
(TBOX), body thickness (TSi), and source/drain extension (SDE) length, are 26, 1.25,
20, 6, and 3 nm, respectively. The physical models used in the TCAD simulations
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Figure 2.27: (a) Doping concentration profile in the simulated FDSOI MOSFET with front
and back gate oxide thicknesses of 1.25 and 20 nm, respectively. The space charges in the
source/drain extension (SDE) regions at (b) VBG = 2V , (c) VBG = 0V , and (d) VBG = −2V ,
are with VFG = −0.1V (OFF state) and VDS = 0V .

include doping-dependent mobility with high-field saturation and degradation, SRH,
and density gradient quantization model for electrons and holes (quantum potential)
[2]. The default values parameters in these models are used for simulations. Fig. 2.27
(b)−(d) show the space charges in the source extension overlap region at three different
back gate biases (VBG) of 2, 0, and −2V at the OFF state (VFG = −0.1V ). Due to
the electric field from the back gate, the region of space charge of front gate (namely,
depletion region) spreads further by increasing negative back gate voltage even with
the same VFG, which means that the overlap capacitance will decrease with reducing
VBG. Note that the overlap region is similar to a pMOSFET due to source/drains
opposite doping polarity to bodys, so a negative applied back gate voltage can deplete
the overlap region while forms an accumulation layer in the body region. At the
OFF state bias condition, the front gate also depletes the overlap region. Thus, the
depletion charge in the overlap region is dependent on both front and back gate biases.
An exact solution requires two-dimensional device electrostatics to be solved. The
complex solution of 2-D electrostatics is less desirable for compact modeling purpose
where a simplified solution is preferred. From BSIM4 [11], the amount of charges in
the overlap region on the front gate QOV is written as

QOV = W · LOV · COX1 · VFG +W · COV · q ·NSDE ·Wd/COX1

= W · LOV · COX1 · VFG +W · COX

×

[
VFG − VFBSD − VOV −

1

2
CK

(√
1− 4VOV

CK
− 1

)]
(2.15)
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Figure 2.28: (a) Extracted VOV with various TBOX from the simulated capacitances. The
inset shows the slope of VOV − VBG curves. (b) Comparison of TCAD data (symbols) and
BSIM-IMG model (lines) with equation (2.16). The inset shows the calculated depletion
width.

where W is the device width, LOV is the overlap length for the highly doped SDE
region, COX1 is the front gate oxide capacitance per unit area, COV is the model
parameter for total bias-independent overlap capacitance per unit width, Wd is the
depletion width, CK is the model parameter of overlap capacitance in unit of volt, and
VOV is the effective potential in the overlap region. Hence, the (front) gate capacitance
at the OFF state COFF can be approximately calculated by taking derivative of QOV

with respect to VFG

COFF ≈
∂QFringing + ∂QOV

∂VFG

= W · CF +W · LOV · COX1 +
W · COV√
1− 4VOV

CK

(2.16)

The first term of equation (2.16) is the bias-independent fringing capacitance with the
model parameter CF in unit of F/m. The second term results from the highly doped
SDE region, which is in parallel with the capacitance of the lightly doped region
(the third term). Fig. 2.28 (a) shows the extracted VOV versus VBG curves from the
simulated capacitances for different TBOX by using equation (2.16) and the parameters
used in Fig. 2.28 (b). Fig. 2.28 (a) demonstrates that VOV is approximately linearly
dependent on VBG and can be written as

VOV = (VFG − VFBSD − Vox)−PCOVBS1 ·γ0 · (VBG − VFBSDBG − PCOVBS0) (2.17)

where PCOVBS0 and PCOVBS1 are the model parameters considering the non-
uniformity of the doping profile and the electric field in the overlap region, and γ0 is
defined in (2.4). The first term of equation (2.17) is already used for VFG-dependency
in BSIM4 [11]. The second term of equation (2.17) stands for the coupling of the back
gate to the front gate. As shown in the inset of Fig. 2.28 (a), the slope of VOV − VBG
curve changes with TBOX. For thicker TBOX, the back gate control is much smaller
against the front gate control, resulting in smaller VBG-dependency. Note that VOV
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Figure 2.29: Comparison of measured data and BSIM-IMG model for FDSOI MOSFETs
with (a) short and (b) long channels. The solid and dash lines are for new and old models.
There is no VBG-dependency in gate capacitance in the old model.

will be clamped by

VOV =
1

2

[
(VOV + δ)−

√
(VOV + δ)2 + 4δ

]
(2.18)

where δ is 0.02 V. Equation (2.18) ensures the function continuity when VOV goes
from negative to positive values, since a positive VOV leads to the accumulation in
the overlap region instead of the depletion. Fig. 2.28 (b) shows a good fitting result
with the TCAD data by incorporating equation (2.17) into BSIM-IMG model. The
extracted parameters of CF , LOV , COV , CK , Vox, PCOVBS0, and PCOVBS1, are 200
pF/m, 8.8 nm, 75 pF/m, 0.488 V, 0.1 V, 1.379 V, and 2.091, respectively. Wd is
calculated by using equation (2.15), where NSDE is estimated to be 2.5 × 1019 cm−3,
as shown in the inset of Fig. 2.28 (b). Wd and LOV are around few nm, which are
expected from the simulated device structure.

2.5.2 Results and Discussion

Fig. 2.29 (a) and (b) show the measured data and BSIM-IMG model simulation
results of the gate capacitances as functions of gate voltage for short and long channel
FDSOI MOSFET. The measured data are from the devices fabricated by an industry
lab. In Fig. 2.29 (a), the gate capacitance shows a strong function of the back gate bias
at the OFF state, which was not captured by the previous model with only front gate
bias dependency. With modified VOV model, the back gate bias-dependent behavior
of the gate capacitance at the OFF state can be described because the overlap length
is a great portion of the gate length in the short channel device. In contrast, the long
channel device does not exhibit the back gate bias dependency since the overlap length
is negligible compared with the gate length as shown in Fig. 2.29 (b). Fig. 2.30 shows
the delays per stage of an 17-stage ring oscillator (RO) at different back gate biases with
and without the developed overlap capacitance model. The delay of each inverter can
be obtained by using the RO frequency, which is given by 1/(2× 17× inverter delay).
The delay error for each stage could be up to 12.5 % if the back gate bias-dependent
overlap capacitance is not considered. The nFET and pFET in an inverter of the RO
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Figure 2.30: Delays per stage of an 17-stage ring oscillator (RO) at various back gate biases
with new and old back gate bias-dependent overlap capacitance. The CMOS inverter consists
of the short channel FDSOI MOSFETs with the same parameters used Fig. 2.29 (a).

have the symmetric drain currents by tuning the gate workfunction of pFET (see the
inset of Fig. 2.30). At the same bias condition, the drain currents are the same with
and without the proposed overlap capacitance. Thus, the discrepancy of the delays
between new and old models results from the capacitance. Interestingly, when VBG is
greater than 1 V, the delays with and without the proposed model are approximately
the same. This is because a positive VBG reduces the threshold voltage (the curve
is shifted to the left (right) for n(p)FET), resulting that the nFET and pFET are
always operated in the strong inversion where the overlap capacitance is insignificant.
Furthermore, the delay increases with reducing VBG because of higher threshold voltage
and lower drive current.

2.6 Conclusion

Back-gate bias-dependent effects, including GIDL, gate tunneling leakage, dual
mobility, and non-monotonic DIBL, in FDSOIs are analyzed and modeled in this
Chapter. Since the back-gate bias affects the electrostatics in the channel and front
gate oxide, all the carrier transport, leakage currents, overlap capacitance, and elec-
trical performances would exhibit VBG-dependence.

The VBG-dependence in leakages (GIDL and gate leakages) can be modeled using
effective front gate biases based on the models implemented in BSIM-IMG, which has
been validated with the silicon data shown in Section 2.2. In FDSOIs with thick front-
gate oxides for high-voltage and image sensor applications, the back-side inversion
effect is evident since the amount of front channel charge is not much greater than
that of back channel. Hence, the drain current is constituted from the front and back
channels, and both front and back mobilities are crucial for the transconductance. Dual
mobilities discussed in Section 2.3 can be linked by charge-based weighting function,
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and the compact model has been validated by TCAD simulations and silicon data
from different technologies. Both VBG-dependent leakages, and dual mobility models
have been implemented into BSIM-IMG. In Section 2.4, the non-monotonic DIBL
with VBG is found due to the channel length modulation (CLM) enhanced by the
fringing field through the front-gate oxide and BOX. The impact of different gate
stack configurations on DIBL are also examined using TCAD simulations, and the
proposed explanation holds well. In Section 2.5, the back-gate bias-dependent overlap
capacitance model is developed based on the model from BSIM4. By introducing back-
gate bias into the overlap voltage in BSIM-IMG, the model shows good agreement with
TCAD simulation and experimental data.
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Chapter 3

Modeling Leakages in Advanced
CMOSFETs

3.1 Introduction

Continuously scaling the gate length of MOSFET over few decades significantly
improves the performance of circuit applications. However, this leads to servere power
consumption issues and should be avoided. For example, the gate leakages and GIDL,
modeled in FDSOIs in Chapter 2, can be eliminated by introducing high-κ and en-
gineering lightly doped drain (LDD) structure [77]. There are also various types of
leakages in MOSFETs and FinFETs, such as drain-to-body/source-to-body junction
leakage currents and impact ionization currents. These leakages have been modeled in
BSIM-BULK, BSIM-IMG, and BSIM-CMG. However, it is important to consider the
leakage path between the source and the drain beneath the channel, which has not
received much attention in the literature [78, 79, 80]. Zhu et al. [81] have analyzed
the punchthrough currents and corresponding potential distribution for long-channel
MOSFET at high drain voltage but lacked a suitable model for circuit simulation.
Although the heavily doped substrate and the employment of the halo doping could
suppress the punchthrough effect, they may result in significant band-to-band tun-
neling current through drain/source-body junctions [82]. Furthermore, even though
there is a parasitic bipolar-junction transistor (BJT) comprising source-body-drain
(emitter-base-collector) in the MOSFET [83], it is generally impossible to attribute
the OFF-state leakage current to BJT current, because body-source (base-emitter)
junction is not forward biased. In addition to the MOSFETs, the leakage current
underneath the fin (channel) at OFF-state is also observed in FinFETs [84]. Thus, it
is crucial to have an insight into the physics of leakage current via the path beneath
the channel and the corresponding compact model implemented in BSIM-BULK.

Nowadays, the state-of-the-art 7nm technology node has been proposed [85, 86].
Although multi-gate transistors improve electrostatic control of gate, ultimately the
source-to-drain direct tunneling (SDT) is inevitable [87, 88, 89] even gate control is
still good, which sets the limitation for device scaling. Although analytical models
are given in [89, 90], the brute force integration in their models are the limitation for
the compact model purpose. To evaluate the impact of SDT current on the circuit
applications, a compact model of this current component is required in BSIM-CMG.
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Figure 3.1: (a) Simulated structure of nMOSFET with doping concentration. (b) Simulated
IDS − VGS curves for different values of LG at VDS = 0.1V and VS = VB = 0V . It shows
that the subsurface leakage current at the accumulation bias region increases as the value of
LG reduces.

3.2 Sub-Surface Leakages in MOSFETs

3.2.1 Model Description

The nMOSFET structure simulated in Sentaurus TCAD [2] with gate oxide thick-
ness Tox = 2 nm, Nsub = 1017 cm−3, is shown in Fig. 3.1 (a). The peak value of
Gaussian doping profile of source (drain) is 1020 cm−3, while that of source (drain)
extension is 1019 cm−3 in order to minimize the GIDL effect. The physical mod-
els used in simulations include doping-dependent mobility with high-field saturation
and degradation, van Dort quantization, ShockleyReadHall, and Schenk band-to-band
tunneling models [2]. Note that we choose the zero-threshold-voltage devices because
they have low doping [91], and the subsurface leakage phenomenon is highly visible in
these devices, which will be discussed later. The zero threshold voltage devices can
be used in electrostatic discharge and I/O as well as some analog/RF applications
[91, 92]. Fig. 3.1 (b) shows the simulated drain current versus gate-to-source voltage
characterization for nMOSFETs for different gate lengths at VDS = 0.1V . It can be
observed that there is an approximately gate bias-independent (in a log scale) leakage
current in the strong accumulation bias region and depends on the gate length. This
leakage current cannot be explained by GIDL, p-n (drain-to-body) junction leakage,
or parasitic BJT current. The GIDL current should increase as the gate bias becomes
more negative and it can be effectively suppressed by LDD structure [77]. Further-
more, the p-n (drain-to-body) junction leakage in reverse bias is generally independent
of the gate length [93]. Parasitic BJT current cannot also be considered in this case
because source-body junction is not forward biased. Therefore, a new model should
be developed to capture this leakage current by taking the key device parameters into
account.

Drain-to-Source Voltage and Gate Length Dependence

Fig. 3.2 (a)-(c) shows the contour plots of electron currents for the devices with
the gate length of 30, 50, and 70 nm at VGS = −3V and VDS = 0.1V , respectively.
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Figure 3.2: Contour plots of the electron current density for nMOSFET with the gate length
of (a) 30, (b) 50, and (c) 70 nm at VGS = −3V , VDS = 0.1V , and VS = VB = 0V . The
junction depths of source/drain and their extensions are 120 and 20 nm, respectively.

It can be observed that there are electron current paths at a distance away from
the Si/SiO2 interface which we define as subsurface leakage current. Moreover, the
subsurface leakage current is gate length-dependent, as shown in Fig. 3.1 (b). This
can be directly attributed to the barrier lowering induced by VDS, which is similar to
drain-induced barrier lowering effect [64] but at the different depths. For a shorter
channel device, even a small VDS can sufficiently reduce the barrier height between
the source and the drain, so that the electrons are able to surmount the barrier from
the source side and the corresponding current will be similar to the diode current
form. Fig. 3.3 (a) shows the conduction band diagram and the extracted barrier
height lowering (see the data in black in the inset) at the local minimum of conduction
band due to VDS of the device with LG = 50 nm from the TCAD simulations. We
approximate the barrier change as a linear function for simplification

∆V = ASSL · VDS (3.1)

where ASSL (dimensionless) is a fitting parameter defined as barrier-change coefficient
that is obtained from the TCAD data. We consider the gate length-dependence of the
subsurface leakage current to be exponential relationship from the observation in Fig.
3.3 (b), which shows that the slopes in a log scale for different VDS values are approx-
imately the same. In addition, Fig. 3.3 (c) shows that the drain current exponentially
depends on VDS, although the curves are slightly deviating from exponential behavior
at high VDS due to nonlinear barrier height lowering shown in the inset of Fig. 3.3
(a) (black). The root cause of this nonlinear effect comes from the space-charge effect
influenced by the high injection current, because the injected electrons can screen out
the electric field provided by the drain terminal and hence decrease barrier height
lowering [94]. The data in red in the inset of Fig. 3.3 (a) fortify the above hypothesis.
If the mobility is low enough to reduce the drift current across the drainbody reverse-
biased junction, the barrier height lowering will be much more linear, implying that
the injected electrons actually are able to affect the electrostatics. Nevertheless, the
linear approximation is still adopted for simplification. Thus, the subsurface leakage
current can be expressed as

IDS,leakage = CSSL · e−BSSL·LG ·
(
e

ASSL·VDS
Vt − 1

)
·W (3.2)

where W is the device width in units of m, Vt is the thermal voltage (= kBT/q), and
BSSL and CSSL in units of m−1 and A/m are the variables called inverse characteristic
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Figure 3.3: (a) Conduction band diagram of device with LG = 50 nm at different values of
VDS but at fixed VGS = −3V and VS = VB = 0V at a depth of 50 nm away from Si/SiO2

interface where there is a local minimum of barrier height along the vertical direction. Inset:
barrier lowering extracted from the band diagram (black) and from low-mobility simulation
for low space-charge effect (red). (b) IDS − VGS curves of device with LG = 60 nm for
different values of VDS . Inset: drain current at VGS = −3V versus gate length for different
values of VDS . (c) Drain and source currents versus drain voltage curves for different values
of LG.
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Figure 3.4: (a) Conduction band diagram in the vertical direction (from gate to substrate)
and the lateral direction (from source to drain) (inset). (b) Barrier height reduction for
different gate voltages extracted from (a). Hyperbolic tangent function approximation (red)
is used in the model. As VGS is close to VTH , the electron density near the surface grows
up dramatically, meaning that the barrier height reduction (band bending) leads to normal
transistor current.

length and intrinsic leakage that will be discussed later. It should be noted that (3.2)
guarantees that the leakage current must be zero when VDS = 0. Furthermore, if
LG is long enough [for example, LG > 70 nm, as shown in Fig. 3.3 (c)] to decouple
the source and the drain, the source current is much smaller than the drain current
and, the drain current is almost independent of LG, meaning that the reverse-biased
junction leakage dominates the drain current, as shown in Fig. 3.3 (c).

Impact of Gate-to-Source Voltage

As the gate voltage sweeps from the strong accumulation bias to around the flat-
band voltage (VFB), the local minimum of conduction band decreases further and
moves toward the Si/SiO2 interface [see Fig. 3.4 (a) (dashed arrow)], which means
that the leakage current is gate voltage-dependent at the transition region from accu-
mulation to weak inversion. Before the accumulation layer is completely formed, the
gate field can penetrate into the substrate, leading to VGS-dependent barrier height
reduction. If the accumulation layer is built, the gate electric field will be screened
out by the accumulated holes, resulting in VGS-independent behavior. Nevertheless,
the VGS-dependent effect will no longer be prominent when VGS is close to or higher
than the threshold voltage (VTH). In other words, if the channel is inverted, the sub-
surface leakage would mix with the normal transistor current and is negligible. Fig.
3.4 (b) shows that the barrier height reduction due to VGS increases exponentially for
more positive VGS with respect to VGS = −3V . However, the presence of the normal
transistor current is not considered in the extraction of the barrier height reduction in
Fig. 3.4 (b). The reduction should gradually saturate when VGS is close to or higher
than VTH , where the band bending is for the formation of electron inversion layer.
We model VGS effect on barrier height change as an exponential function inside the
hyperbolic tangent function

∆φ = DSSL · tanh
[
eESSL·(VGS−VTH)

]
(3.3)
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Figure 3.5: IDS − VGS curves for nMOSFET with LG = 30 nm at VDS = 0.1V and VS =
VB = 0V for different Nsub values. Inset: IDS at VGS = −3V and VDS = 0.1V for different
values of LG and Nsub.

where DSSL and ESSL in units of V and V −1 are the VGS-associated fitting parameters
that can be determined from the TCAD data, as shown in Fig. 3.4 (b). The threshold
voltage (VTH) will be automatically calculated by BSIM-BULK model [3]. Therefore,
from (3.2), the subsurface leakage current can be rewritten as

IDS,leakage = CSSL · e−BSSL·LG · e
∆φ
Vt ·

(
e

ASSL·VDS
Vt − 1

)
·W (3.4)

Substrate Doping and Temperature Dependence

In the TCAD simulation results of Fig. 3.1 (b), the uniform substrate doping
Nsub is adopted for simplification. It is evident that in Fig. 3.5, the subsurface leakage
current is inversely proportional to Nsub, because a heavily doped substrate can reduce
the depletion width of source- and drain-to-body and, hence, coupling. However, if
Nsub is high enough (for example, 1018 cm−3), the GIDL current can overwhelm the
subsurface leakage current in the drain current due to high electric field [82, 64]. Thus,
we only plot the source currents in Fig. 3.5 in order to get rid of the GIDL currents and
make the subsurface leakage current clear. If Nsub is not fairly high, based on Fig. 3.5
(inset), the leakage currents at VGS = −3V are still linear but with different slopes in
a log scale for different Nsub values, which implies that the doping effect can be simply
modeled by letting the variables BSSL and CSSL be doping concentration-dependent
with respect to 1023 (m3)

BSSL = BSSL0

(
Nsub

1023

)EXP1

CSSL = CSSL0 · exp

[
−
(
Nsub

1023

)EXP1
]

where Nsub is in units of m−3, and BSSL0, CSSL0, and EXP1 are the fitting param-
eters. If the doping concentration between the source and the drain is high enough
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Figure 3.6: IDS − VGS curves for nMOSFET with LG = 45 nm at VDS = 0.1V and VS =
VB = 0V for different T values. Inset: IDS at VGS = −3V and VDS = 0.1V for different
values of LG and T .

to avoid coupling of the drain-to-body and source-to-body junction depletion regions,
the subsurface leakage current can be blocked by the barrier. A complicated doping
profile can also suppress the leakage. For example, carrying out the halo implantation
and adopting the retrograde doping can suppress the leakage current. It is worth not-
ing that although the substrate doping profile in a real device is sophisticated so that
the VDS dependence is not significant, as shown in Fig. 3.3 (b), the barrier-change
coefficient ASSL can be set to a small value for matching the experimental data.

In addition to Nsub, the temperature dependence should also be included in the
model. Due to more energetic electrons at higher temperature passing the barrier, the
subsurface leakage would increase as the temperature rises, as shown in Fig. 3.6. Fig.
3.6 (inset) shows the leakage current versus gate length curves for different tempera-
tures, and it can be observed that they are linear functions but with different slopes in
a log scale for different temperatures just like Nsub effect, so a fitting parameter EXP2
is introduced to capture the temperature effect. As a result, variables BSSL and CSSL
can finally be expressed as

BSSL = BSSL0

(
Nsub

1023

)EXP1(
300

T

)EXP2

(3.5)

CSSL = CSSL0 · exp

[
−
(
Nsub

1023

)EXP1(
300

T

)EXP2
]

(3.6)

where T is in units of K. From (3.4), the complete form of subsurface leakage current
is

IDS,leakage = CSSL (Nsub, T ) · e−BSSL(Nsub,T )·LG · e
∆φ
Vt ·

(
e

ASSL·VDS
Vt − 1

)
·W (3.7)

3.2.2 Results and Discussion

The model of subsurface leakage current (3.7) and related parameters is incor-
porated in the BSIM-BULK model. Fig. 3.7(a) and (b) show the comparison of the
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Figure 3.7: Comparison of TCAD and BSIM-BULK with (3.7) for nMOSFET with LG =
60 nm at VS = VB = 0V for (a) different values of VDS and (b) different temperatures.

Figure 3.8: Contour plots of the electron current density for LG = 30 nm nMOSFET with
(a) Xj = 120 nm and Tox = 2 nm (for reference), (b) Xj = 60 nm and Tox = 2 nm, and (c)
Xj = 120 nm and Tox = 4 nm at VGS = −3V, VDS = 0.1V , and VS = VB = 0V .

TCAD simulation data with the SPICE simulation results for different VDS values
(from linear to saturation bias regimes) and temperatures for an nMOSFET with the
gate length of 60 nm, the device width of 1 µm, the substrate doping of 1017 cm−3, and
the gate oxide thickness of 2 nm, respectively. Fig. 3.7 (a) and (b) are with the same
set of fitting parameters. The developed model exhibits good match with the TCAD
simulation data. The VGS effect appears at around flat-band voltage VFB(≈ −1V ) and
is successfully included in model. Equation (3.7) captures not only the barrier lowering
due to VDS but also the current increment caused by rising temperature. It is worth
noting that the influence of the junction depths Xj of source and drain is not explic-
itly modeled in this paper. As Xj is shallower, the leakage path is much closer to the
surface and the leakage is suppressed because of better gate control, as shown in Fig.
3.8. The junction depth effect can be included by adjusting the intrinsic leakage CSSL
and barrier-change coefficient ASSL. Nevertheless, a shallow junction could result in
higher series resistance and thus degrade the device performance. In addition to Xj,
the gate oxide thickness would also affect the subsurface leakage current. If the gate
oxide is thicker (less gate control), the subsurface leakage current would be prominent,
because drain/source-body capacitance overcomes the gate capacitance, as shown in
Fig. 3.8 (c), even though the halo doping or the retrograde doping is adopted (not
shown). Similar to Xj, the gate oxide effect can be captured by adjusting CSSL and
ASSL to suitable values.
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Figure 3.9: Electron potential energy profile of a transistor. The yellow and blue regions
represent source/drain and channel, respectively.

3.3 Source-to-Drain Tunneling Leakages in Sub-10

nm Devices

3.3.1 Model Description

Intraband Tunneling With Quadratic Potential Barrier

The source-to-drain tunneling (SDT) appears when the potential barrier height
and the width of the channel are small enough, i.e., for very short channel length.
The drain bias could affect the electrostatics in the channel against the gate so that
the potential as well as tunneling probability are drain- and gate-bias dependent. To
evaluate the SDT current, the Landauers equation is adopted [21]

ISDT =
2q

h

∫
M (E)T (E) [fS (E)− fD (E)] (3.8)

where q is the charge, h is the Plancks constant, M is the 2-D conduction mode [21],
T is the tunneling probability, and fS(D) is the Fermi distribution function at source
(drain). The probability of a carrier to tunnel through a potential energy barrier V (y)
can be estimated using Wentzel-Kramers-Brillouin (WKB) approximation

T (E) = exp

[
−2
√

2m∗

h̄

∫ y1

y0

√
V (y)−Kdy

]
(3.9)

where m∗ is the effective mass, h̄ is the reduced Plancks constant, K is the energy
of the carrier (−E as defined in Fig. 3.9), and y0 and y1 are defined in Fig. 3.9 and
are the positions where the potential energy is equal to the kinetic energy. Although
the WKB approximation (3.9) may overestimate the tunneling current due to the
complex band structure and wave function mismatch at the high field region [95, 96,
97, 98, 99, 100, 101], for compact model purpose the WKB approximation is used to
capture the general dependence on biases and gives a simple analytical equation which
is good for the simulation speed. The potential profile in a short channel device can
be approximated as a quadratic function [102], as shown in Fig. 3.9

V (y) = a+ by + cy2 (3.10)

43



CHAPTER 3. MODELING LEAKAGES IN ADVANCED CMOSFETS

with boundary conditions 
V (y = 0) = Vbi

V (y = L) = Vbi + VDS

V (y = ymin) = Vmin

(3.11)

Hence, three variables a, b, and c are determined
a = Vbi

b = − yminVDS
L(L−ymin)

+ L(Vmin−Vbi)
ymin(L−ymin)

c = VDS
L(L−ymin)

− (Vmin−Vbi)
ymin(L−ymin)

(3.12)

At y = ymin, the potential has a local minimum, which gives

ymin = L ·

√
Vbi−Vmin

Vbi+VDS−Vmin

1 +
√

Vbi−Vmin

Vbi+VDS−Vmin

(3.13)

In (3.11), the minimum potential in the channel is expressed as

Vmin = VGS − VFB − Vox −∆VTH,DIBL + α (3.14)

where α is the model parameter to capture nonuniform doping at the source (drain)-to-
channel junctions because graded doping may effectively affect the barrier, VFB is the
flat band voltage, Vox is the oxide voltage calculated by BSIM-CMG core model which
automatically includes the quantum effect [14], and ∆VTH,DIBL is threshold voltage
shift due to drain-induced barrier lowering (DIBL) and is modeled as [14, 15, 103]

∆VTH,DIBL = −0.5 · β · VDS

cosh
(
γ · L

λ

) (3.15)

where β and γ are the model parameters to increase the model flexibility for various
technologies [14], and λ is the characteristic length [15, 104]. The subthreshold swing
degradation due to the interfacial quality and electrostatics control is captured in
Vox via the gate transfer factor capacitor divider model [14]. Using the analytical
expression of the channel potential energy profile, the integration in (3.9) can be
carried out (where the electron is with energy −E) and the tunneling probability is

T (E) = exp

[
−2
√

2m∗

h̄
· π (E − qVmin)

2
√
q · c

]
(3.16)

Fig. 3.10 shows the tunneling probability as a function of energy from the top to
the bottom of the channel potential barrier in a device with gate length of 5 nm for
different materials: Si, Ge, and InAs. As drain bias increases, the barrier is pulled
down and thus the tunneling probability increases. Furthermore, the effective mass
also affects the tunneling probability. The carrier with lighter effective mass has more
wave nature, which gives higher tunneling probability as predicted in (3.16). The
tunneling probability generally increases exponentially with the energy level from the
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Figure 3.10: Calculated tunneling probability versus energy for the device with gate length
of 5 nm. The energy ranges from the top to the bottom of the potential barrier.

bottom of the barrier, which is in agreement with the results considering the complex
band structure [89]. In Fig. 3.10, it shows that Si FinFET suffers less SDT and
thus has better subthreshold slope [95], although the materials with lighter effective
masses and thus higher mobilities are always adopted to boost the current [89, 105].
Note that the same electrostatic potential is assumed for these three materials in Fig.
3.10 for comparison. At high VGS, the quadratic potential approximation will not
be accurate, because the potential barrier from the top toward the drain becomes
linear [106]. The tunneling probability with the quadratic potential in this scenario
could be overestimated. However, at high VGS, the barrier is low and the tunneling
window is narrow so that around the top of barrier the linearity will not affect the
total integration much if the quadratic function is assumed.

Based on the energy coordinate system shown in Fig. 3.9, the upper and lower
limits of the integration in (3.8) are qVbi and qVmin. With that, (3.9) becomes

ISDT =
2q

h

∫ qVbi

qVmin

M (E)T (E) [fS (E)− fD (E)] (3.17)

and the two-dimensional conduction mode M , which is associated with the average
velocity of the carrier and the density of states (DOS) [107, 108], and Fermi distribution
functions are 

M (E) = W · gv ·
√

2m∗(qVbi−E)

πh̄

fS (E) =
[
1 + exp

(
qVbi−E
kBT

)]−1

fD (E) =
[
1 + exp

(
qVbi+qVDS−E

kBT

)]−1

(3.18)

where W is the device width and gv is the valley degeneracy [107]. Since there is no
analytical expression for (3.17), a numerical technique called the Gaussian quadrature
method is introduced to complete the integration [7]. This method states that an
integral of a well-behaved function can be expressed as a summation by choosing
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Table 3.1: Example weight and abscissa for Gaussian quadrature for N = 6

i Weight wi Abscissa xi

1, 2 0.3607615730481386 ±0.6612093864662645

3, 4 0.4679139345726910 ±0.2386191860831969

5, 6 0.1713244923791704 ±0.9324695142031521

specific weights and abscissa [109]

∫ m

n

f (x) dx ≈
N∑
i=1

wif

(
(m− n) ζi + (m+ n)

2

)
(m− n)

2
(3.19)

where m and n are the upper and lower limits, N is the number of Gaussian points,
w is the weight, and ζ is the abscissa. An example table of w and ζ for N = 6
is shown in Table 3.1. N in this model is 6, which gives accurate results [21]. By
the Gaussian quadrature method, (3.17) is carried out easily without making further
approximations.

Simplification of Model Equation

Although the Gaussian quadrature method enables complex integration, however,
the speed of the simulation would be reduced, which is undesirable in the case of the
tunneling model for compact model purpose. The simplification is required based on
some approximations. Due to the drain voltage, the energy level corresponding to the
tunneling is far away from the drain Fermi level. Thus, the Fermi distribution of the
drain side is assumed to be zero, and the Boltzmann approximation is applied to the
source side. Hence, the integration of (3.17) becomes

ISDT ≈
4qWgv

√
2m∗

h2
exp

[
−πq
√

2m∗

h̄
√
q · c

(Vbi − Vmin)

]
ffermi

×
∫ q(Vbi−Vmin)

0

√
x · exp

[
−1

q

(
q

kBT
− qπ

√
2m∗

h̄
√
q · c

)
x

]
dx (3.20)

where ffermi is to ensure zero current at zero drain bias [110]

ffermi = 1− 2

1 + exp
(
qVDS
kBT

) (3.21)

For Si device with gate length of 5 nm, the coefficient of the exponent in the integration
q

kBT
− qπ

√
2m∗

h̄
√
q·c is much greater than 0, which means that the function in the integration

would decrease quickly. Thus, the upper limit of the integration in (3.20) can be
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Figure 3.11: Comparison of simplified model and Gaussian integration (N = 6).

replaced with infinity, so the integration is carried out analytically

ISDT ≈
4qWgv

√
2m∗

h2
exp

[
−πq
√

2m∗

h̄
√
q · c

(Vbi − Vmin)

]
ffermi

× q
3
2 ·

(
q

kBT
− qπ

√
2m∗

h̄
√
q · c

)− 3
2

·
√
π

2

≈ 2qWgv
√

2m∗π

h2
(kBT )

3
2 exp

[
−πq
√

2m∗

h̄
√
q · c

(Vbi − Vmin)

]

×

(
1 +

3π
√

2m∗kBT

2h̄
√
q · c

)
ffermi (3.22)

For the compact model purpose, (3.22) is further rewritten as

ISDT = ASDT ·W · exp

[
−BSDT√

c
(Vbi − Vmin)CSDT

]
·
(

1 +
3Vt · BSDT

2
√
c

)
·ffermi (3.23)

where ASDT, BSDT, and CSDT are the model parameters, and Vt is the thermal volt-
age kBT/q. Fig. 3.11 shows the comparison of (3.23) with (3.17) using the Gaussian
integration. Fine-tuning parameters for (3.23) matches (3.17) well and has more flexi-
bility which is desirable for compact model purpose. Note that both (3.17) and (3.23)
are implemented into BSIM-CMG. Fig. 3.12 shows the speed of (3.17) and (3.23)
compared with BSIM-CMG without SDT model. With simplification, the speed is
improved by 5 times (from +16.4% to +3.3%). Therefore, the simplified equation is
adopted.

3.3.2 Results and Discussion

The model is implemented into industry standard model BSIM-CMG where the
simulation results are shown in Figs. 5−7. Fig. 3.13 shows the SDT current from the
model versus VGS for various gate lengths. The SDT current decreases exponentially
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Figure 3.12: Speed comparison of BSIM-CMG without and with SDT models.

Figure 3.13: SDT current versus VGS for gate lengths from 5 to 15 nm in a Si nanowire
GAA transistor with diameter of 4 nm and effective oxide thickness (EOT) of 1 nm. The
parameters used in simulation are the same as in Fig. 3.15.
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Figure 3.14: SDT current versus VGS for VDS = 0.1, 0.2, 0.3, 0.4, 0.5, and 0.6 V in a Si
nanowire GAA transistor with diameter of 4 nm, gate length of 5 nm, and EOT of 1 nm.
The parameters used in simulation are the same as in Fig. 3.15.

with the gate length because the bias-dependent function c in (3.12) is inversely propor-
tional to the gate length square. It can be observed that when the gate length is longer
than 10 nm, the SDT becomes less important compared to the normal transistor cur-
rent. Fig. 3.14 shows the tunneling current for different drain biases. As the drain bias
increases, the potential barrier is reduced and hence boosts the tunneling probability.
Fig. 3.15 shows the model validation with the full-band atomistic quantum trans-
port simulation data of the Si nanowire gate-all-around (GAA) transistors [95]. The
extracted model parameters relevant to the SDT current are ASDT = 1.0023 × 104

(A/m), BSDT = 6.15 × 109 (m−1V −0.5), CSDT = 1.11, α = 0.3 (V ), β = 1, and
γ = 0.4. For L = 5 nm, the total current has ≈ 96.3% tunneling current at OFF-
state (VGS = 0V, VDS = 0.6V ) and ≈ 33.5% at ON-state (VGS = 0.5V, VDS = 0.6V ),
indicating the scaling limit of the transistor. For L = 15 nm, the tunneling current is
negligible compared to the drift-diffusion current. The subthreshold slope is degraded
from 63 to 90 mV/dec as scaling L from 15 to 5 nm. Although the subthreshold slope
can be matched using the interfacial capacitance-related parameters [14], there is no
reason assuming an ultra-scaled device has significantly inferior interfacial quality. The
short channel effect could come into the picture when the gate length is scaled [14]. In
Fig. 3.15, the total current without the SDT current is also shown. The subthreshold
slope is 78.6 mV/dec, indicating that the short channel effect is insufficient to explain
the subthreshold slope degradation. In addition, when scaling the gate length, the fin
thickness or even the device geometry will be changed to suppress the short channel
effect and improve the subthreshold slope. For example, a tri-gate transistor of 14-nm
technology is reported with subthreshold slope of 61 mV/dec [111]. Therefore, the
SDT current is a reasonable cause for the subthreshold slope degradation in an ultra-
scaled device. To extract the model parameters of the SDT current, one may start
from the shortest length with good electrostatics control among devices with multiple
gate lengths to get accurate model parameters for subthreshold slope degradation due
to the short channel effect and interfacial quality. Then, for even shorter gate length
device, the model parameters of the SDT current are used to fit the data. For instance,
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Figure 3.15: Drain current versus VGS for gate lengths of 5 and 15 nm in a Si nanowire
GAA transistor with diameter of 4 nm. Symbols: simulation from [95]. Lines: proposed
model (Solid: total current with tunneling. Dashed: tunneling only. Dotted: total current
without tunneling).

in Fig. 3.15 the classical subthreshold slope degradation parameters are extracted first
from L = 15 nm device, and then the SDT current parameters are adjusted to capture
the subthreshold region for L = 5 nm device.

The hole tunneling from the drain conduction band to the source valence band
is neglected. If the bandgap is larger than VDS which is low in ultra-scaled FET,
this leakage component can be avoided [89]. Although the surface orientation for the
transport effective mass would affect the tunneling probability [105], only one effective
mass captured by the model parameters is considered to simplify the compact model.
Note that in our model the channel length is assumed to be the same as the gate
length. To suppress the SDT, one may use the gate underlap structure to effectively
increase the channel length [6, 112] but it may degrade the ON current due to worse
series resistance. As a result, the compact model of the SDT is needed to evaluate the
circuits using ultimately scaled transistors.

3.4 Conclusion

In this Chapter, the leakages in ultra-scaled MOSFETs and FinFETs, including
sub-surface leakage and source-to-drain tunneling, are discussed and analyzed. In Sec-
tion 3.2, a subsurface leakage current model is developed phenomenologically based on
the TCAD simulation. The subsurface leakage current is generally caused by the bar-
rier height reduction between the source and the drain influenced by VDS at a distance
from the Si/SiO2 interface. VGS can also affect the barrier height but only significant
near VFB. As gate length is scaled down, the current increases due to stronger source
to drain coupling. Furthermore, Nsub and T are the important factors. When Nsub

becomes heavier, the depletion widths of junctions reduce and hence lower leakage
current. As T rises, there are more electrons with enough energies to surmount the
barrier, so that the leakage current increases further. The above effects are success-
fully included in the developed model. Finally, the model is implemented into the
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BSIM-BULK model and is in good agreement with the TCAD simulation for different
VDS values and temperatures.

In Section 3.3, a compact model of the SDT current is presented. The tunneling
current is evaluated by Landauers equation where the conduction modes, WKB-based
tunneling probability to capture the essential bias dependence, and Fermi distribution
function are considered. Using the Gaussian quadrature technique, Landauers equation
is calculated without approximations. In order to further improve the simulation speed,
the formula of the SDT current is simplified. The proposed model is incorporated with
the industry standard model BSIM-CMG, and is validated by the GAA FinFET data
from the atomistic quantum transport simulations.
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Chapter 4

Compact Model of Tunnel FETs

4.1 Introduction

Tunnel FET (TFET) is a promising candidate for low power applications [113, 114]
due to its potential to be operated at very low VDD due to its steep subthreshold slope
(< 60 mV/dec) and thus very low switching energy [115, 116]. The steep subthresh-
old slope of TFET comes from the tunneling mechanism happening at source/channel
junction, which does not rely on the charge distribution obeying the Boltzmann tail.
The experimental results have shown the capability of having sub-60 mV/dec in sub-
threshold slope in Si TFET [31] and InGaAs TFET [117]. In order to explore the
TFET-based circuit, a robust compact model is required. Although compact mod-
els of TFETs are available in the literature [110, 118, 119, 120], the electric field of
the tunneling junction is always assumed to be constant over the energy range in the
junction, resulting in inaccurate tunneling probability. To take nonuniform electric
field into account, the tunneling current should be described by Landauer equation
[121], which sums up all possible tunneling paths over the tunneling window. How-
ever, brute force integration of the Landauer equation for tunneling probability and
carrier distribution is numerically inefficient [122, 123]. In this Chapter, to overcome
this numerical challenge, we apply the Gaussian quadrature method [109] for the first
time to develop compact model of tunnel devices. This enables us to directly integrate
Landauer equation with WentzelKramersBrillouin (WKB)-based tunneling, Fermi dis-
tribution function, and band edge tailing, resulting in a more accurate and predictive
compact model.

4.2 Core Model

4.2.1 Surface Potential and Charge

The TFET in this model is treated as a tunnel diode in series with an MOSFET
[110]. Because the tunneling current is much smaller than the drift-diffusion current in
the MOSFET, the TFET current is generally limited and determined by the tunneling.
Instead of using Kane’s model with a constant electric field across the tunnel junction
as in literature [110, 118, 119, 120], the TFET band-to-band tunneling current at the
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Figure 4.1: (a) Multigate TFET. TFIN is the fin thickness and D is the nanowire diameter.
(b) Band diagram when device is ON.

tunnel junction in this paper is described by Landauer equation [121]

I =
2q

h

∫
M (E)T (E) [fS (E)− fCH (E)] dE (4.1)

where M is the dimensionless number of the conduction (tunneling) modes, T is the
tunneling probability, and fS and fCH are the Fermi distribution functions of source
and channel

fS (E) =
1

1 + exp
[

(EFS−E)
kBT

] (4.2)

fCH (E) =
1

1 + exp
[

(EFS+qVDS−E)
kBT

] (4.3)

Fig. 4.1 shows the schematic of a multigate TFET and its band diagram in the
ON-state. In order to calculate the tunneling probability, the potential profile of
sourcechannel junction is required. The electrostatics can be solved from Poisson
equation with boundary conditions set in Fig. 1 and continuous electric field at x = 0
[122, 124, 125], resulting in the following potential expression of each region:

ψS1 (x) =
qNS

2εS
(x+ L1)2 (4.4)

ψS2 (x) = (VGS − VFBS)− (VGS − VFBB − ψCH)

2
exp

(
x− L2

λ

)
(4.5)

where NS is the source doping concentration, εS is the source permittivity, VFBS and
VFBB (= VFBS + Vbis) are the flat-band voltages of the source and channel, Vbis is
the built-in potential of the source-channel junction, λ is the characteristic length
determined by the device geometry [104], ψCH is the surface potential in the channel,
which is determined by both VGS and VDS [122, 126] using the BSIM-CMG model [14],
and L1 and L2 are the high-field region widths in the source and channel give by

L1 =

√
2εSψS (0)

qNS

(4.6)
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Figure 4.2: Surface potential profiles at various biases in a DG InAs FET. The model results
are in good agreement with TCAD simulations.

Figure 4.3: (a) Comparison of proposed model and TCAD simulated data [124] for the
terminal charges in an DG InAs TFET. (b) CDG of TFET with various VDS .

L2 = λ ln

[
2 · (VGS − VFBS − ψS (0))

VGS − VFBS − Vbis − ψCH

]
(4.7)

where

ψS (0) =−
√

(VGS − VFBB − ψCH)2 + 2 (VGS − VFBS) Φ + Φ2

+ (VGS − VFBS + Φ) (4.8)

Φ =
qNSλ

2

εS
(4.9)

Fig. 4.2 shows the model results of the surface potential profiles at various VGS in a 40-
nm double-gate (DG) InAs TFET are in good agreement with 2-D TCAD simulations
[2]. The terminal charges and corresponding capacitance of TFET also can be obtained
based on derived surface potential as shown in Fig. 4.3 (a) and (b). The TFET has
100/0 (drain/source) charge partition in the channel which is totally different from the
MOSFET since the channel charges of TFET are provided from the drain [110, 126].
Therefore, the drain charge (QD) is modeled using the channel charge (QCH) obtained
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from BSIM-CMG with additional parasitic charge (QD,parasitic)

QD = QCH +QD,parasitic (4.10)

The source charge is coming from the depletion charge and additional parasitic charge
(QS,parasitic)

QS = −qNSL1ACH +QS,parasitic (4.11)

where ACH is the cross-section area of TFET. The gate charge thus is

QG = − (QS +QD) (4.12)

Note that as increasing VDS, CDG shifts to the right since the barrier between the
channel and drain increases which is resultant from the 100/0 partition.

4.2.2 WKB-Based Tunneling Probability

The WKB approximation is a useful method to evaluate the tunneling probability,
even though there are some limitations like wave function mismatch at high electric
field region [100], leading to overestimation of the tunneling probability, which will be
addressed later by including the electron wave reflectance. Based on WKB approxi-
mation, the probability for a carrier to tunnel through a barrier with potential energy
V (x) can be expressed as

T (E) = exp

[
−2
√

2m∗

h̄

∫ √
V (x)−Kdx

]
(4.13)

where m∗ is the carrier effective mass, h̄ is the reduced Plancks constant, and K is
the carrier energy. The potential energy of the tunneling junction can be divided into
two regions: source [V (x) = qψS1(x)] and channel [V (x) = qψS2(x)], as shown in Fig.
4.4. Consider the carrier with energy −E (E > 0). In source region, the tunneling
probability can be evaluated by using the boundary condition qψS1(x1)−E+EG = 0,
and the upper and lower limits are 0 and x1. The integration result is

A (E) =
1

2

L1

√
−α + qψS(0) +

α ln
(√

βα
)

√
β

−
α ln

[
βL1 +

√
β
√
−α + qψS(0)

]
√
β


(4.14)

where α = E − EG and β = q2NS
2εS

. Note that, α should be smoothed to be qψS(0) to
ensure the T (E) of source region at high E is unity, because at high E, the source
barrier is infinitesimally thin. In the channel region, the boundary conditions are
qψS2(x2) + E = 0 for low energy region (i.e., adjacent to source; the upper and lower
limits are x2 and 0) and qψS2(x0) + E = EG and qψS2(x2) + E = 0 for high energy
region (i.e., only through channel; the upper and lower limits are x2 and x0). These
boundary conditions give two results of the integral in (4.13)

B (E) = 2λ

[√
E − qψS(0)−√γ arctan

(√
E − qψS(0)
√
γ

)]
(4.15)
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Figure 4.4: Band diagram of the tunneling junction. The green and pink curves represent
the bands of source and channel regions, respectively.

and

B (E) = 2λ

[√
EG −

√
γ arctan

(√
EG√
γ

)]
(4.16)

where γ = qVGS − qVFBS − E. Equations (4.15) and (4.16) can be combined by
smoothing E − qψS(0) to be EG, when E is large. Therefore, from (4.14)(4.16), the
band-to-band tunneling probability can be expressed as

T (E) = exp

{
−2
√

2m∗

h̄
[A(E) +B(E)]

}
(4.17)

Fig. 4.5 shows the tunneling probability as a function of energy using InAs material
parameters for different gate biases (VGS), indicating that the tunneling window and
probability increase with VGS.

As mentioned earlier, the drawback of WKB approximation is the mismatch of
the electron wave function at high electric field region [100, 101], leading to reflection
at the boundary. To overcome this issue, a bias-independent electron wave reflectance
R is introduced [100] so that (4.1) becomes

I =
2q

h
(1−R)

∫ q(Vbis+ψCH)

EG

M (E)T (E) [fS (E)− fCH (E)] dE (4.18)

4.2.3 Band Tail Effect

In (4.18), M is the number of the conduction modes, which is associated with the
average velocity of the carrier and the density of states (DOS) [107, 108] as mentioned
in Chapter 3. Due to the thin body of the device of interest, a 2-D M is adopted and
can be written as [107]

M (E) = Wgv

√
2m∗ (E − EG)

πh̄
(4.19)
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Figure 4.5: Tunneling probability in an InAs TFET. Dashed lines: edges of tunneling
windows.

where W is the device width and gv is the valley degeneracy. From (4.19), it is expected
that there is no any conduction mode or DOS in the bandgap so that the lower limit of
integration (4.18) is EG. However, in reality, the band edge is not perfectly sharp [127].
The DOS would extend into the bandgap, called Urbach tail [128], affecting the turn-
ON characteristics of TFETs [129]. This effective bandgap states broadening may be
caused by the phonon induced tunneling states broadening and doping inhomogeneity.
The DOS of the Urbach tail decays exponentially into the bandgap [130]

N (E) ∝ exp

(
−EG − E

E0

)
(4.20)

where E0 is the Urbach empirical parameter and is comparable to the room tem-
perature thermal energy, which is always determined by optical measurements [129].
Urbach parameter may be doping-dependent [131], but in the model, it is treated as
a fitting parameter in order of magnitude of the thermal energy due to nonuniform
doping profile in real devices. To incorporate band tail effect into the TFET compact
model, (4.19) is multiplied by (4.20). Due to the band states tail, the lower limit of
integral in (4.18) becomes 0.5EG (midgap). Although (4.20) exponentially decays in
the bandgap, limiting (4.20) not to increase for E > EG is necessary. This can be
numerically solved by replacing the exponential function (4.20) with an exponential
function inside a hyperbolic tangent function, ensuring that when E is large (small),
the hyperbolic tangent becomes unity (exponential function). Fig. 4.6 shows M as a
function of energy. The conduction modes due to Urbach band tail lead to additional
current at low gate bias but degrade the subthreshold slope, which will be discussed
later.

4.2.4 Gaussian Quadrature Method

Although the Landauer equation captures the physics appropriately, the problem
for a compact model is that the integral of such equation is not easy to carry out ana-
lytically. Indeed, most of the studies on TFET modeling obtain drain current models

57



CHAPTER 4. COMPACT MODEL OF TUNNEL FETS

Figure 4.6: Conduction modes as a function of energy using InAs material parameters with
W = 1 µm. Below EG, it shows tails for various Urbach parameters E0.

Table 4.1: Example weight and abscissa for Gaussian quadrature for N = 8

i Weight wi Abscissa xi

1, 2 0.3626837833783620 ±0.1834346424956498

3, 4 0.3137066458778873 ±0.5255324099163290

5, 6 0.2223810344533745 ±0.7966664774136267

7, 8 0.1012285362903763 ±0.9602898564975363

relying on extensive modeling approximations so a close form drain current model
can be obtained. Without losing essential physics by making some approximations
for the integral, the numerical strategy called Gaussian quadrature method is again
introduced here. Gaussian quadrature technique states that an integral of an arbitrary
well-behaved function can be simply expressed as a summation by choosing specific
weights and abscissa [109]. Mathematically, an integral can be written as∫ b

a

f (x) dx =

∫ 1

−1

f

[
(b− a) ζ + (b+ a)

2

]
(b− a)

2
dζ

=

∫ 1

−1

F (ζ) dζ ≈
N∑
i=1

wiF (ζi) (4.21)

where a and b are the upper and lower limits of the integral, N is the number of
Gaussian points, wi is the weight, and ζi is the abscissa. An example table of wi and
ζi for N = 8 is shown in Table 4.1. Because Gaussian quadrature involves summation,
it is expected that the speed would be slower than a simple analytical equation for the
current calculation. However, it is shown that the speed is not a critical issue, since
a smaller N gives reasonable accuracy. If function f(x) in (4.21) is continuous, the
integration result is also continuous no matter how many N is used. The accuracy,
smoothness, and speed of this method will be discussed in the next section.

58



CHAPTER 4. COMPACT MODEL OF TUNNEL FETS

Figure 4.7: (a) Maximum % error of IDS(VDS), GDS , IDS(VGS), and Gm for different
numbers of Gauss points. (b) CPU time versus Gauss points relative to the time used by
BSIM-CMG model.

4.3 Validation with Atomistic Simulations

4.3.1 Accuracy, Smoothness, and Speed

For compact model purpose, the accuracy, smoothness, and speed are the key
considerations. An optimized N should be obtained since the Gaussian quadrature
technique is adopted. Fig. 4.7 (a) shows the maximum % error of IDS(GDS) − VDS
and IDS(Gm) − VGS for different N compared to the numerical results, respectively.
As expected, more Gauss points reduces error, however, Fig. 4.7 (b) shows that
the CPU time increases linearly with N , because the Gaussian quadrature involves
summation for N terms. Gaussian quadrature of N = 8 keeps the maximum error
around 0.5% and only takes 35% more time than the BSIM-CMG model and appears
to be satisfactory. The smoothness of the high-order derivative of current is examined
due to its importance in the convergence performance of model. Fig. 4.8 (a) and
(b) shows that GDS3 (the third-order derivative of the drain current) and GDS5 (the
fifth-order derivative of the drain current) are smooth even if the step size is very small
(= 0.01mV ) or the number of Gaussian points is only 2. Fig. 4.9 shows the comparison
of IDS(GDS) − VDS and IDS(Gm) − VGS curves for N = 8 and numerical results,
indicating that N = 8 is good enough for both speed and accuracy requirements. As
a result, N = 8 will be taken as the default in this TFET compact model.

4.3.2 Model Validation

Figs. 4.10 (a) and (b) show that the model is in good agreement with the IDS−VGS
calculated by atomistic simulation for n-TFETs of several different materials and two
geometries [132, 133]. The InAs, Ge0.92Sn0.08, and Ge TFETs have cuboid channel with
square cross-sectional area of 25 nm2, while the Si TFET has a cylindrical channel with
diameter of 3 nm. The material with small bandgap and low electron effective mass
has higher drain current due to higher tunneling probability. Effective bandgap states
broadening is included in the model to represent the phonon-induced tunneling states
broadening, and doping-induced band tail states. The dashed curves in Fig. 4.10
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Figure 4.8: (a) GDS3 for N = 8 and 22 with small VDS Step = 0.01mV . (b) GDS5 for
various N . High-order derivative of current is smooth using Gaussian quadrature.

Figure 4.9: (a) IDS − VDS , (b) GDS − VDS , (c) IDS − VGS , and (d) Gm − VGS for N = 8
and numerical results. There is little accuracy loss in limiting N to 8.
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Figure 4.10: (a) IDS − VGS of proposed model and atomistic simulations from [132] using
various materials. The fin height (HFIN) and thickness (TFIN) are 5 nm. (Dashed lines:
model without band tail.) (b) Silicon TFET IDS − VGS of proposed model and atomistic
simulation from [133]. The diameter of the channel is 3 nm.

Figure 4.11: (a) IDS − VGS and (b) IDS − VDS of an L = 20 nm DG InAs TFET with
TFIN = 5 nm and EOT = 1 nm. The model exhibits good agreement with the atomistic
simulations [115].

(a) shows that the turn-OFF characteristic will be sharper than the simulation result
if this effect is not included. If the bandgap is wider, the current coming from the
band tail becomes smaller due to lower tunneling probability so that in Ge and Si
TFETs the band tail effect is not observed from the atomistic simulation data. The
parameters used in the model are listed in Table 4.2. The material parameters are
taken from the literatures [132, 133, 134, 135, 136]. The gate work function WM ,
source doping concentration NS , reflectance R, Urbach parameter E0, and RSD are
the fitting parameters. Fig. 4.11 shows that the model can not only capture IDS−VGS
but also IDS − VDS characteristics of a DG InAs TFET with L = 20 nm and TFIN
= 5nm [115]. In Fig. 4.12, the superlinear output characteristic at low VDS is also
demonstrated in IDS − VDS of an InAs TFET using the proposed model by varying
the source doping concentration NS, showing the model capability of capturing the
carrier occupancy function and tunneling probability over the tunnel window [137].
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Table 4.2: Major parameters used in Fig. 4.10 (a) and (b). The shadowed rows represent
the parameters tuned for fitting.

Parameters InAs Ge0.92Sn0.08 Ge Si

EG [eV] 0.354 0.52 0.661 1.619

m∗/m0 0.021 0.12 0.12 0.32

NV [m−3] 6.66×1024 5.00×1024 5.00×1024 1.80×1025

χ [eV] 4.90 4.00 4.00 4.05

εr 15.15 16.2 16.2 11.9

1−R 0.0444 0.04663 0.03964 0.01114

RSD [Ωµm] 500 400 400 100

WM [eV] 5.13 4.156 4.06 4.08

E0 [meV] 39.0 44.2 26.0 26.0

NS [m−3] 7.00×1025 4.00×1025 2.00×1025 9.00×1025

Figure 4.12: The superlinear output characteristic of InAs TFET with the same model and
structure parameters as used in Fig. 4.10 (a) except the source doping concentration NS .

Therefore, the proposed model can accurately describe the current behaviors with
different materials, device geometries, and biases.

4.4 Conclusion

A predictive TFET compact model is presented. It can capture the WKB-based
band-to-band tunneling probability, the electron wave reflectance, and the band tail
effect using Landauer equation. Because there is no close form results of integration
of Landauer equation, we adopt the Gaussian quadrature method and show that this
numerical technique as an accurate, computationally efficient, and smooth technique
eminently suitable for compact model. The predictive nature model is validated by
atomistic simulation using different materials and device structures.
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Chapter 5

Negative Capacitance FETs:
Analysis and Modeling

5.1 Introduction

In Chapter 4, one of the promising transistors for low power applications, tun-
nel FET, is discussed. In this Chapter, another device, negative capacitance FET
(NCFET), will be analyzed, simulated, and modeled. NCFET research is an increas-
ingly growing research topic in device community. NCFET was invented by Salahud-
din and Datta in 2008 [138]. NCFET has a structure like traditional MOSFET but
with additional ferroelectric (FE) layer sandwiched by gate metal and interfacial ox-
ide, which amplifies the surface potential relative to the gate voltage and bring the
subthreshold slope (SS) below 60 mV/dec to reduce the supply voltage. To evaluate
NCFET-based circuits, the compact model of NCFET is urgently needed and will be
explored in Section 5.2. The detailed mechanism and operation of NCFET will be
elaborated subsequently.

5.1.1 NCFET Operation

To explain the subthrehsold characteristics of MOSFET, the capacitor divider is
useful. Let’s consider a traditional MOSFET with the capacitor network shown in Fig.
5.1. The change in surface potential (ψS) in semiconductor (channel) can be expressed
as

∂ψS =
COX

COX + CS
∂VG (5.1)

Figure 5.1: Capacitor divider model of MOSFET. COX: oxide (insulator) capacitance; CSi:
semiconductor capacitance; ψS : surface potential in semiconductor.
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Figure 5.2: (a) Polarization versus electric field in ferroelectric. Blue region has a negative
capacitance. (Pr: remnant polarization; EC : coercive field) (b) capacitor divider model of
NCFET.

(5.1) yields the subthreshold current characteristics since

IDS ∝ exp

(
qψS
kBT

)
(5.2)

and

SS =

(
∂ log IDS
∂VG

)−1

=

(
∂ log IDS
∂ψS

∂ψS
∂VG

)−1

= ln 10 · kBT
(

1 +
CS
COX

)
= 60 ·

(
1 +

CS
COX

)
[mV/dec] = 60 ·m [mV/dec] at T = 300 K (5.3)

where

m ≡ 1 +
CS
COX

(5.4)

is called the body factor. It can be seen from above equations that in traditional
MOSFET the SS cannot be reduced below 60 mV/dec at room temperature because
the body factor is always postive, which is called the Boltzmann tyranny. To overcome
this fundamental limit, the body factor should be smaller than 1. The ferroelectric
layer between the gate and interfacial oxide serves as a voltage booster by providing
negative capacitance. The negative capacitance effect in ferroelectric material is com-
ing from the depolarization field from the semiconductor capacitance, which drives
the FE into a locally energitically unstable state where ∂Q/∂V is negative [139] as
shown in Fig. 5.2 (a). The FE can be biased at this negative capacitance region if
the system is stabilized by adding a dielectric capacitance in series [139, 140]. The
Landau-Khalatnikov equation

EFE = 2αP + 4βP 3 + 6γP 5 − 2g∆P + ρ
dP

dt
(5.5)

phenomenologically describes the FE polarization (P ) behavior with ferroelectric pa-
rameters α, β, γ, g, and ρ, which recently has been experimentally observed in pulsed
charge-voltage measurements without hysteresis [141, 142]. The fourth and fifth terms
in (5.5) are called the domain interaction1 coefficient [143] and the viscosity associated

1∆ here is the Laplacian.
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with polarization-switching dynamics. By applying similar voltage divider model to
NCFET [Fig. 5.2 (b)], the internal voltage (VINT ) can be written as

∂VINT =
|CFE|

|CFE| − CMOS

∂VG ≡ AV · ∂VG (5.6)

and thus

SS =
∂VG
∂VINT

∂VINT
∂ log IDS

=
1

AV
· SSMOSFET (5.7)

From (5.6) and (5.7), one can immediately see that to achieve sub-60 mV/dec sub-
threshold slope, the magnitude of ”negative” capacitance from ferroelectric should be
as close as possible to CMOS and be greater than CMOS which includes all parasitic and
intrinsic capacitances of MOSFET systems. This is called the capacitance matching
of NCFET, and this determines how good improvement in SS and DS a NCFET is
able to obtain. Several ways to improve the capacitance matching have been proposed
[144, 145, 146]. To further boost NCFET-based circuit performances, designing the
structure like spacer engineering is crucial and will be discussed in Section 5.4.

The commonly used FE materials are HfO2-based materials with various dopant
species [147] since they are fully compatible to standard CMOS process, where HfO2

was introduced for high-κ metal gate in 45 nm process [20], without changing device
structures. However, the polyscrystallinity nature of HfO2-based ferroelectric may lead
to device performance variations imposed on traditional MOSFET/FinFET variations.
The impact of ferroelectric material property variations will be discussed in Section
5.3.

5.2 Compact Model

5.2.1 Review

As mentioned in Chapter 1, the BSIM-CMG is a unified compact model for an
arbitrary channel cross-section. The relationship between the mobile charge (Qm) and
the applied terminal voltages (VD, VG, VS, VB) in a normalized form is [7]

vG − vO − vch = −qm + ln (−qm) + ln

(
q2
t

eqt − qt − 1

)
(5.8)

where vG and vch are the normalized gate and channel potential, and the definition
of quantities in (5.8) and the FE variables are summarized in Table 5.1. Note that
the normalized quantities are usually written in lower cases. In the unified model,
there are only four model parameters required for the charge and surface potential
calculation [15]: gate oxide capacitance (COX), channel area (ACH), channel doping
(NCH), and effective channel width (Weff ). From (5.5), the normalized ferroelectric
voltage (vFE) is

vFE = a0pFE + b0p
3
FE + c0p

5
FE (5.9)

where pFE is the normalized polarization (P ) in FE obtained by iteratively solving
the displacement field D = εFEEFE + P = QG = −Qch with the channel charge
(Qch) including the mobile charge, depletion charge, and parasitic charge and with
the background permittivity of FE which is assumed to be 16 for Hf-based FE in
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Table 5.1: BSIM-CMG unified model and FE model variables

Variable Definition

vG, vch
VG
Vt

, Vch
Vt

qm, qdep
Qm

VtCOX
, − qNCHACH

VtCOX

vO vFB−qdep−ln
(

2qn2
iACH

VtCOXNCH

)
qt (qm + qdep) rN
rN

ACHCOX

εCHW
2
eff

a0
2αtFECOX
Weff

b0
4βtFE(VtCOX/Weff)

3

Vt

c0
6γtFE(VtCOX/Weff)

5

Vt

Figure 5.3: Compact modeling flow of NCFET.

simulations later on. Note that the fourth and fifth terms in (5.5) are ignored now since
g is relatively small reported in some FE materials [140] and a small ρ is measured [148].
The compact modeling flow of NCFET is illustrated in Fig. 5.3. Since the polarization
is non-uniform along the channel due to the complicated electric fields, the drain
current involves integration from the source to drain to capture the distributed nature.
This integration can be achieved by adopting the previously mentioned numerical
technique - Gaussian quadrature method and by replacing vG with vG − vFE at each
channel position

iDS =

∫ vDS

0

qmdvch ≈
N∑
i=1

qm (vch,i)wi (5.10)

where vch,i = (vD − vS) (ζi + 1) /2+vS, N is the number of Gauss points, ζi and wi are
the abscissas and weights as mentioned in previous Chapters. The proposed NCFET
compact model has been validated with the experimental data as shwon in Fig. 5.4.

5.2.2 Short Channel Effects

So far, the core model of NCFET has been discussed. The assumption of the uni-
fied FinFET core model is that the device has a long channel with validation of gradual
channel approximation. Normally, the short channel effect is modeled by obtaining
the effective gate voltage. However, since the NCFET operation involves capacitance
matching, the charge calculation with polarization becomes crucial. The inclusion of
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Figure 5.4: Model validation with an experimental NC-FinFET at 20 different VDS . (Data
from [149])

inner fringing field appearing in short channel device is essential. The effects of the
fringing field and parasitic capacitances are discussed in [145, 150]; however, a floating
metal gate between the FE layer and the interfacial oxide is used in these analyses,
which changes the electrical boundary conditions [140] and is impractical in commer-
cial FETs. Moreover, although Pahwa et al. [151] and Duarte et al. [152] recently
reported that the fringing fields impact the subthreshold characteristics of NCFETs,
the detailed analysis of the FE properties across the channel and its impact on the
ON current remain absent. Therefore, the impact of inner fringing field on NCFET
and the corresponding compact model will be explored in this section.

Simulation and Analysis

Sentaurus TCAD is used to simulate the p-type silicon body NC-FinFET [2],
which solves Poissons equation, the continuity equation, and the Landau equation si-
multaneously. The FE polarization is assumed to be perpendicular to the fin surface.
The domain interaction term [143] in the Landau equation is included with a coeffi-
cient of 10−8 m3/F. This does not affect the S-shaped curve predicted by the Landau
equation. The NC-FinFET is designed based on the low-power 8-/7-nm technology
node of the IEEE International Roadmap for Devices and Systems [153]. The doping
profile in the S/D extension region (with ≈ 0.5 nm underlap) and the metal gate work
function are tuned to match targeted currents (IOFF = 100 pA/µm and ION = 637
µA/µm) for the baseline FinFET. We vary the remnant polarization (Pr) of the FE
layer, which is achieved in practice by varying doping conditions in the hafnia layer
[147, 154], without changing the FinFET structure. The FE layer is kept thin (= 2
nm) to ensure the compatibility with device scaling and hysteresis-free operation for
Pr used in this paper. The simulated device structure and dimensions are shown and
listed in Fig. 5.5. Note that there is no internal metal gate between the FE and inter-
layer dielectric, which is commonly used in many experimental and simulated devices
and is prone to hysteresis [140]. To examine the impact of the channel length scaling,
several gate lengths (LG = 16, 30, 80, and 200 nm) are explored based on the structure
shown in Fig. 5.5.

Fig. 5.6 (a) shows the transfer characteristics of the NC-FinFET at LG = 16,
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Figure 5.5: Simulated device structure and the important device parameters.

30, 80, and 200 nm for various values of remnant polarization (Pr). Fig. 5.6 (b)−(d)
summarizes the subthreshold slope (SS), OFF current (IOFF at VGS = 0V and VDS =
0.7V ), and ON current (ION at VGS = 0.7V and VDS = 0.7V ). It is found that the
OFF current decreases with decreasing Pr at short-channel lengths, while it increases
with decreasing Pr at long-channel lengths [see Fig. 5.6 (c)]. In contrast, SS and ON
current are improved by decreasing Pr at all lengths [see Fig. 5.6 (b) and (d)]. The
increase in the ON current can be attributed to amplification from the FE layer due
to the support of depletion and strong inversion charges [7]. Note that due to the
short-channel effect (SCE), the NC-FinFETs with LG < 30 nm do not show sub-60
mV/dec SS, as can be seen in Fig. 5.6 (b). Fig. 5.7 (a) shows the polarization versus
FE voltage (VFE) curve (S curve). In the strong inversion, the device is biased in the
second quadrant due to negative channel inversion charges (positive gate charges QG)
throughout the channel, leading to an amplified gate voltage (VGS,amp = VGS − VFE).
In the subthreshold regime, QG is induced from (1), the depletion charges (positive
QG), and (2), fringing field-induced charges (negative QG). There are outer and inner
fringing fields in the MOSFET structure. The outer fringing fields through the spacer
can only change the gate charges at the channel edges, unlike the inner fields which
are able to penetrate into the channel [Fig. 5.7 (b)] [155]. The device is now biased in
either the fourth or the second quadrants, depending on the polarity of gate charges
and position along the channel. Fig. 5.7 (c) shows the electric fields along the gate-
stack at the middle of the channel with LG = 16 and 200 nm and Pr = 12 µC/cm2

at both ON and OFF states. Different signs of the electric field in the OFF state in
short- and long-channel devices can be seen, indicating different operation points on
the S curve. Fig. 5.8 shows the spatial distribution of the polarization in the FE (OFF
state) along the channel direction for different gate lengths. It can be seen that at
very short-channel lengths (for example, LG = 16 nm), the polarization is negative
throughout the FE due to the inner fringing field-induced QG, which means that the
device is biased in the fourth quadrant [point C shown in Fig 5.7 (a)]. The channel
potential is, thus, reduced, and the OFF current is suppressed [see Fig. 5.6 (c)]. Note
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Figure 5.6: (a) Drain current versus gate voltage at LG = 16, 30, 80, and 200 nm with Pr
= 12, 15, 18, and 20 µC/cm2 at VDS = 0.7V . The impact of LG and Pr on (b) SS, (c) OFF
current, and (d) ON current. Note that the SS, IOFF , and ION of the baseline FinFET at LG
= 16 nm [dashed lines in (a)] are 65.8 mV/dec, 100 pA/µm, and 637 µA/µm, respectively.

that a smaller Pr [156] improves capacitance matching (CFE ∝ Pr). However, as
the gate length is increased, the polarization at the middle of the channel gradually
becomes positive. These positive charges are induced from the negative depletion
charges, as mentioned earlier. This can be confirmed by the fact that the polarization
at the center of the channel is the same for LG = 80 and 200 nm, where the inner
fringing fields cannot have influence. If the channel is lightly doped or undoped, the
polarization at the center of the channel would become negligible, and the subthreshold
characteristics would be insensitive to Pr in long-channel devices. Furthermore, due
to better capacitance matching with smaller Pr, the polarization at the center of the
channel is boosted to be more positive. Therefore, the channel potential is raised
[biased at point B shown in Fig. 5.7 (a)], and the OFF current gets worse with smaller
Pr, as shown in Fig. 5.6 (c). Note that at the edges (i.e., the source and drain sides),
the polarizations for LG = 80 and 200 nm are within an order of magnitude, implying
that the outer fringing fields remain the same but cannot affect the potential barrier of
the channel. The difference between the edge polarizations of short- and long-channel
devices results from the inner fringing field, where more field lines terminate at the
gate (silicon channel) in short (long)-channel devices.

If there is an internal metal gate (between the FE and interfacial oxide layers)
which creates an equipotential surface, the outer fringing field-induced gate charges
could be coupled into the central part of the channel through the internal metal [150],
and one will overestimate the effect of drain coupling [157] compared to the case
without the internal gate. Furthermore, it has been reported that an internal metal
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Figure 5.7: (a) Polarization (Pr = 12 µC/cm2) versus FE voltage of LG = 16 and 200 nm
at VDS = 0.7V . (Dots are extracted from the simulations). (b) Simulated electric field lines
near drain in MOSFET at VGS = 0V and VDS = 0.7V . The spatial distribution of the inner
fringing field (penetration into the channel) is evident. (c) Electric field at the middle of the
channel along the gate-stack of the OFF and ON states in LG = 16 and 200 nm NC-FinFET.
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Figure 5.8: Polarization (VGS = 0V and VDS = 0.7V ) inside the FE along the channel
[source (left) and drain (right)] at (a) LG = 16 nm, (b) LG = 30 nm, (c) LG = 80 nm, and
(d) LG = 200 nm. Insets: zoomed-in at the central channel

gate leads to hysteresis [140], so we do not include it here.

The ON current of long-channel devices improves with decreasing Pr. Due to the
effect of depletion charges, the long-channel device is operated in the second quadrant
of the S curve [point B shown in Fig. 5.7 (a) and see Fig. 5.7 (c)] in the subthreshold
region. As VGS is ramped up, the bias point moves deeper (more positive polarization
and more negative VFE) into the second quadrant, and thus VGS (and thus ION) is
amplified [see Figs. 5.7 (c) and 5.9 (a)]. In contrast, the bias point of the short-channel
device starts from the fourth quadrant due to the inner fringing field-induced charges.
Even in the strong inversion, the short-channel device is not biased in the second
quadrant as deeply as the long-channel device, so the increase in ION by reducing Pr
is not as much as in the long-channel case.

Fig. 5.10 summarizes the threshold voltages (VTH) and drain-induced barrier
lowering (DIBL) for various Pr and LG. The threshold voltage is defined as the voltage
when the drain current is equal to 100nA×W/L. As shown in Fig. 5.9 (b), due to
the inner fringing field induced by VDS, the change of VTH at VDS = 0.7V (VTH,sat)
with Pr of LG = 16 nm is more than that at VDS = 0.05V (VTH,lin), so DIBL is
suppressed more with smaller Pr. However, at LG = 200 nm, both VTH,sat and VTH,lin
decrease with decreasing Pr, which can be attributed to the effect of depletion charges.
Furthermore, because of the reduction in the impact of inner fringing fields in the long-
channel device, DIBL changes only slightly with Pr [see Fig. 5.9 (b)]. Therefore, the
DIBL of NC-FinFETs is improved compared with the baseline FinFETs, especially
in short-channel devices [Fig. 5.10 (b)]. NC-FinFETs, thus, show a superior output
resistance, with an improvement of 57.8% (Fig. 5.11), indicating the potential for
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Figure 5.9: (a) Polarization versus Pr at the ON state. The polarization is measured at
the carrier injection point (the highest electron density). (b) Comparison of polarization at
different VDS and at VGS = 0.7V for LG = 16 and 200 nm.

Figure 5.10: (a) Threshold voltage at VDS = 0.05V and 0.7V versus Pr at various LG. (b)
DIBL versus Pr at various LG. In comparison with baseline FinFET, NC-FinFET (EC = 1
MV/cm and TFE = 2 nm) exhibits better DIBL.
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Figure 5.11: (a) IDS − VDS characteristics of NC-FinFET with Pr = 12 µC/cm2 (solid
lines) and baseline FinFET (dashed lines) at VGS = 0.35 and 0.7V . (b) Output resistance
of NC-FinFET and FinFET.

better analog circuit performance [158].

Compact Modeling

The BSIM-compatible compact model for NC-FinFETs was proposed in [7]. How-
ever, the long-channel potential approximation ignores the effect of inner fringing fields
on NC-FinFETs, and the Pr scaling mentioned in previous section is not included. To
properly take the inner fringing field effect into account, the amount of change in the
gate charges in the subthreshold due to the SCE is modeled using the quasi-2-D model
[103]

QG (x) = −COX

[
VSL + (Vbi − VSL)

sinh LG−x
λ

sinh LG
λ

+ (Vbi + VDS − VSL)
sinh x

λ

sinh LG
λ

]
(5.11)

where COX is the oxide capacitance, Vbi is the built-in potential between the source- and
drain-body junctions, x is the position along the channel, and λ is the characteristic
length which depends on the geometry of device [104], and VSL is defined

VSL = VGS − VFB −
qNCH

εSi
λ2 (5.12)

where VFB is the flat band voltage and NCH is the doping concentration in the channel.
The second and third terms in the right-hand side of (5.11) represent the short-channel
charges (position dependent), while the first term represents the long-channel charges
(position independent). Fig. 5.12 shows the model validation with the TCAD sim-
ulation of double-gate MOSFETs with LG = 16 and 30 nm. Since in (5.10), the
Gaussian integration method is adopted to overcome the difficulty of obtaining the
analytical current expression, the proposed position-dependent short-channel charges
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Figure 5.12: Gate charge of double-gate MOSFETs with (a) LG = 16 nm and (b) LG = 30
nm. The effective oxide thickness is 0.9 nm, and the silicon body thickness is 6 nm.

can be integrated into the current calculation through (5.9). (5.10) would yield the
drain current with the spatial dependence of the contribution of the inner fringing
fields. Fig. 13 (a) shows the channel length dependence of the NC-FinFETs with Pr
= 20 µC/cm2 at VDS = 0.7 and 0.05V , which validates the proposed model with the
TCAD simulations. Note that only one parameter set is needed for multiple channel
lengths. After extracting the parameters for multiple lengths, the model is further val-
idated for Pr scaling, which involves holding all parameters constant except Pr. Fig.
13 (b) shows the distinct characteristics of scaling Pr in NC-FinFETs at LG = 16 and
200 nm compared to the baseline FinFET at LG = 16 nm, indicating the predictive
nature of the compact model.

5.3 Polycrystallinity Variability

Doped HfO2 [147] is the most promising ferroelectric material for this application
due to its compatibility with modern CMOS process. However, the polycrystalline
material may contain multiple phases including dielectric (DE) phases [147, 159]. Even
the ferroelectric phase grains may have variance in ferroelectric characteristics such as
the remnant polarization, Pr, due to local strain variance. In this section, the influence
of polycrystallinity variations on NCFET will be comprehensively discussed based on
Monte Carlo TCAD simulations.

5.3.1 Simulation Methodology

The NC-FinFETs are simulated using Sentaurus TCAD tool, which simultane-
ously solves Poisson’s equation with Landua-Khalatnikov (LK) equation. The baseline
FinFET is designed based on the low power (LP) 8/7 nm technology node of the Inter-
national Roadmap for Devices and Systems (IRDS) [153]. The remnant polarization
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Figure 5.13: (a) IDS − VGS characteristics of NC-FinFETs with various gate lengths at
VDS = 0.05 and 0.7V . The proposed model accurately captures the length scaling. (b)
IDS − VGS characteristics of NC-FinFETs at LG = 16 and 200 nm with Pr = 12 and 20
µC/cm2. The Pr scaling is successfully predicted since the inner fringing field-induced charges
are included. The model also captures the baseline FinFET if setting TFE to be zero.

(Pr) of the doped HfO2 is an assignable parameter [147]. To support fin spacing scal-
ing, the FE thickness is kept as thin as 2 nm. We assume columnar grains and consider
three variation sources: (1) Pr variation among the FE grains, (2) DE to FE grain ra-
tio variation, and (3) grain size. Monte Carlo simulations are carried out to randomly
assign the Pr (EC variation is not considered for simplicity) and whether a grain is
DE or FE within the confines of chosen µ and σ (means and sigmas). The grain size is
kept constant for simplicity, but the effect of grain size on FinFET sensitivity to the
material variations is separately studied. Fig. 1 shows the simulated device structure
and parameters. The channel area is divided into 45 to 92 tiles (grains) depending on
the assumed grain size. Note that there is no internal gate in NC-FinFET in this work
[140].

5.3.2 Results and Discussion

Ferroelectric Pr Variations

Due to local material or strain variations, different FE grains may have varying
properties. Fig. 5.15 (a) shows IDS−VGS of the baseline FinFET and NC-FinFET with
µPr = 20 and σPr = 5 µC/cm2 (grain size = 6.2 nm × 6.2 nm). The FE variation leads
to spatially non-uniform FE amplification and thus nonuniform current flow [Fig. 5.15
(b)]. The channel under the grain with smaller Pr (with better capacitance matching
to the channel capacitance [156]) carries more current [Fig. 5.15 (b)]. Fig. 5.16 (a)
and (b) exhibit the distributions of ION , IOFF , VTH , and SS. VTH is defined as the
VGS where the current (ITH) is equal to 100nA×W/LG (W = 2HFIN + TFIN), and
SS is the average subthreshold slope from IOFF to ITH/10. As expected, larger Pr
variation results in larger device variation. Interestingly, increasing Pr variation also
causes the mean values of ION , IOFF , VTH , and SS to shift in Fig. 5.16 (a) although
the mean Pr is kept constant. This can be understood from the fact that the voltage
amplification is a nonlinear function of Pr [156] [Fig. 5.16 (c)]. Since the grains with
smaller Pr provides more voltage amplification advantage than the disadvantage due
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Figure 5.14: Simulated 8/7 nm NC-FinFET structure and device parameters. The shadowed
rows present the baseline FinFET performance.

Figure 5.15: (a) IDS − VGS of baseline FinFET and NC-FinFET with Pr variation only.
(b) Current density in NC-FinFETs with (1) uniform FE with 20 µC/cm2 Pr and (2) FE
variation with σPr = 5 µC/cm2 (maximum ION case shown).
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Figure 5.16: (a) Distributions of IOFF , ION , VTH , and SS in NC-FinFET with µPr = 20
µC/cm2, σPr = 2, 5, and 10 µC/cm2. The dashed lines represent NCFinFET with uniform
FE (µPr = 20 µC/cm2). (b) Normal quantile plots. (c) Voltage amplification (AV ) as a
function of |CFE |/CMOS (Pr), showing nonlinearity of AV when changing Pr.

to the grains with larger Pr. Pr variations cause variations in ION and other device
properties and shifts of their mean values. Based on Fig. 5.16, we suggest that Pr
variation in the FE should be kept below 25% (e.g. µPr = 20 and σPr = 5 µC/cm2)
to ensure that the device performance variations are negligible compared with other
variation sources, e.g., random dopant fluctuation (RDF), in FinFETs [160, 161].

Fig. 5.17 shows the scatter plot of ION and IOFF versus VTH . It is found that
the IOFF and VTH are strongly negatively correlated, while ION and VTH are weakly
positively correlated. The sign change of correlation can be attributed to the amplifi-
cation from FE due to the inner fringing field at OFF state and inversion charges at
ON state. However, to explain the strength of correlation of ION and IOFF with VTH ,
the spatial distribution of Pr in different grains should be carefully considered. Fig.
5.18 shows the IDS − VGS and the corresponding conduction band profiles and mobile
charge (electron) density along the channel for three different Pr distributions with
the same mean Pr. At OFF state, the grain with smaller Pr located at either source
or drain side will give suppressed OFF current due to the inner fringing field (but
the drain side has more impact because of VDS). In contrast, at ON state, only the
source grain controls the electron density at the carrier injection point and thus ION
is mainly related to the source grain FE property. However, the threshold voltage is
more related to the OFF state because the FE is still biased near the origin of S-shaped
curve of Landau-Khalatnikov equation. Fig. 5.19 further illustrates the importance of
drain and source grains at OFF [Fig. 5.19 (a)] and ON [Fig. 5.19 (b)] states. After
strong inversion layer appears, the source grain dominates and thus the impact of VDS
(output conductance) becomes similar among three Pr spatial configurations. There-
fore, the ON current is weakly correlated to the threshold voltage, which is analogous
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Figure 5.17: Scatter plot of IOFF and ION versus VTH with various µPr and σPr. The
yellow dots represent NC-FinFET with uniform FE.

Figure 5.18: (a) IDS − VGS of three different Pr configurations along the channel. The
inset shows OFF state characteristics. (b) Conduction band profile at OFF state along the
channel. (c) Electron density at ON state along the channel.
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Figure 5.19: IDS − VDS at VGS = (a) 0.1 and (b) 0.7V for different Pr spatial distribution.

to the phenomenon reported in halo transistors [57].

DE and FE Grain Ratio

Ignoring Pr variation for now, three DE (assumed permittivity is 16) tile proba-
bilities are considered in Fig. 5.20 (a) and (b): 33%, 50%, and 67%. These values are
used because the literature suggested values as high as 70% [162] and as low as 0%
[159]. The grain size is assumed to be 6.2 nm × 6.2 nm. DE content broadens the
device parameter distributions. Of course, one expects 100% DE to cause no variation
as shown in Fig. 5.21 (a)−(d). As the DE content increases in Fig. 5.21 (a)−(d),
the mean ION and the mean VTH decrease, while the mean IOFF and the mean SS
increase. All four trends support the mental model that the presence of DE effectively
increases the EOT of the NC-FinFET. Fig. 5.21 (e) shows the current flow contour of
the maximum ION case for 33% DE at VGS = VDS = VDD. The low current density
regions are over DE grains as expected, showing the effect of effective larger local EOT
and the absence of the voltage amplification effect provided by FE. Note that the de-
vice variations due to the assumed DE content are much more harmful than that due
to Pr variation (Fig. 5.16). Fortunately, a theoretical study [159] has shown that 0%
DE (pure FE) is possible. The material should be carefully engineered to get rid of
the DE grains. In general, the performances of NC-FinFET with DE grains can be
understood as a baseline FinFET with thicker interfacial EOT (100% DE would mean
the thickest EOT) and partial voltage amplification benefit of a 0% DE NC-FinFET.
Empirically the relation between the DE content and device performance parameters
can be described by the bowing equation

F (FE1−xDEx) = F (FE) · (1− x) + F (DE) · x− b · x · (1− x) (5.13)

where F can be ION , IOFF , VTH , and SS, x is the content of DE ranging from 0 to 1, and
b is the bowing parameter. Fig. 5.21 (a)−(d) show the empirical bowing parameters.
Note that the device with 100% DE has a thicker EOT (= 0.9 nm + 2× 3.9/16 nm ≈
1.39 nm) than the baseline FinFET (EOT = 0.9 nm).
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Figure 5.20: (a) Distributions of IOFF , ION , VTH , and SS in NC-FinFET with DE variation
(33%, 50%, and 67% DE). (b) Normal quantile plots.

Figure 5.21: (a) µION , (b) µIOFF , (c) µSS, and (d) µVTH of NC-FinFET with various DE
content. The bars show the ±σ. The solid lines represent the bowing equations with bowing
parameter b. Note that 0% DE and 100% DE are NC-FinFET with uniform ferroelectric
film and FinFET with thicker EOT (= 1.39 nm) than the baseline EOT (= 0.9 nm). (e)
Current density in NCFinFET with 33% DE (maximum ION case shown). The dark blue
regions are covered by DE.
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Figure 5.22: IDS − VGS of baseline FinFET and NCFinFET with 20% DE content and Pr
variations.

Combined Effects of DE and Pr Variation

The combined effect of DE phase and Pr variation is shown in Fig. 5.22 and
Fig. 5.23. The DE variation is the dominant source of device parameter variations
(Fig. 5.23) as mentioned earlier. In order to keep FE induced device variations below
those due to other FinFET variation sources [e.g. gate edge roughness (GER), fin edge
roughness (FER), and metal gate granularity (MGG)] [27, 160, 161], the DE content
must be less than 20% and σPr less than 27% of the mean. Fig. 5.24 further shows
the coefficient of variation at different DE content. The normal Q−Q test on the ION ,
IOFF , and VTH distributions due to the DE content variation shows that they closely
follow the Gaussian distribution (Fig. 5.25). Some outliers of ION , IOFF , and VTH are
observed in 60% DE case due to stronger short channel effect.

Grain Size Effect on Device Variations

The effect of grain size (comparing 4 nm × 4 nm and 5.3 nm × 5.3 nm) are also
investigated (Fig. 5.26 and Fig. 5.27). Grain size can be engineered through the
stress and doping [159] and perhaps deposition method. Small grain reduces the device
variations because the larger number of grains in each device reduces the number of
outliers. Indeed, the smaller grain cases in Fig. 5.27 follows the Gaussian distribution
well. The small grain can average out the variation from the adjacent grains. Similar
results have been observed in metal gate granularity (MGG) effect [161]. In addition
to ION , IOFF , VTH , and SS, the effective drive current (IEFF ) and output resistance
(Rout) are also important from circuit perspective. Fig. 5.28 shows the quantile plot
of IEFF and Rout. FE-induced IEFF and Rout variations of NC-FinFET is less than
the variations induced by other sourced in the baseline FinFET if the DE content is
kept below 20% and Pr variation below 27%.
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Figure 5.23: Statistical distributions of NC-FinFET with (a) different DE content variations
(µPr = 15 µC/cm2 and σPr = 4 µC/cm2) and (b) different Pr variations (20% DE and
µPr = 15 µC/cm2). The DE content variation has more impact on NC-FinFET.

Figure 5.24: Coefficient of variation of ION and IOFF for different DE content.
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Figure 5.25: Normal quantile plot for (a) ION , (b) IOFF , and (c) VTH of NC-FinFET with
various DE content (grain size = 42 nm2, µPr = 15 µC/cm2, and σPr = 4 µC/cm2).

Figure 5.26: Grain size effect on the distributions of device performances (20% DE, µPr = 15
µC/cm2 and σPr = 4 µC/cm2).

Figure 5.27: Normal quantile plot for (a) ION , (b) IOFF , and (c) VTH of NC-FinFET with
various grain sizes (20% DE, µPr = 15 µC/cm2 and σPr = 4 µC/cm2).
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Figure 5.28: Normal quantile plot for (a) IEFF and (b) Rout of NC-FinFET considering
both Pr and DE variations. The coefficient of variation of IEFF (≈ 10.77%) is less than the
ION variation in Fig. 2.26 and is a better indicator of circuit speed variation.

5.4 Spacer Optimization

In Section 5.2, the impact of inner fringing field has been discussed, indicating
that the usage of fringing fields at the edge of NCFET would be an efficient way to
boost the NCFET performances. To further utilize the negative capacitance (NC)
effect, the device structure design and optimization of NCFET become more and
more important. For example, the impact of spacer permittivity on NCFET has been
discussed in [150, 151] since the outer fringing field affects the capacitance matching
of the NC effect. Furthermore, it has been reported that the parasitic capacitances,
such as gate-to-contact and gate-to-sidewall capacitances, play important roles in the
advanced technology [163], the spacer engineering to reduce the parasitic capacitances
is urgently required. Although the spacer optimization is proposed in FinFET [164]
and nanowire FET [165], it has not yet been investigated in NCFET. In this section, the
spacer design of NC-FinFET is studied using Sentaurus TCAD. The device and circuit
performances with various spacer configurations are analyzed, deriving the insight into
NC-FinFET optimization.

5.4.1 Simulation Methodology

The NC-FinFET, designed based on low power (LP) 8/7 nm technology node
FinFET (baseline) reported in IEEE International Roadmap for Devices and Sys-
tems (IRDS) [153], is simulated by using Sentaurus Technology computer-aided design
(TCAD). The device performances of baseline FinFET are calibrated with the targets
in IRDS by tuning the mobility parameters, doping profile, and metal gate workfunc-
tion. The FE layer is deposited on the gate dielectric of the baseline FinFET, and the
direction of polarization of FE is perpendicular to the fin surface. Sentaurus TCAD
is capable of solving Landau-Khalatnikov equation of electric field in FE as a function
of polarization (P ): EFE = 2αP + 4βP 3 + 6γP 5 − 2g∆P + ρ (dP/dt) with Poissons
equation and other physical models, including mobility degradation due to surface
roughness scattering and impurity scattering. The domain interaction coefficient g
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[143] and the viscosity coefficient ρ in Landau-Khalatnikov equation are 10−10 m3/F
[140] and 0.18 Ωcm [148], respectively. The remnant polarization (Pr) and coercive
field (EC) are 6 µC/cm2 and 1 MV/cm corresponding to α = 2.165 × 1011 cm/F,
β = 3.007× 1021 cm5/(FC2), and γ = 0.000 cm9/(FC4), which are achievable in HfO2-
based FE by employing doping technique [147]. The NC-FinFET is simulated with
the same model parameters except the FE parameters. The simulated device structure
and dimensions are summarized in Fig. 5.26 (a). There are five spacer configurations:
(1) full (nitride); (2) dual (air + nitride); (3) fin corner; (4) fin selective; and (5) air,
which are defined in Fig. 5.29 (b). The fabrication processes of these spacer con-
figurations will be discussed in next section. In addition to NC-FinFET, the spacer
design of baseline FinFET is also identical for simplified comparison. Note that the
OFF currents of all devices are set to be 100 pA/µm by only tuning the metal gate
workfunction since the doping profile may change the electric field distribution in the
spacer region [165].

5.4.2 Analysis and Discussion

Proposal of Spacer Fabrication Process

The process flows of the vacuum spacer for FinFET [164] and corner spacer for
planar MOSFET [166] have been developed. To form the fin selective and dual/fin
corner spacers, the process is proposed as shown in Fig. 5.29 (b). After the removal
of the sacrificial spacer from the gate-last process, the selective deposition is used to
define the air and nitride spacer region. The air spacer region is formed by filling in the
carbon. The carbon layer is then removed by being exposed to a mild oxygen plasma
[167], forming the byproducts escaping through the opening in the spacer region [164].
Finally, the ion implantation is carried out to form the highly-doped source/drain
region, and the dopants are activated by the annealing.

Parasitic Capacitance in FinFET Structure

Since the source/drain epitaxy region overlaps with the gate electrode for the
contacts, there is a parasitic capacitance (CEPI) which increases the total gate ca-
pacitance (CGG) [see Fig. 5.30 (a)] [165]. To mitigate CEPI , the air spacer has been
proposed in FinFET technology [164, 166]. However, such low-κ spacer potentially
leads to degradation of the ON current due to lack of control to the S/D extension
region through the outer fringing field [capacitance COF,G defined in Fig. 5.30 (a)].
Thus, the corner spacer is adopted [165] to further boost the current without much
penalty of parasitic capacitance [ 23.4% reduction, see Fig. 5.31 (b)]. However, with
the concern of capacitance matching in NC-FinFET [152], the spacer design has the
impact on not only the current but also the total gate capacitance.

Spacer Engineering of FinFET

Fig. 5.31 (a) and (b) show the drain current and total gate capacitance of FinFET
with various spacer designs shown in Fig. 5.29 (b). The increment in the length and
height of the Si3N4 region improves the drain current but degrades the total gate
capacitance wiht the increased switching charge [Fig. 5.31 and 5.32]. Although the
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Figure 5.29: (a) The simulated device structure and the device parameters. The rows in
yellow represent the electrical performance of the baseline FinFET. (b) The cross-section
and definition of the spacer configurations with their corresponding process flows.
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Figure 5.30: (a) Capacitance network of an NC-FinFET. (b) Simulated electrostatic poten-
tial contours through fin selective spacer region near the source at VGS = 0.7V (the scales
are in unit of nm).

Figure 5.31: (a) Drain current (the table summarizes ION ) and (b) gate capacitance with
the spacer engineering in the baseline FinFET (solid) and NC-FinFET (dashed). (c) FE
polarizations at source side in NC-FinFET.
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Figure 5.32: Impact of spacer designs on (a) switching charge (integrated gate capacitance
from VGS = 0 to 0.7V at VDS = 0V ) and (b) drain current (ON-state: VGS = VDS = 0.7V ).

total gate capacitance can be effectively reduced by mitigating CEPI through the
air spacer, the drain current gets worse, leading to more inverter propagation delay
especially when the wire or load capacitance overwhelms the gate capacitance, for
example, in the state-of-the art technology [153], as shown in Fig. 5.33. Thus, the
fin corner spacer would be the better choice for the circuits consisting of FinFETs as
reported in [165] where the drain current is only degraded by 2.1% (compared to the
full spacer design) but the switching charge is improved by 35.6% (Fig. 5.32) and
thus 7.9% improvement (at CLoad = 200 aF ≈ 3x gate capacitance) in the inverter
propagation delay (Fig. 5.33). The benefit of fin corner spacer is even more visible
when the circuit is heavily loaded (Fig. 5.33).

Spacer Engineering of NC-FinFET

As mentioned earlier, the capacitance matching in NC-FinFETs is critical for
the design. To gain the better capacitance matching, the outer fringing field should
be properly engineered. Fig. 5.31 and Fig. 5.32 show the resultant drain current,
total gate capacitance, and switching charge characteristics with various spacer designs
shown in Fig. 5.29 (b). Although the gate capacitance and switching charge are
significantly suppressed, the drain current is also degraded even more than the baseline
FinFET compared to their full nitride spacer configurations due to lack of capacitance
matching. This results that although the fin corner spacer is of interest for the baseline
FinFET, the inverter propagation delay can be further reduced if the COF,FE [Fig.
5.30 (a) and (b)] is engineered by elongating the fin corner spacer for the NC-FinFET
which is called the fin selective spacer (with thickness of Si3N4 up to TFE +TOX). The
field between the gate and the S/D epitaxy/extension layer leads to more ineffective
capacitances (CEPI and COF,G) for capacitance matching, which cannot boost the
current but degrade the total capacitance. Fig. 5.31 (c) shows the FE polarizations

88



CHAPTER 5. NEGATIVE CAPACITANCE FETS: ANALYSIS AND MODELING

Figure 5.33: Inverter propagation delay of (a) FinFET and (b) NC-FinFET with various
spacer configurations at load capacitances CLoad = 10 aF, 100 aF, 200 aF, and 300 aF. The
relative percentage changes are calculated by comparing to their full spacer designs. (c)
Delay reduction (∆Delay) with respect to the full spacer designs.
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for various spacer designs at source side, indicating better capacitance matching and
more voltage amplification in the full and fin selective spacers than in the dual and fin
corner because of COF,FE. If without much aid of COF,FE, the capacitance matching of
NC-FinFET with the dual or fin corner spacer gets more reduction in current compared
with FinFET [see Fig. 5.31 (c) and Fig. 5.32 (b)]. The drain current of fin selective
spacer is only degraded by 1.7% (compared to the full spacer design) but the switching
charge is reduced by 24.1%, giving rise to 7.9% improvement in the inverter delay when
the load capacitance is 200 aF (≈ 3x gate capacitance) as shown in Fig. 5.33. The
benefit provided by the fin selective spacer is more obvious when the load capacitance
gets worse. The improvements of ≈ 30 fs and ≈ 230 fs against the air and full
spacers are obtained at CLoad = 300 aF as shown in Fig. 5.33 (c). However, the air
spacer beats other designs when the circuit is lightly loaded, and it only loses a little
benefit when the circuit is heavily loaded due to removal of amplified capacitance in
NC-FinFET. From the fabrication complexity perspective, the practicality of the air
spacer is more applicable than other designs since it only needs carbon deposition and
removal. Finally, we note the superiority of the NC-FinFET that the inverter delay
is only about 80% of that of the baseline FinFET (Fig. 5.33) due to the significant
improvement of the drive current.

5.5 Conclusion

In this Chapter, the physics, compact model, variability, and design of NCFET
have been comprehensively explored and analyzed with emphasis on the future tech-
nology node.

In Section 5.2, the compact model of NCFET is first reviewed, and then the role
of inner fringing fields in NC-FinFETs is discussed. The TCAD simulated results show
that in short channel devices, the inner fringing fields induce negative charges and thus
suppress the OFF current. In contrast, in long channel devices, the inner fringing fields
cannot affect the central portion of the channel and the depletion charges dominate
the subthreshold characteristics. The ON current is boosted with decreasing Pr due
to FE voltage amplification resulting from the bias point determined by the inversion
charge. Due to the NC effect, the DIBL of NC-FinFETs is reduced as compared
with baseline FinFETs, which is promising for the scaling capability of NC-FinFETs.
A compact model to capture the inner fringing field effect in NC-FinFETs is also
proposed. Thanks to the Gaussian quadrature method, the spatial distribution of the
inner fringing field-induced gate charges can be properly modeled with an analytical
short channel charge expression. The predictive nature of the developed compact
model regarding channel length and Pr scaling is validated by TCAD simulation.

In Section 5.3, Monte Carlo simulation of NC-FinFET variations induced by rem-
nant polarization variation and the presence of dielectric phases in the ferroelectric
film is presented. It is found that the DE variation is a more serious source of NC-
FinFET variation than the Pr variaion. To keep the FE variation effects below those
induced in FinFET by other sources (RDF, GER, FER, and MGG), the DE content
must be less than 20% which is theoretically possible. The Pr variation must be less
than 27%. Our simulation shows that 4 nm × 4 nm grains (92 grains in the channel)
leads to less device variations than 5.3 nm × 5.3 nm grains (54 grains in the channel).
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While uniform single crystalline ferroelectric film would minimize the device variation,
nano-crystalline ferroelectric film may be preferrable to poly-crystalline film.

In Section 5.4, the spacer designs for FinFET and NC-FinFET are analyzed us-
ing Sentaurus TCAD. It is found that for a heavily loaded circuit (≈ 3 times gate
capacitance), the fin corner and fin selective spacers are helpful for the circuit speed in
FinFET (≈ 7.9% improvement) and NC-FinFET (≈ 7.9% improvement), respectively.
However, if taking into account the process complexity, the air spacer (≈ 7.7% im-
provement in speed) would be economical in NC-FinFET but the fin selective spacer
may still be attractive.
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Chapter 6

Magnetic Memory Compact Model:
STT-MTJ MRAM

6.1 Introduction

In previous few Chapters, the transistor compact models are emphasized and have
been implemented into the industry standard BSIM models. The philosophy of tran-
sistor compact model is still applicable to the memory model: analytical equations
with flexible model parameters. Different flavors of memories offer the needs for var-
ious applications but they have their own pros and cons as summerized in Table 1.1.
Commonly used volatile memories include SRAM and DRAM. SRAM has a fast oper-
ation with the usage of positive feedback between two inverters, but it requires more
cell area and suffers from leakages with aggressively scaled transistors [33]. DRAM has
a high density cell but relies on frequently refreshing [34]. Non-volatile flash memory
requires high electric field to generate the tunneling which leads to reliability issues
and low speeds [34, 168]. STT-MTJ MRAM serves as an universal memory with the
speed of SRAM, the density of DRAM, and non-volatility of flash memories but si-
multaneously with power efficiency and higher endurance. In this Chapter, we will
develop the compact model of STT-MTJ MRAM.

6.1.1 STT-MTJ Operation

MTJ is a two-terminal device with an oxide tunnel barrier (for example, MgO)
sandwiched by two ferromagnetic (FM) layers (for example, CoFeB) [36]. One of
the FM layers is with fixed (permanent) magnetization (called the fixed or reference
or pinned layer), while the other can be flipped by the input (free layer) as shown
in Fig. 6.1 (a). The tunneling magnetoresistance (TMR) effect leads to bi-state
characteristics of MTJ. There are two states in STTMTJ: (1) parallel and (2) anti-
parallel states, depending on the magnetization configurations. In parallel (P) state
the resistance is low (denoted as 0) because of good band matching [36, 169], while in
anti-parallel (AP) state the resistance is high (denoted as 1) as shown in Fig. 6.1 (b).
To change from AP to P, the electrons should be injected from pinned layer to free
layer. The electrons would be spin-polarized in pinned layer so that only the electrons
with same polarization direction as the magnetization direction of pinned layer are
able to tunnel through the barrier. These electrons now are with opposite direction
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Figure 6.1: (a) A typical MTJ structure (reproduce from [170]). (b) Illustration of parallel
and anti-parallel states in the perpendicular MTJ. The green arrows in FM layers represent
magnetization. (Applied voltage = V+ − V−)

of magnetization against that of free layer. Thus, they give a torque to free layer and
flip the magnetization. This mechanism is known as spin-transfer-torque (STT) [171],
which needs smaller current than that of traditional MRAM generating magnetic field
to flip the magnetization [171]. For changing P to AP, the electrons are injected from
free layer to pinned layer. Only the reflected electrons from barrier with opposite
polarization to the magnetization direction of free layer give a torque and flip the
magnetization [171]. Because the reflected electrons are minority, the critical current
to change from P to AP is higher than that from AP to P, resulting in asymmetric
writing of STT-MTJ.

There are two flavors of MTJs depending on the magnetization directions: in-plane
and perpendicular MTJs. The perpendicular MTJ (PMTJ) has the magnetization
perpendicular to the surface of the tunnel oxide [see Fig. 6.1 (b)], while the in-plane
MTJ (IMTJ) has that parallel to the surface of the tunnel oxide. Since the IMTJ relies
on shape magnetic anisotropy field to maintain the thermal stability, the scalability
of IMTJ is not suitable [172]. In contrast, the PMTJ has good interfacial magnetic
anisotropy field with better thermal stability so that scaling down to sub-20 nm is
possible [173]. Therefore, the PMTJ will be emphasized and modeled in this Chapter.

6.2 Core Model

6.2.1 Landau-Lifshitz-Gilbert (LLG) Equation

The magnetization switching behavior in the free layer of MTJ is described by
the Landau-Lifshitz-Gilbert (LLG) equation1 [36]

1 + α2

γ

dm̂

dt
= m̂× [(Heff −Hs)− m̂× (αHeff −Hs)] (6.1)

1The bold symbols represent the vectors.
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where m̂ is the unit vector of magnetization in the free layer, α is the damping pa-
rameter, γ is the gyromagnetic ratio, Heff is the effective magnetic field, and Hs is
the field characterizing the STT effect [36, 174, 175]

Hs = η
h̄

2

J

q

1

MSt
m̂p (6.2)

since the spin-transfer torque is

ΓSTT = −γη h̄
2

J

q

1

MSt
m̂× m̂× m̂p (6.3)

where η is the STT-efficiency factor related to the polarization of the injected current,
J is the injected current density, MS is the saturation magnetization of the free layer,
t is the thickness of the free layer, and m̂p is the spin-polarized direction of current
[174, 175]. If the STT overcomes the damping (i.e., Hs ≥ αHeff ), the magnetization
motion is excited and the critical current density (Jc0) for PMTJ to excite such motion
can be derived from (6.1)−(6.3) with uniform switching approximation [174, 175]

Jc0 =
1

η

2αq

h̄
MStHK (6.4)

where HK is the anisotropy field. If the magnetization is uniformly switched with
rotation, the energy barrier to overcome is governed by the anisotropy energy Eb =
KuV , where Ku = MS

2HK
is the anisotropy energy density, and V is the volume [36].

The thermal stability ∆ is then given by

∆ =
Eb
kBT

=
KuV

kBT
=
HKMSV

kBT
(6.5)

Thus, (6.3) can be re-writen as

Jc0 =
1

η

2αq

h̄
t
2kBT

V
∆ =

(
4qkBT

h̄

)
α

η
∆

1

A
(6.6)

where A is the area. Hence, the critical current Ic0 is

Ic0 =

(
4qkBT

h̄

)
α

η
∆ (6.7)

The STT-efficiency factor η consists of the components from the spin valve (ηsv) and
tunneling ηtunnel [172, 176]

η = ηsv + ηtunnel

=

[
−4 +

(
P−

1
2 + P

1
2

)3 (3 + cos θ)

4

]−1

+
P

2 (1 + P 2 cos θ)
(6.8)

where θ is the angle between the magnetization of fixed and free layer (P state: θ = 0;
AP state: θ = π), and P is the spin polarization efficiency of the injected current.
Fig. 6.2 (a) shows η as a function of P . The difference in η between P and AP
states results in asymmetric forward and reverse switching in PMTJ. Note that the
thermal stability (thus the critical current) is a function of temperature since the
saturation magnetization and anisotropy field are affected by temperature which can
be modeled using a linear function [177, 178, 179] with a slope parameter DELTAS,
∆ (T ) = [∆300K + DELTAS (T − 300)] 300

T
, as shown in Fig. 6.2 (b).
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Figure 6.2: (a) STT-efficiency factor η versus spin polarization efficiency P , showing asym-
metric switching in PMTJ. (b) Comparison of MSHK data (from [177, 178]) and linear
fitting. (c) Comparison of T lnT and T in TMR model.

6.2.2 Tunneling Magnetoresistance

The tunneling magnetoresistance is the key feature of MTJ, which determines the
reliability of sensing states in MRAM. The general definition of tunneling magnetore-
sistance ratio (TMR) is

TMR =
RAP −RP

RP

(6.9)

where RP and RAP are the resistances in P and AP states, respectively. RP gener-
ally depends on the tunnel oxide thickness and will be an model parameter of MTJ
compact model. Once RP is known, RAP is determined by TMR. Theoretically and
experimentally TMR shows bias-dependence, also known as the zero bias anomaly,
which can be explained by the hot carrier-induced spin excitations (magnons) local-
ized at the interfaces between the ferromagnetic layer and the tunnel oxide (inelastic
tunneling) [41, 169] and the Brinkman-Dynes-Rowell model [180].

TMR =
TMR0

1 +
V 2

apply

V 2
H

(6.10)

where Vapply is the applied voltage to the fixed (reference) layer with respect to the
free layer (see Fig. 6.1), TMR0 is the TMR at Vapply = 0, VH is a model parameter
associated with the material properties. Note that TMR0 is a function of temperature
and it decreases with increasing temperature, which can be explained by also the hot
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Figure 6.3: (a) Illustration of dynamic switching of magnetization simulated based LLG
equation [174]. (b) RC sub-circuit for magnetization dynamic switching.

carrier-induced magnons (obey Bose-Einstein statistics and increase the number as in-
creasing temperature) and minor additional spin-independent tunneling from hopping
through the localized states in oxides [181]. The temperature dependence in TMR0

shown in [169] is T lnT at high temperature which can be approximated by a linear
function of T with a slope parameter TMRS [see Fig. 6.2 (c)] to simplify the equation:
TMR0 (T ) = TMR300K + TMRS (T − 300).

However, it is observed that such voltage- and temperature-dependence are more
visible in the AP state than in the P state [41], which has been successfully explained
by (only) the theory of hot carrier-induced magnons since the prefactors of these

dependencies in the AP and P states are (ρm)2+
(
ρM
)2

and 2ρmρM respectively2, where

ρm(M) is density of states of itinerant minority (majority) electrons [169]. This can be
attributed to the angular momentum conversation so that the spin of these electrons
needs to be flipped and it contributes to another spin-channel (band) [169, 182]. In
the compact model, the similar equation form of voltage-dependence in RP is adopted
but the model parameter VHP will be much greater than VH

RP =
RP0

1 +
V 2

apply

V 2
HP

(6.11)

and the temperature-dependence in RP is ignored. Note that RP is scaled with cell
area, i.e., RP0 ∝ 1/A. The experimental results have been shown that the TMR of
PMTJ can be higher than 100% in L10-ordered FePt/MgO/Fe/ L10-ordered FePt and
CoFeB/MgO/CoFeB systems, which trigger the shift from IMTJ to PMTJ although
IMTJ has even higher TMR [171].

6.2.3 Dynamic Switching Model

From (6.1), one can see that the magnetization switching is a time-dependent
behavior, indicating that the magnetization cannot be immediately flipped by the
spin-transfer torque due to precession and thermal fluctuation [183] [see Fig. 6.3 (a)].
This dynamic switching behavior is modeled by an RC sub-circuit since the switching
gradually takes place and charging C can mimic such behavior. The RC network is

2According to the inequality of arithmetic and geometric means, (ρm)
2

+
(
ρM
)2 ≥ 2ρmρM .
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Figure 6.4: Comparison of transient simultions of the LLG solution and proposed compact
model. The gradual transition from P to AP state is evident. (R = 0.001 and C = 10−7)

shown in Fig. 6.3 (b), where the parameter STATE represent P (= 0) and AP (= 1)
states. The MTJ resistance (RMTJ) thus is

RMTJ = (1− VC)RP + VCRAP (6.12)

where VC is the voltage across the capacitor. The capacitance C is determined by the
ferroelectric material. (6.1) can be re-writen by normalizing to HK since we consider
STATE (from 0 to 1) in normalization manner [184]

1 + α2

γHK

dm̂

dt
= m̂× [(heff − hs)− m̂× (αheff − hs)] (6.13)

where heff = Heff/HK and hs = Hs/HK . (6.13) is similar to the voltage across
a capacitor since C dV

dt
= I. Thus, the order of magnitude of C can be estimated by

1+α2

γHK
≈ 10−7 if α = 0.01, γ = 1.76 × 1011 rad

sT
, and HK = 100 Oe = 105

4π
A/m, which

is confirmed by the transient simulation of the LLG equation from [185] as shown in
Fig. 6.4.

6.2.4 Model Structure and Parameter Extraction

The resistances of P and AP states and critical currents are calculated analytically
in previous section. The structure of STT-MTJ compact model is shown in Fig. 6.5.
To properly extract the model parameters, it is recommended to follow the procedure
below step-by-step.

Step 0: RP (or RA and AREA) and ∆ are the instance parameters that are
determined by the technology.

97



CHAPTER 6. MAGNETIC MEMORY COMPACT MODEL: STT-MTJ MRAM

Figure 6.5: Compact model flow of STT-MTJ model.

Figure 6.6: Comparison of resistance hysteresis loops of model and silicon data of (a) TSMC
[41] and (b) IBM [35] MTJs with various temperatures and diameters (D).

Step 1: At T = 300 K, observe resistance ratio of two states at Vapply = 0
to extract TMR0, and then observe Vapply at which resistances are half of that at
Vapply = 0 for AP (VH) and P (VHP) states.

Step 2: At T = 300 K, observe Vapply for AP to P and P to AP to get α and P .
Parameter P changes the ratio of critical current for these two states.

Step 3: Observe resistances at Vapply = 0 for different temperatures to obtain
TMRS, and then observe Vapply for AP to P and P to AP at different temperatures to
extract DELTAS.

Step 4: Start with C = 1+α2

γHK
(the default is 10−7) using the material property

parameters, and observe transient switching of MTJ either from P to AP or AP to P
by fine tuning C to extract R.

6.2.5 Model Validation

By follwoing the parameter extraction procedure in the previous section, the pro-
posed model has been validated with the experimental data of TSMC and IBM MTJs
[41, 35] as shown in Fig. 6.6. The temperature effect in resistance is successfully cap-
tured since the TMR and critical current are temperature-dependent as discussed in
Section 6.2.1 and 6.2.2. The model also shows scalability nature because the resistance
is scaled with the cell area. The asymmetric switching is evident in Fig. 6.6 (b), which
is modeled by the STT-efficiency factor η (6.8). To exhibit the capability of simulating
circuit for compact purpose, an 1Transistor-1MTJ MRAM cell is simulated using the
proposed MTJ model and BSIM-CMG. The transistor model is calibrated with 14 nm
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Figure 6.7: Trasient bahavior of MTJ using an 1Transistor-1MTJ cell. The key model
parameters of MTJ are TMR = 115%, ∆ = 51, and RP = 1000 Ω. 10 fins are used in the
FinFET model.

FinFET silicon data [111]. Fig. 6.7 shows the transient switching behavior of MTJ.
The MTJ state is flipped successfully from P to AP states and from AP to P states if
reversing the bias in source line (SL) and bit line (BL) with turning ON the transistor.
The memory characteristics are clearly obtained.

6.3 Conclusion

The compact model of MTJ is proposed in this Chapter. The analytical critical
current is simplified from the LLG equation, and the zero bias anomaly and tem-
perature effect in TMR is also modeled based on the hot electron-induced magnons
model. To capture the dynamic switching due to the precession and thermal fluctua-
tion, the RC sub-circuit is used by deriving from the LLG equation, which has been
confirmed directly with the LLG solution. Finally, the compact model is validated by
the silicon data from the industry, showing the capability of capturing the temperature
dependence and MTJ size scaling.
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Chapter 7

Conclusions

7.1 Chapters Summary

Chapter 2 presented the back-gate bias-dependent effects in FDSOI devices for
different flavors of circuit applications, which results from the fact that the electrostatic
in channel is affected by the back-gate bias. The GIDL and gate leakages are modeled
using an analytical equation with back-gate bias. The proposed compact models have
been validated with the experimental data from an industry lab. In addition to the
leakages, the carrier transport property, mobility, is also exhibiting the back-gate bias-
dependence. The back side inversion effect accounts for this dependence since it creates
a second channel. This model is crucial to capture the transconductance behaviors
with a wide range of back-gate biases, especially in FDSOIs with thick front-gate
oxide where the back channel is comparable to the front channel. The non-monotonic
trend of DIBL with back-gate biases is also found in such thick front-gate oxide devices.
The channel length modulation is found to be the root cause. Both the fringing fields
through the front-gate oxide and buried oxide are responsible for the DIBL degradation
with back-gate biases, which is verified by TCAD simulations. Finally, the back-gate
bias-dependent overlap capacitance is modeled by introducing the back-gate bias into
the voltage dropped in the overlap region and is validated with TCAD simulation and
experimental data.

The leakage models in extremely scaled MOSFET and FinFET are the focus in
Chapter 3. In the zero threshold voltage devices such as I/O devices, the subsurface
leakage may be important since the substrate doping is not high enough to avoid the
electrostatic control from the drain bias. This subsurface leakage is modeled using the
concept of barrier lowering and it is a function of drain bias, substrate doping, and
temperature, which has been validated with the TCAD simulated data. To broaden
the horizon of the understanding in ultra-scaled FinFET-based circuits, the source-to-
drain tunneling current model, which plays an important role in sub-10 nm devices, is
investigated. The potential barrier in channel is assumed to be quadratic, leading to
a close form result of WKB-based tunneling probability. By adopting the numerical
technique of Gaussian quadrature method, the integration result of the Landauer’s
equation is obtained. However, for compact model purpose of leakage models, the
equation is further simplified assuming Boltzmann statistics, showing a good compu-
tational efficiency and an excellent agreement with the atomistic simulation data.

To achieve the urgent needs of low power chips in future technology nodes, a
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new paradigm of steep subthreshold slope devices - Tunnel FET (TFET) is proposed.
Chapter 4 presented the compact model of TFETs. The surface potentials of source
and channel regions are solved analytically. The close form result of WKN-based
tunneling probability using the derived surface potentials is obtained. To overcome
the brute force of integration in Landauer’s equation, the Gaussian quadrature method
is again adopted. It is shown that the computational efficiency, smoothness, and
accuracy are satisfactory. Finally, the developed model is validated with the atomistic
simulation data with various materials and channel cross-sections.

In Chapter 5, another steep subthreshold slope device - negative capacitance FET
(NCFET) is discussed in terms of compact model, ferroelectrics variability, and device
design. The enhancement of existent compact model in short channel effect is pro-
posed. The TCAD simulations suggest that the change in OFF current when varying
Pr in short channel NCFET is opposite to that in long channel NCFET because of the
inner fringing fields-induced gate charges, which can be taken into account by applying
a quasi-2D position-dependent gate charge model to the Gaussian quadrature-based
current calculation. The updated NCFET compact models are validated by the TCAD
simulation date with wide range of Pr and LG. In addition to the compact model, the
variability in ferroelectric materials, such FE properties variation and existent dielec-
tric phases, is also explored using Monte Carlo TCAD simulations. In comparison with
FinFET variation sources, the ferroelectric variations should be well controlled that
σPr/µPr < 27% and DE percentage < 20%. Finally, the spacer design of NC-FinFET
is discussed. It is found that the fin selective spacer can help NC-FinFET via capac-
itance matching in propagation delay, while the fin corner is better in FinFET due
to the reduction of parasitic capacitance. However, if taking into account the process
complexity, the air spacer would be the best choice where the delay is not degraded
much compared with the fin selective spacer design.

In addition to the transistor models, the memory compact model for spin-transfer-
torque magnetic tunnel junction (STT-MTJ) MRAM is the emphasis in Chapter 6 to
fulfill the need in cirecuit designs. The core model consists of resistances of parallel
and anti-parallel stats and critical current for switching using the analytical equations
derived from the Landau-Lifshitz-Gilbert (LLG) equation. To capture the dynamic
switching behavior due to the precession and thermal fluctuation, for compact model
purpose a RC sub-circuit based on the LLG equation is utilized and is verified with
the LLG solution. The parameter extraction procedure is also suggested, showing that
the compact model is accurate to describe the silicon data from the industrial devices.

7.2 Future Works

Since a portion of this dissertation focuses on enhancing the existent BSIM com-
pact model, more real device effects are expected to appear and be modeled in fu-
ture technology nodes. In FDSOIs, the back-gate bias effect is still an important
aspect. For example, the parasitic resistance and capacitance could show back-gate
bias-dependence and need to be modeled predicatively. In extremely scaled multi-gate
devices such as naonsheet devices which show more visible quantum confinement, the
source-to-drain tunneling equation might be modified since the sub-band effect changes
the tunneling scheme. However, for compact model purpose, considering the complex-
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ity of band structure will make the model significantly computationally inefficient and
be unsuitable for SPICE simulation.

In Chapter 4, the homojunction TFET is emphasized. However, the heterojunc-
tion TFET has been shown that the tunneling is more efficient and thus higher ON
current. Therefore, the heterojunction TFET compact model is required. Basically,
the developed homojunction TFET model can be extended to heterojunction TFET
since they have similar band structure except the band offset. Nevertheless, this idea
needs to be further checked and tested since it might cause the discontinuity in the
integration and diverge. Furthermore, the carrier transport effect in MOSFET part of
TFET should be also modeled if the short channel effect is significant and thus large
lateral electric field. Additional internal node is needed for the calculation, and it is
prone to degrade the speed.

In Chapter 5, since only the polynomial terms are considered in the Landau-
Khalatnikov equation. The domain interaction and viscosity terms are ignored. To
best the predictive nature of compact model in transient simulation, the viscosity effect
in FE is important and should be properly modeled. In variability study, the separated
FE variation sources are explored. Indeed, the correlation between the grain size and
FE properties still remains unknown and is required further investigation. In NC-
FinFET spacer design, the doping profile in the source/drain extension region affects
the distribution of electric fields, and thus the co-optimization of doping profile and
size of Si3N4 region might be a good future work.

The STT-MTJ operation and compact model are discussed in Chapter 6. How-
ever, to continue scaling the MTJ MRAM, the spin-orbit-torque MTJ (SOT-MTJ)
is paid much attention in spintronics community. The structure of compact model
of SOT-MTJ might be the same as that of STT-MTJ. The critical current can be
accordingly modified based on the LLG equation. Nevertheless, nowaday there is no
abundant experimental data of SOT-MTJ. Once the data is reliable, the SOT-MTJ
compact model thus can be validated and other real device effects are able to be
included properly.
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