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Abstract

Chip-Scale Fluorescence Microscope

by

Efthymios Philip Papageorgiou
Doctor of Philosophy in Engineering - Electrical Engineering and Computer Sciences

University of California, Berkeley
Professor Bernhard E. Boser, Chair

CMOS image sensors have been widely used for decades, largely displacing CCD
technology in cameras, scanners, telescopes, and a variety of medical sensors. Pho-
todiodes are formed in the IC substrate and the technology has been repurposed to
make more advanced structures with higher sensitivity, such as pinned or avalanche
photodiodes. Less work has gone into generating optical elements using other fea-
tures of the CMOS process, namely the metal interconnect. The precision deposition
and spacing of the metal layers allows a variety of optical structures to be fabricated
within the image sensor to perform both spatial and wavelength filtering. This is
especially useful for applications where large-scale optical components, such as lenses
or fiber optic bundles, cannot be used. For most intraoperative imaging applications
and especially for modern minimally-invasive or robotic-assisted cancer surgery, these
large optical elements restrict an imager’s ability to thoroughly scan an entire tumor
cavity.

This thesis presents an image sensor incorporating angle-selective gratings for
resolution enhancement in contact imaging applications. Optical structures designed
in the CMOS metal layers above each photodiode form the angle-selective gratings
that limit the sensor angle of view to ±18◦, rejecting background light and deblurring
the image. The imager is based on a high-gain capacitive transimpedance amplifier
pixel using a custom 11 fF MOM capacitor, achieving 8.2 V s−1 pW−1 sensitivity. The
pixel also includes a leakage current minimization circuit to remove signal-dependent
reset switch leakage and the corresponding dark current is 14 aA/µm2. The resulting
4.7 mm by 2.25 mm sensor (80 by 36 pixels) is designed specifically for intraoperative
cancer imaging in order to solve the pervasive challenge of identifying microscopic
residual cancer foci in vivo.

A custom amorphous silicon optical wavelength filter is used alongside the image
sensor in order to perform fluorescence imaging. The filter rejects excitation light and
has over five orders of magnitude rejection at 633 nm. Fluorescence emission light
above 700 nm is allowed to transmit through. Several clinically-tested fluorophores,
such as IR700DX, are compatible with this wavelength range. The filter is only 15 µm
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thick and is suitable for in vivo contact imaging applications as it maintains the same
high rejection for all angles of incident light.

We demonstrate imaging and detection of foci containing less than 200 cancer
cells labeled with fluorescent biomarkers in 50 ms and signal-to-noise ratios greater
than 15 dB using the custom image sensor and optical filter. We also demonstrate the
detection of microscopic cancer using human tissue and residual tumor in mice mod-
els. The absence of large optical elements enables extreme miniaturization, allowing
manipulation within a small, morphologically complex, tumor cavity.
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Chapter 1

Introduction

Miniaturized optical imaging systems are critical for both consumer and medical
applications. These systems are portable and are used in spaces that are not acces-
sible using conventional imagers. Indeed, chip-scale solutions for contact imaging
have enabled a variety of applications ranging from optical scanning and fingerprint
sensing to lab-on-a-chip or implantable sensors used for medical disease research and
diagnosis. Additional applications have been and will continue to be made possible
by replacing many of the traditional large-scale optical elements, such as lenses, fil-
ters, and gratings, with on-chip structures fabricated in the metal layers of modern
integrated circuit (IC) processes.

These on-chip optical techniques take advantage of the material properties and
precise alignment of the CMOS metal interconnect and surrounding dielectric. Struc-
tures designed to enable 3D imaging [1,2], polarization imaging [3], and optical wave-
length filtering [4] have been previously described. However, one of the main at-
tractions of CMOS image sensors is their planar form factor and ability to be scaled
to any convenient surface area for contact imaging applications. Comparatively less
work has been done to improve the resolution of these contact image sensors. We
have developed on-chip optical structures called angle-selective gratings (ASGs) that
restrict the angle of incident light allowed to enter the image sensor. The restricted
angle-of-view provided by the ASGs not only allows higher resolution images to be
obtained, but also blocks out a large portion of background light in applications where
signal and background levels are comparable, such as in intraoperative imaging.

More specifically, one of the high impact applications for chip-scale angle-selective
contact imagers is the successful treatment of early stage cancers. This treatment re-
quires the surgical removal of microscopic cancer foci from a background of 108 to
109 physically similar healthy cells. While the goal is often to remove all cancer cells,
foci of 200 cancer cells or more represent a clinical threshold in breast cancer staging,
worsening patient outcomes, and need to be removed [5]. Similar considerations ap-
ply to prostate cancer treatment. Consequently, physicians face a challenging tradeoff
between removing excessive healthy tissue or risking leaving tumor behind.
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Removal of all disease, both gross and microscopic, is necessary for successful
cancer surgery. Tumor cells left in the patient, known as microscopic residual disease
(MRD) or a positive margin, significantly increase the chance of cancer recurrence
across cancer types. However, identification of MRD intraoperatively remains a perva-
sive challenge. The lack of accurate spatial information on the presence, location, and
quantity of MRD forces physicians to either empirically treat wide areas of normal-
appearing tissue with surgery or radiation in an effort to eradicate all cancer cells or
risk leaving tumor cells behind. In breast cancer, for example, an estimated 65% [6] of
the 230,000 women [7] diagnosed annually in the United States undergo lumpectomy
and MRD is found in 25–40 % of these women [8–10]. Left untreated, MRD doubles
the local recurrence rate, from 15 % to 30 %, over 15 years [11], and decreases survival
[12]. Consequently, re-excision is recommended in many cases [13, 14]. Even empiri-
cal resection of additional tissue, also called shave margins, results in a 20 % rate of
MRD [10]. Similarly, rates of MRD after radical prostatectomy for high risk prostate
cancer range between 20 % and 50 % [15,16]. However, the tight physical confines of
the prostate bed prohibit re-excision. Patients are instead treated with eight weeks
of postoperative radiation therapy to the tumor bed, often with months to years of
hormone therapy, resulting in both short and long term side effects. Despite these
intensive therapies, only 45 % of these patients remain disease free four years later
[17]. Therefore, to achieve excellent oncologic outcomes across cancer types, while
reducing the need for additional therapy, real-time intraoperative assessment of MRD
with precise localization is critically needed.

Pathologic assessment is the gold standard for postoperative MRD evaluation,
but it remains elusive in the operating room. In the laboratory setting, microscopic
disease is readily identified on the excised tumor specimen surface using a combination
of specific molecular labeling and high-magnification microscopic evaluation of a few
hundred cells at a time. If cancer is found on the excised tumor surface, it is assumed
by proxy that residual cancer is present on the adjacent tissue remaining in the
tumor bed. However, tissue processing and microscopy times restrict evaluation to the
postoperative setting, necessitating an additional surgical procedure if residual tumor
is determined to be present. Inaccurate co-registration of the pathologic specimen to
the tumor bed and sampling error on the excised specimen occur frequently and lead
to potentially missing MRD.

Successful intraoperative MRD evaluation requires (1) the ability to image the
entire surface area, eliminating sampling error, (2) real-time operation, allowing for
seamless surgical integration and instant re-excision of residual tumor, and (3) high
sensitivity imaging devices. Pure visual or tactile methods for detecting cancer are
limited to the detection of millimeter-scale or larger areas of tumor [18, 19], corre-
sponding to 100s of millions of cells. As mentioned above, 200 cells is considered to
be a clinical threshold for breast cancer staging. Such small clusters are effectively
invisible to conventional methods that do not make use of molecular markers to dis-
tinguish tumor cells from their morphologically similar normal tissue counterparts.



CHAPTER 1. INTRODUCTION 3

In order to perform intraoperative imaging, cancer tissue in the patient needs
to be labeled preoperatively. The labeling will not require any extra time during the
operation. This can be accomplished using an injection of an antibody-fluorophore
compound [20–24]. The antibody molecularly-targets cancer cells and the fluorophore
allows visualization of the cancer. These compounds require as little as several hours
to bind and the cancer will remain fluorescent for several days. Thus the injection
can occur on the same day as the operation or in one of the preceding days as part of
the preoperative outpatient workflow. There have been numerous successful clinical
trials using this strategy for a variety of cancers including ovarian [25], head and
neck [26], breast [27], and esophageal (NCT02129933). There are also several clinical
trials ongoing (NCT02422979 for head and neck cancer and NCT03052127 for ocular
melanoma). High tumor-to-background ratios have been reported, including in the
clinical trials (5-10 in [26] and up to 9 in [27]), indicating that non-specific binding
of the molecular agents to healthy tissue remains low enough to allow MRD imaging.
The fluorophores used for in vivo imaging emit in the far-red and near-infrared where
there is negligible tissue autofluorescence. At least several dyes are proved to be
non-toxic and are FDA approved, including indocyanine green [28]. Additionally,
commercial entities have developed dyes, such as IR700DX and IR800CW, that have
been tested successfully in non-human primates [29] and humans [26,27] and are being
used in ongoing clinical trials (NCT02422979, NCT03052127).

Despite recent advances in targeted molecular imaging agents to label cancer in
vivo, imaging devices themselves remain the limiting factor. Current intraoperative
fluorescence imagers [25,30] that place a large microscope above the tumor bed require
the use of rigid and bulky optics to guide, focus, and filter excitation and emission
light. This makes them inadequate for MRD detection for two key reasons: (1) they
are restricted to line-of-sight imaging, missing the majority of the complex tumor
cavity surface, and (2) they image far from the tumor bed, with reduced resolution
and sensitivity as light diverges.

These large-scale fluorescence microscopes are incompatible with the small, 1–
3 cm diameter, tumor cavities common in modern minimally invasive surgeries such
as lumpectomy and robotic assisted prostatectomy. The entire 3–30 cm2 surface area
of these cavities need to be rapidly imaged (<1 min) by a small, highly maneuverable
imager with the ability to detect about 100 to 1000 cancer cells, necessitating imaging
speeds of up to 0.5 cm2/s. Miniaturized optical elements are difficult to fabricate and
they often suffer from increased aberrations and other issues such as ghost images [31–
33]. Goggle-based approaches [34,35] are easier to use, but suffer from low sensitivity
due to the distance from the tumor bed and cannot image the complex tumor cavity
sidewalls. A variety of handheld devices for residual cancer detection have been
designed that use optical coherence tomography (OCT) [36], spectroscopy [37–39],
birefringence [40], magnetic tracers [41], radio tracers [42], or fluorescence [43]. These
are either too large to fit inside the resection cavity itself [36] or only image single-
points [37–41]. Techniques using fiber optic bundles [42,43] suffer from a fundamental
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trade-off of flexibility versus imaging area, prohibiting rapid imaging of the entire
tumor bed surface in a small, complex-shaped, resection cavity. Existing compact
alternatives do not have adequate resolution to detect microscopic cancer [44, 45].
Other chip-scale sensors requiring microfluidics or tissue samples need handling that
is incompatible with the constraints of surgical procedures [4, 46, 47].

A contact image sensor can be designed to eliminate these challenges by largely
dispensing with conventional focusing optics. Integrated circuit (IC) technology is
ideally suited for contact imaging as it is inherently planar, with thickness ranging
from 500 µm down to less than 10 µm [48], and is scalable from single millimeter
dimensions [49] up to several centimeters [50], due to the parallel, arrayed nature of
the pixels. Scalability and direct integration with surgical tools is therefore possible
with minimal form-factor disruption. Consequently, these imagers can be designed for
a range of tumor cavity shapes and sizes and easily mounted on highly maneuverable
probes, since only electrical signals, rather than light, need to be transmitted outside
the tumor cavity. Furthermore, CMOS-based imagers can be disposable due to their
low-cost batch fabrication.

We overcome these limitations by introducing a custom CMOS image sensor
incorporating an amorphous silicon optical filter and ASGs as indicated above. The
optics of conventional microscopes are shrunk down by orders-of-magnitude while
retaining the ability to identify 200 tumor cells. The sensor is characterized and
demonstrated with 3D cell cultures, human tissue, and mouse tumor models. The
miniature size and high sensitivity of our device facilitates its eventual integration into
surgical tools, enabling real-time visualization of cancerous tissue without disrupting
established surgical procedures.

Organization of the Thesis

This thesis is organized into seven chapters. Chapter 2 details the angle-selective
imaging operation and the design of the ASGs used in this work. Chapter 3 describes
the presented angle-selective fluorescence contact imaging system and Chapter 4 de-
scribes details of the pixel circuit design and operation. The amorphous silicon optical
filter is presented in Chapter 5. We present experimental results validating the sen-
sor’s ability to detect microscopic and residual cancer in Chapter 6. The conclusion
is provided in Chapter 7.
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Chapter 2

Angle-Selective Imaging and
Grating Design

The goal of angle-selective contact imaging is to replace large optical elements
that limit miniaturization. A contact imager only produces a perfect image if the
sample is placed directly on the imaging surface. Any distance between the sample
and imager surface will allow light to diverge and blur the resulting image. Optical
structures, angle-selective gratings (ASGs), can be included within the pixels of the
imaging chip to reject light that is not incident perpendicular to the surface of the
chip and recover some of the resolution lost due to increased imaging distance. This
procedure as well as the design of the ASG structure used in our image sensor will
be described in this chapter.

2.1 Angle-Selectivity Function

As illustrated in Fig. 2.1(a), each pixel in the imaging array accepts light from
a limited angle of view (AOV) that is set by the ASGs. This AOV can be found
from the angle-selectivity function, f(θ), of the gratings. The ideal angle-selectivity
function, fideal(θ), would have a uniform response up to a specific angle, θcrit, as
shown in the left part of Fig. 2.1(b). Given knowledge about the size and shape of
the objects to be imaged, θcrit can be chosen such that in the resulting image all
of the signal from the imaged object is contained in a single pixel, as illustrated in
the right part of Fig. 2.1(b). Practical structures conforming to the design rules for
CMOS metal interconnect do not have a perfect angle-selectivity function. As shown
in Fig. 2.1(c), these structures have a more smoothly varying function, freal(θ), and
there will be some blurring between adjacent pixels in the captured image.

As long as the angle-selectivity function is well defined and the imaging distance
is known, the point spread function (PSF) of the imaging system can be estimated
accurately. A more selective angular response makes the estimate of the PSF insen-
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(a)

θ

freal(θ)(c)

θ

fideal(θ)(b)

θcrit

Imaged
object Imager with ASGs

Pixel AOV

Figure 2.1: (a) Angle-selective imaging operation. Each pixel has a restricted angle-
of-view to enhance image resolution. (b) Ideal angle-selectivity function and captured
image. (c) Realistic angle-selectivity function and captured image.

sitive to variation in the actual imaging distance, which is nominally set by a spacer
placed over the surface of the sensor. The PSF is analogous to the impulse response
of a dynamic system and can be used to predict the resulting image, I(x, y), using:

I(x, y) = S(x, y) ∗ PSF (x, y), (2.1)

where S(x, y) is the surface being imaged. The inverse operation can also be per-
formed to estimate the original surface using a variety of inverse filter and deconvo-
lution algorithms. Details about the implementation of this approach and results are
presented in Section 6.2.

2.2 Angle-Selective Grating Structure

The ASG structure contained in our image sensor is shown in Fig. 2.2 and is
included in each sensor pixel. As shown in the top view in Fig. 2.2(a), each ASG
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Figure 2.2: (a) Top view of the ASG structure showing octagonally-packed array with
2.4 µm apertures. (b) Perspective side view of the 6.8 µm tall ASG structure in metal
layers 1–5.

consists of a 45 µm by 45 µm octagonally packed array with 2.4 µm apertures that
completely covers the photodiode in the pixel. The grating blocks approximately 55 %
of the photodiode area, leading to a 3.5 dB optical insertion loss. The perspective side
view of the ASGs is shown in Fig. 2.2(b). The structure is designed in metal layers
1–5 and is encased in the inter-level dielectric (oxide). All of the metal layers are
electrically connected together using vias. Metal layer 6 (the top metal layer) was
not used as no chemical mechanical planarization is performed on the IC surface
after its deposition. Including metal layer 6 would lead to an unpredictable and
uneven surface that can affect the performance of the ASGs by changing the incident
angle of light. The entire structure is 6.8 µm tall. This grating structure is natively
manufactured in a conventional 0.18 µm CMOS process and does not require any
additional fabrication or deposition steps.
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Figure 2.3: ASG 3D FEM simulation for varying incident angle showing increased
attenuation for steeper angles. Periodic boundary conditions are used and only a
single element in the octagonally-packed array is simulated.

2.3 Angle-Selectivity Simulation and Measurement

The ASG structure was designed and simulated using the finite element method
(FEM) in COMSOL. The structure was optimized to provide a sharp angle-selectivity
function without an excessively large insertion loss and while keeping to the design
rules provided in the used 0.18 µm technology. The simulated field plot of the ASGs
for varying incident angle is shown in Fig. 2.3. Periodic boundary conditions were
used to reduce the simulation size. Thus only the simulation of a single element in
the ASG array is shown. Light is incident from the top side of the structure and the
detector (photodiode) is placed at the bottom. As the incident angle is increased,
less light is allowed to pass through the ASG and more light is reflected out of the
structure. Hence, for each angle, a certain portion of the light reaches the photodiode.

The simulated transmittance of the ASG versus incident angle compiled from
the FEM simulations is shown in Fig. 2.4 in blue. In the same plot, we also show
the measured response of the ASGs from the fabricated image sensor in red. The
two results are in close agreement and the difference between the two is likely due
to the imperfect fabrication of the metal structures in the CMOS process (i.e. the
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Figure 2.4: Simulated (Sim. in blue) and measured (Meas. in red) ASG response
versus input angle showing good agreement. The simulated response of an uncovered
photodiode without ASGs (green) is also shown.

fabricated metal wires do not have perfectly sharp edges or corners). The response
of the photodiode covered with ASGs decreases to 50 % at approximately 18◦, a full
width at half maximum (FWHM) of 36◦. Also shown in Fig. 2.4 is the simulated
response of an image sensor that does not incorporate ASGs. This response is a
cosine function with a FWHM of 120◦, due to the effective reduction in imaging
area as incident light angle increases. The reduced FWHM of the response of the
photodiode with ASGs allows it to obtain a higher imaging resolution, as well as
block a large portion of background light.

2.4 2D and 3D Signal Calculation Methods for

Angle-Selective Imagers

One of the main benefits of including ASGs inside an image sensor in addition
to resolution enhancement is the reduction in background light and a subsequent
increase in signal-to-background ratio (SBR). In this section, we go over a simple
method to calculate the signal levels received by pixels incorporating ASGs when
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imaging a 2D surface. We also explain how to extend this method to imaging a
3D volume. These methods can be used to calculate the improvement in SBR due
to the presence of ASGs. The 3D method is more accurate, but computationally
expensive. However the 2D method provides good insight about the impact of the
angle-selectivity function.

If the pixels in an imaging array were selective for only light that is incident
perpendicular to the normal vector of the array, then a perfect image could be con-
structed. However, this scenario is not practical as when the subset of angles of
incident light allowed to hit the photodiode is limited to a very small dθ, the received
power in the photodiode also approaches 0. A method for evaluating the performance
improvements achieved by angle-selectivity must be devised in order to design for a
specific application. It can be shown that a small pixel of area Apix across from an
infinite plane emitting light of intensity I0 (power per area) collects a power of

P = 1
2
I0Apix

∫ θmax

θmin

tan(θ)f(θ)dθ, (2.2)

from light incident at angles between θmin and θmax. f(θ) is the angle-selectivity
function and the product of Apix and f(θ) can also be understood as the effective
pixel area when looking at the pixel from an angle θ. For a normal photodiode
without ASGs f(θ) = cos(θ) as described above.

If a pixel is directly opposite a circular area of interest of radius r on the infinite
plane, then the SBR can be found using Eq. 2.2. The signal-to-noise ratio (SNR)
can be found using the same equation and the noise performance of the image sensor
(see Section 4.5). Light incident on the pixel that originated from within this circular
region will be contained in the subset of angles from 0 to θsig, where θsig = tan−1(r/h),
and h is the distance from the surface of the imager to the object. The background
light originates outside the circle of interest, at angles greater than θsig.

Due to the presence of the tangent term inside Eq. 2.2, it is clear that the
photodiode receives an increasing portion of light at higher incident angles. This
light does not carry much information and it is difficult to determine where it is
incident from computationally, particularly if it is incident from somewhere outside
the X-Y dimensions of the imaging array. For this reason, it is critical to minimize
the angle-selectivity function f(θ) as much as possible for large θ. This remains true
for imaging a 3D volume of tissue as well.

When imaging a 3D volume and especially when imaging a 3D tissue structure
light is received not only from the surface, but also from deeper tissue as well. The
easiest way to calculate the received signal is to consider the imaged volume as a
3D array of voxels. This scenario is illustrated in Fig. 2.5, however only a 2D slice
is shown for simplicity. The light path from each voxel to a pixel on the imaging
chip needs to be mapped in order to find the total imaging distance, as well as final
angle of incidence on the surface of the chip. This light path will also depend on
the index of refraction of the tissue and any other material that is in the imaging
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Figure 2.5: Illustration for calculating received pixel signal when imaging a 3D vol-
ume. The 3D space is modeled as an array of voxels and the path from each voxel to
each pixel in the imaging array must be determined. A 2D slice of the voxel array is
shown for simplicity.

path. Additionally for intraoperative imaging, there will be wavelength-dependent
scattering and absorption in the tissue that needs to be accounted for as well.

This method can be used to calculate what the resulting image will look like
for an arbitrary 3D volume and sensor distance, however it is computationally very
expensive and may require significant processing time, depending on the dimensions
of the volume to be imaged and required resolution. Alternatively, if the primary
interest is to detect cancer on the surface tissue (and high resolution is only required
for the surface), a more computationally efficient method is to use the 2D techniques
described above. The additional background light that enters the pixel due to the
rest of the 3D volume can be calculated by using a low-resolution 3D voxel structure
for the deeper tissue beneath the surface. This method retains the advantages of the
2D and 3D approaches, combining the computational simplicity of the former, while
maintaining the greater accuracy of the latter.
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Chapter 3

Sensor for In Vivo Fluorescence
Imaging

Image sensors incorporating angle-selective gratings (ASGs) can be used in a va-
riety of applications, including intraoperative cancer imaging. This chapter presents
details on fluorescence imaging in general, the system architecture for our angle-
selective contact fluorescence imager, the improvement in resolution due to the pres-
ence of the ASGs, and a method to calculate expected fluorescence signal levels.

3.1 Fluorescence Imaging

We are performing fluorescence imaging as illustrated in Fig. 3.1. The tumor cells
are labeled with a fluorescent probe. This probe consists of a fluorophore conjugated
with an antibody that specifically targets and binds to tumor cells. This fluorescent
probe can be injected into the patient several hours or days before an operation is
performed in order to allow time for the binding to occur [27]. Excitation light (from
a laser, shown in blue) is used to excite the fluorophores, causing them to emit at a
higher wavelength (shown in red). The emitted light is selected by an optical filter
and is then detected by a sensor (photodiode).

3.2 Angle-Selective Contact Fluorescence Imaging

System

Traditional fluorescence microscopy as shown in Fig. 3.2(a) requires bulky and
rigid optics to maintain dual optical pathways and obtain high quality and high
resolution images. Contact imagers dispense with optics and instead rely on proximity
to the sample to obtain high spatial resolution and sensitivity by gathering light
before it significantly diverges. For in vitro systems, the sensor can be placed directly



CHAPTER 3. SENSOR FOR IN VIVO FLUORESCENCE IMAGING 13

Figure 3.1: Fluorescence imaging operation. The object or sample to be imaged
needs to be labeled using a targeted fluorescent molecule. An excitation light source
to excite the fluorophores, a wavelength filter to select the fluorescence emission, and
a photodetector are needed to perform imaging.

(a) (b)

Excitation light

Emission light

Fluorescently-
labeled cancer cells

in tissue

CMOS/CCD camera

Optical filters

Tissue

Lens tube 
& objective

CMOS image sensor

Fluorescently-
labeled cancer
cells on sensor

Excitation light
shined directly

at surface

Optical filter

Lamp

Cannot image
sidewalls

Figure 3.2: (a) Conventional fluorescence microscopes cannot enter the tumor cavity
due to their rigid and bulky optical elements. (b) In vitro contact imaging can use
en face illumination. The presence of tissue prevents this method from being used
for in vivo imaging.

against the sample and excitation light can be applied using illumination through the
sample as depicted in Fig. 3.2(b). However, for in vivo intraoperative devices, the
presence of the human tissue in the traditional en face illumination pathway requires
oblique illumination from the side of the sensor, precluding direct placement against
the tissue.

A diagram of our chip-scale angle-selective fluorescence contact imager is shown
in Fig. 3.3. The excitation light can be provided by a linear fiber optic array, colli-
mated light source, or, for a fully-integrated solution, by laser diodes arrayed around
the imaging chip. A small gap is needed between the image sensor and the surface
containing the labeled cancer tissue in order to apply the excitation light. This gap is
provided by a 500 µm thickness fused silica spacer as shown. The minimum spacing



CHAPTER 3. SENSOR FOR IN VIVO FLUORESCENCE IMAGING 14

Figure 3.3: Angle-selective contact fluorescence imaging system including labeled
cancer tissue, excitation light, optical wavelength filter, and angle-selective imaging
chip.

is close to 500 µm for an imager with one dimension equal to 2.25 mm. The required
spacing between the tissue and the sensor must allow for excitation at or below the
total internal reflection critical angle, approximately 75◦ for a tissue-glass interface
[51]. The critical angle of the fused silica-tissue interface limits this spacing from
being reduced further.

The optical filter is a layer on the order of 10 µm thick that allows the fluorescence
emission light (shown in red) to pass through, but blocks the excitation light. We
are using an amorphous silicon absorption filter (see Chapter 5) in order to block
the excitation light at all incident angles while maintaining a small form factor. The
angle-selective imaging chip is used to detect the fluorescence and consists of an array
of photodiodes covered by the ASGs as described in the previous chapter. The grating
layer is 6.8 µm thick, but it does not add any extra imaging distance as it is embedded
within the CMOS imager itself.

3.3 Impact of the ASGs on Image Resolution

The resolution of contact imagers degrades with increasing imager-tissue sep-
aration due to the divergence of unfocused light. While surgical “resolution” (i.e.
the minimum amount of resectable tissue) is on the millimeter to centimeter scale,
the need for higher spatial resolution is driven by the requirement to distinguish a
small fluorescent residual cancer signal from the background signal due to non-specific
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antibody binding to healthy tissue. Given that this background can vary over the
tissue surface due to variations in antibody distribution and tissue heterogeneity, high
spatial resolution on the order of the cell cluster size to be detected is required for
accurate background subtraction and edge detection. The resolution of the contact
imager is determined by the angle of view (AOV) of individual pixels and not by the
pixel pitch that can be on the micron scale in modern IC processes. Taking the full
width at half maximum of the angular response to be the AOV of standard CMOS
photodiodes, its value can be in the range 100–120◦ and often it will not be the same
in both the horizontal and vertical directions [52, 53], leading to uneven blurring in
the image. This corresponds to a minimum field of view (FOV) for each pixel of ap-
proximately 0.6 mm with a 0.5 mm spacing between the image sensor and the imaged
sample. This increases to 0.9 mm at 0.65 mm imaging distance. The wide FOV per
pixel and rapid loss of image resolution cannot be mitigated by smaller pixel pitch.

In order to improve spatial resolution while minimizing imager-tissue separation,
ASGs are included in our imaging chip. The ASGs do not focus light, but rather re-
ject light that is not incident perpendicular to the sensor surface. This results in a
reduction of the AOV of each pixel to 36◦ (see Chapter 2), corresponding to a FOV
of 0.22 mm, spanning approximately 120 cells, for a 0.5 mm tissue-to-imager spacing.
The FOV increases to only 0.28 µm at an imaging distance of 0.65 mm. This indicates
another feature of angle-selective imagers in addition to their higher imaging resolu-
tion: they are robust to imaging distance variation. The exact minimum resolvable
detail in the resulting image will depend on the exact profile of the angle-selectivity
function as described in the previous chapter as well as tissue morphology, but the
numbers given here illustrate the benefits of using ASGs. The pixel pitch we have
chosen, 55 µm, is smaller than the FOV for typical imaging distances and is chosen
such that the resolution is not impacted.

3.4 Fluorescence Signal

The fluorescence signal received from a single cell or a focus of cells can be
estimated using information about the cell and antibody binding properties, as well
as the imaging distance and imager sensitivity. The signal from a single cell, F (in
W), can be expressed as:

F = σflQflPinNfl, (3.1)

where σfl is the fluorophore absorption cross section in cm2, Qfl is the fluorescence
quantum yield, Pin is the incident light flux in W/cm2, and Nfl is the number of
fluorophores bound to the cell. A typical fluorophore that emits in the near-infrared,
such as IR700DX, has a quantum yield and absorption cross section of approximately
10–30 % and 10−16 cm2, respectively [54–56]. A single cell can bind on the order of
one million fluorophores and typical excitation powers are close to 100 mW/cm2.

In order to calculate the received signal during contact imaging from a focus
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of cancer containing Ncell cells, we need to also incorporate the fluorophore emission
profile, the pixel area (Apixel), and the pixel response. Fluorophores uniformly emit
radially in all directions, spreading the emitted power over a surface area of 4πz2dist,
where zdist is the imaging distance. The power incident on a single pixel can thus be
expressed as:

Pincident = F ·Ncell ·
Apixel
4πz2dist

. (3.2)

For the typical values given above, an imaging distance of 0.65 mm, and a pixel area
of 44 µm2, 200 cancer cells will provide a signal of close to 150 fW (using 20 % for Q).

The power that is actually received and the current generated in the photodi-
ode will additionally depend on the angle-selectivity function, the insertion loss, L,
due to the presence of the angle-selective gratings, and the responsivity, R, of the
pixel. The angle-selectivity function is approximately equal to one when considering
the pixel directly opposite a cancer cell focus, but needs to be accounted for when
computing the background light received by a pixel (which arrives from all angles).
The responsivity expresses how efficiently a photodiode or pixel converts incoming
light power into the measured output signal, which may be a current or the output
voltage. Accounting for all of these parameters, the final output signal is:

Signal = F ·Ncell ·
Apixel
4πz2dist

· f(θ) · (1 − L) ·R. (3.3)

It is critical to maximize the pixel responsivity considering the small signal provided
by even 200 cancer cells.
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Chapter 4

Angle-Selective Imaging ASIC

This chapter goes over the details of the design of the angle-selective imaging
chip. The pixel design and performance is especially emphasized as it most signif-
icantly impacts the resulting image. In general, it is critical to minimize or avoid
introducing any sources of error that are signal-dependent, requiring pixel-by-pixel
calibration. This calibration can be complicated and may need to be performed fre-
quently, slowing down the imaging process and making the sensor more difficult to
use. Thus, many of the design features incorporated in the pixel are chosen to avoid
these signal-dependencies and keep calibration down to a minimum, as described be-
low. Additionally, the pixel noise performance is detailed, with complete expressions
provided for the relevant noise sources.

4.1 ASIC Overview

The block diagram of the imaging chip is shown in Fig. 4.1. The chip consists of
an 80 (horizontal) by 36 (vertical) array of pixels. Each pixel contains a photodiode
covered by an angle-selective grating. The details of the pixel architecture will be
explained in Section 4.2. This is a global shutter image sensor and the pixels are
read out row-wise onto shared pseudo-differential column lines. Digital row driving
circuitry shown on the right selects which row is read and the rows are read sequen-
tially. The 80 differential column lines are multiplexed to eight output lines that are
digitized using off-chip ADCs. An FPGA reads the data from the ADCs, performs
the digital programming and control of the chip, and also communicates with a PC
for real-time data capture and visualization.

The microphotograph of the image sensor appears in Fig. 4.2(a). The sensor
is 4.7 mm by 2.25 mm and most of the area (4.4 mm by 1.98 mm) is taken up by
the imaging array. The analog column current sources, multiplexers, and buffers are
along the bottom row of the array. The digital decoders and row driving circuitry are
along the right side. An inset showing a close-up image of four pixels is also shown in
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Figure 4.1: Imaging chip block diagram showing 80 by 36 pixel array. The array is
read out row-wise on to shared column lines.

Fig. 4.2(b). The angle-selective gratings (ASGs) are visible above each photodiode.
The pixel pitch is 55 µm. Each photodiode has dimensions 44 µm on a side and the
pixel readout circuitry is placed in the surrounding 11 µm channels. The overall fill
factor of each pixel is 28 %, accounting for the area covered up by the ASGs.

4.2 Pixel Operation and Timing

There are a number of challenges associated with ultrasensitive optical detection
including signal-dependent dark current, signal-dependent gain and in-pixel offsets.
The pixel circuit has been designed to eliminate these error sources in order to avoid
extraneous calibration steps that affect the ease of use of the sensor. A custom
metal-oxide-metal (MOM) integration capacitor and high gain amplifier is used to
ensure a linear pixel response. A leakage current minimization circuit is used to
remove signal-dependent reset switch leakage and correlated double sampling (CDS)
circuitry suppress offset and noise. The design and operation of the pixel circuit and
these elements are discussed in this section and the subsequent sections.

Fig. 4.3(a) shows the architecture of the pixel. This is a customized capacitive
transimpedance amplifier (CTIA) architecture that was chosen for its high linear-
ity and accurate gain while maintaining shot noise limited performance. The pixel
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Figure 4.2: (a) Die microphotograph showing imaging array, analog circuitry along
the bottom side, and digital circuitry along the right. The chip is 4.7 mm by 2.25 mm
and the array is 4.4 mm by 1.98 mm. (b) The inset showing pixels with 55 µm pitch
and ASGs over the 44 µm by 44 µm photodiodes.

contains the angle-selective photodiode, an integration capacitor, Cint, an amplifier
(Amp), a reset switch, two sample-and-hold capacitors, and two source follower (SF)
output buffers for readout on the column lines. The timing diagram for the pixel
circuit appears in Fig. 4.3(b). Initially ΦRST is high for a time tRST (typically 100 µs)
and the reset switch is closed, draining the charge across Cint. The signals ΦR and
ΦS are also high, connecting the load capacitors CLR and CLS to the output of the
amplifier. ΦR goes low a time twait (also 100 µs) after the reset signal ends, allowing
the amplifier to settle, and the initial output value of the amplifier is stored on on
CLR. After a further time, Tint, equal to the integration time of the amplifier (gen-
erally 10 ms to 50 ms), ΦS goes low, storing a second value on CLS. The difference
between the two values is the output voltage of the pixel and is read onto the columns
when the row select signal, ΦSEL, goes high during the imaging array readout. The



CHAPTER 4. ANGLE-SELECTIVE IMAGING ASIC 20

Figure 4.3: (a) General pixel architecture showing photodiode, amplifier, integra-
tion capacitor, reset switch, sampling capacitors, and output source follower buffers.
(b) Pixel timing diagram. (c) Detailed CTIA pixel schematic showing cascoded com-
mon source amplifier implementation and replica reset amplifier for leakage current
minimization.

resulting pixel output, Vout is

Vout =
Iin · Tint
Cint

, (4.1)

where Iin is the photocurrent generated in the integration capacitor by the input
light. Details of the design of this pixel circuit are presented below.

4.3 Pixel Amplifier

The detailed pixel schematic appears in Fig. 4.3(c). The in-pixel amplifier con-
sists of transistors M1–M4 configured in a cascoded common source configuration.
The bias voltages Vb1–Vb3 are provided through current mirrors placed outside the
pixel array and are common to every pixel in the array. The nominal bias current



CHAPTER 4. ANGLE-SELECTIVE IMAGING ASIC 21

is 50 nA. This current needs to be high enough to maintain the amplifier gain while
charging the load capacitance for the maximum possible input signal level (∼1 pA).
The bias current should also be chosen large enough for fast dynamic settling during
reset. However, we seek to minimize power consumption as much as possible and so
a nominal bias of 50 nA was selected. The integration capacitor is connected between
the gate of M1 and the drains of M2 and M3. The sampling switches are full trans-
mission gates consisting of pairs (M12, M13) and (M14, M15). The sample-and-hold
capacitance is provided by a pair of MOS capacitors, CLS and CLR that have a nom-
inal value of 150 fF, however, the actual value of these sample-and-hold capacitances
depends significantly on the gate voltage level. This voltage-dependency does not
affect the operation of the amplifier significantly, but must be accounted for in the
noise calculations as described in Section 4.5. The reset switch and replica amplifier,
used to drain the charge stored on Cint after integration and readout are completed,
consists of transistors M5–M11 and are described in more detail in the next section.

An advantage of the chosen CTIA architecture is that the amplifier gain is
set by the value of the integration capacitor, Cint, rather than the variable and non-
linear photodiode capacitance. This capacitor can be designed as a metal-oxide-metal
(MOM) or metal-intrinsic-metal (MIM) capacitor such that its value is independent of
the input signal. For this amplifier, we have designed the lateral flux MOM integration
capacitor shown in Fig. 4.4(a) with a value of 11 fF, significantly smaller than the
350 fF photodiode capacitance, allowing for a 30 dB higher voltage gain in the pixel.
The resulting sensitivity of the pixel is 8.2 V s−1 pW−1 of incident light power. The
capacitor is designed in metal layers 2–5 and has dimensions 9.3 µm by 2.7 µm. Some
additional area in the pixel is required for this capacitor, but it is not significant
compared to the large 44 µm by 44 µm photodiode.

The MIM capacitors in this technology exhibit worse matching (due to impre-
cise vertical control of the metal spacing) than the chosen lateral flux MOM topology.
Mismatch between the gains of different pixels across the array is directly proportion-
ate to the mismatch between the integration capacitors, as well as mismatch in the
responses of the photodiodes. We have measured the gain response across the pixels
in the array by applying a uniform, collimated, light on the surface of the image
sensor and the resulting normalized gain histogram is plotted in Fig. 4.4(b) with a fit
to a normal distribution shown in red. The standard deviation is 0.8 %. For typical
signal levels up to approximately 550 mV, the gain error will be below the noise of
the pixel, and no gain calibration is necessary.

The total power consumption of the entire pixel array is approximately 500 µW.
There is an additional 3 mW consumption from the column current sources and output
buffers during readout (taking 1.1 ms for the entire array). However, this power can
be reduced by turning off these elements while integrating the input light signal.
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Figure 4.4: (a) Lateral flux MOM capacitor 3D structure. (b) Measured normalized
gain histogram across the chip showing 0.8 % standard deviation.

4.4 Leakage Current Minimization

Dark current can present a serious challenge when trying to image small fluores-
cence signals. Any dark current effectively reduces the dynamic range available for
imaging and will increase the amount of shot noise in the captured image. However,
if the fluorescence excitation light can be turned off, the dark current itself can be
easily canceled at the beginning of the imaging process by taking several dark frames
to obtain a pixel-by-pixel estimate of the dark current. This dark current image can
be automatically subtracted in hardware or software from the images taken during
the fluorescence imaging procedure. However, any signal-dependent leakage will not
be canceled by this operation and must be prevented.

Conventionally, a single reset switch is used to drain the charge on Cint during
reset as shown in Fig. 4.5(a). In this configuration, when the transistor MR is off
during integration, the leakage current will be dependent on the voltage across it,
which will in turn depend on the input signal level. This signal-dependent leakage
requires complex calibration for each image. In order to avoid this, we have used
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Figure 4.5: (a) A conventional single-transistor reset switch has signal-dependent
leakage. (b) The three-transistor reset switch and replica reset amplifier limit the
voltage across the reset switch M5, minimizing leakage current.

the topology presented in Fig. 4.5(b). A three transistor reset switch consisting of
M5, M6, and M7 is used. The charge across Cint is drained through M5 and M6

during reset. During signal integration, these two devices are open and M7 is closed,
connecting the replica reset amplifier and the voltage Vrep to Vx. The replica reset
amplifier is a duplicate of the main amplifier branch with the same 50 nA bias current.
This operation limits the voltage across M5 to approximately the mismatch voltage
between M1 and M8, which is on the order of several mV and is signal independent.
A histogram of the dark current is shown in Fig. 4.6 measured at room temperature
along with a fit to a normal distribution shown in red. The mean dark current in each
pixel is 27 fA, 14 aA/µm2 of photodiode area, and the standard deviation is 3.4 fA.
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Figure 4.6: Histogram of measured dark current across the chip showing 27 fA mean
and 3.4 fA standard deviation.

4.5 Noise Analysis and Measurement

The small integration capacitor and the resulting high gain of the pixel ensures
that noise sources other than the pixel noise are negligible even for small fluorescence
signals. The main noise sources in the pixel amplifier are shown in Fig. 4.7 and include
M1 and M2’s thermal and flicker noise, the photodiode shot noise, and the noise from
the two sampling switches SW1 and SW2. Correlated double sampling (CDS) is used
in this pixel to cancel the intrinsic amplifier offsets and also helps to suppress the
amplifier noise. Two samples are taken during each integration cycle, one at the
beginning of integration and one at the end. In general, the noise transfer functions
for the same noise source will not be the same at these two different time points. In
this amplifier, the loading capacitance changes between these two time points, as the
MOM capacitor value depends on the sampled signal level and additionally one of
the load capacitors is disconnected to take the first sample (the reset level sample).
The noise transfer functions for each noise component can thus be expressed in the
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Figure 4.7: Pixel schematic showing thermal, flicker, shot, and switch resistor noise
sources.

general form as
Hn(s) = H2(s)e

−s·Tint −H1(s), (4.2)

where H1(s) and H2(s) are the transfer functions at the beginning of integration (right
before SW1 is disconnected) and end of integration (right before SW2 is disconnected),
respectively.

The thermal and flicker noise components all see the same transfer functions.
Assuming the switch resistance values are chosen low enough to not interfere with
the settling operation of the amplifier, this transfer function can be expressed as

Hn,th,fl,k(s) =
Rout

1 + sRoutCLtot,k
k = 1, 2, (4.3)

where Rout is the output resistance of the cascoded common source with Cint con-
nected in feedback, CLtot,1 is the total load capacitance right before the reset sample
is taken, and CLtot,2 is the total load capacitance at the end of the integration cycle
before the second sample is taken. Note that this transfer function represents the tran-
simpedance from a thermal noise or flicker noise current to the output voltage. The
output resistance of the cascoded common source is very large, so Rout = 1

F ·gmn
, where

F is the feedback factor of the amplifier and gmn is the transconductance of the tran-
sistor M1. The feedback factor is defined as F = Cint

Cint+CPD
, where CPD is the photodi-

ode capacitance. The two load capacitances are CLtot,1 = CLR +CLS +Cint(1−F ) =



CHAPTER 4. ANGLE-SELECTIVE IMAGING ASIC 26

Figure 4.8: (a) Theoretical RMS noise contributions for various noise sources versus
integration time for a small input current value close to the dark current. (b) Mea-
sured (red) and theoretical (blue) total RMS noise versus integration time showing
good agreement.

2CL + Cint(1 − F ) and CLtot,2 = CLS + Cint(1 − F ) = CL + Cint(1 − F ), where
CLR = CLS = CL.

The shot noise is integrated on Cint along with the input signal and has the same
transfer function as the input signal. This transfer function can be expressed as

Hn,sh,k(s) =

gmn

sCint
− 1

s(CPD + CL,k +
CPDCL,k

Cint
) + gmn

k = 1, 2, (4.4)

where CL,1 = 2CL and CL,2 = CL. Note that the shot noise density is input dependent
and expressed as a current (i2n,shot = 2qID∆f , where ID is the total diode current),
so this transfer function represents a transimpedance once again.

In the above equations, the load capacitors CLR and CLS are MOS capacitors
and their capacitance may change throughout integration, depending on input signal
level. This varying capacitance must be accounted for and these terms can more
generally be written in the form CL(VL). This effect is significant in this design, with
the initial value of the MOS capacitors being 65 fF at the reset voltage (0.53 V) and
increasing up to 200 fF at 1.5 V.
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The noise from the resistance of the sampling switches SW1 and SW2 is negligible
for typical circuit component values, but the corresponding noise transfer function
equations are included in the next section along with an explanation on how to find
the expanded equations for thermal, flicker, and shot noise that account for the switch
resistance.

The RMS noise contribution for each of the noise sources described above versus
integration time is plotted in Fig. 4.8(a) for an input diode current approximately
equal to the average pixel dark current. Even for this smallest input current, the
shot noise is the most significant noise source for the largest integration times, when
the dynamic range of the pixel is being completely utilized. Fig. 4.8(b) depicts the
total RMS noise in the amplifier versus integration time, showing both the calculated
value (in blue) and the measured value from the ASIC (in red). The calculated and
measured values are in close agreement. For typical signal levels and integration
times, the RMS noise will be close to 4.5 mV.

4.6 Noise Equations Accounting for Switch Resis-

tance

In general, the resistance, RS, of the switches SW1 and SW2 in Fig. 4.7 should be
chosen to not limit the settling time of the amplifier (RS / Rout

10
). However if this is not

the case, this switch resistance can potentially affect the noise performance. For the
switch noise transfer function, it is simplest to look at the impedance divider formed
by the load capacitance, the resistance of each switch, and the parallel combination
of all the other impedances connected to the output of the in-pixel amplifier. The
latter term is expressed as Z1 at the beginning of the integration time and Z2 at the
end of the integration time:

Z1 = Rout

∥∥∥∥
(

1

sCint(1 − F )

) ∥∥∥∥
(
RS +

1

sCL1

)
, (4.5)

Z2 = Rout

∥∥∥∥
(

1

sCint(1 − F )

)
, (4.6)

For SW2, the noise transfer function is of the same general form as Eq. 4.2 and
its transfer function (using a series resistor noise voltage as input) at the beginning
of integration can be expressed as:

Hn,SW2,1(s) =
Z1

(1 + sRSCL,1)(Z1 +RS + 1
sCL1

)
. (4.7)

The transfer function at the end of integration can be expressed as:

Hn,SW2,2(s) =
1

1 + sCL,2(RS + Z2)
. (4.8)
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There is no noise transfer function for SW1 at the end of integration since the
switch is open. Thus the noise from this switch is unaffected by CDS and its overall
noise transfer function can be expressed as:

Hn,SW1(s) =
1

1 + sCL,1(RS + Z1)
. (4.9)

The complete transfer functions for thermal, flicker, and shot noise can be found
most easily by replacing the CL terms in the expanded versions of Eq. 4.3 and Eq.
4.4 with the term CL

1+sRSCL
to account for the different amplifier load impedance and

multiplying each equation by 1
1+sRSCL

to account for the low-pass filter behavior of
the switch and load capacitance.
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Chapter 5

Amorphous Silicon Optical Filter

Instead of conventional thin-film interference filters, we use a novel angle-insensitive
optical filter compatible with organic fluorophores used in both animal and human
clinical studies, relieving the requirement of tight control over the incident light an-
gle. This filter enables a lens-free fluorescence contact imaging platform. We leverage
the intrinsic absorptive properties of amorphous silicon with a band gap of approxi-
mately 1.65 eV, to create an angle insensitive long-pass filter above 700-800 nm. This
wavelength range is appropriate for clinically used fluorophores such as IR700DX [57],
IR800CW [58], and indocyanine green (ICG) [59], as well as commonly used quantum
dots. A single thin-film layer achieves over five orders of magnitude of excitation light
rejection and can be directly fabricated on top of a CMOS chip, simplifying the man-
ufacturing of fully integrated contact imagers. This filter has been integrated with
the previously described imaging chip in order to make a complete imaging system
capable of detecting resdidual cancer in vivo.

5.1 Oblique Illumination for Intraoperative Con-

tact Imaging

Fluorescence microscopes use the same illumination path for fluorescence exci-
tation and imaging and rely on bulky optical lens systems and dichroic mirrors to
seperate light as shown in Fig. 5.1(a). However, the size and rigidity of the micro-
scope lens system restricts it from entering the tumor cavity or imaging its complex
sidewalls. The dichroic mirrors, thin-film interference filters, cannot be used in imag-
ing applications where the angle of the excitation light cannot be well-controlled, as
will be described in the next section. In contrast to fluorescence microscopes, contact
imagers, as shown in Fig. 5.1(b), overcome the dual challenges of sensitivity and ma-
neuverability by dispensing with focusing optics, significantly reducing physical size,
and having physical proximity to tissue. In vitro contact imagers can use en face
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Figure 5.1: (a) Conventional fluorescence microscopes cannot image tumor cavity
sidewalls. (b) En face illumination contact imagers can only be used in vitro. (c)
Oblique illumination required for intraoperative contact imagers. (d) Thin-film inter-
ference filters’ pass-band blue-shifts as illumination angle is increased and cannot be
used with oblique illumination.

illumination as they are not physically restricted by the human body tissue [46, 47].
However, oblique illumination is required intraoperatively as depicted in Fig. 5.1(c)
due to the tissue proximity. The optical filter needs to not only have high rejection
for the excitation light, but also needs to maintain its performance over all incident
light angles. Any photon detected by the sensor that does not originate from a fluo-
rophore, including excitation light that leaks through the filter, both consumes pixel
capacity and increases shot noise.

5.2 Conventional Optical Filters

Conventional interference filters make use of finely controlled layers of materials
with different indices of refraction [60]. Although these filters have high performance
for perpendicularly incident light, they suffer from a dependence on the incident light
angle. As this angle increases as shown in Fig. 5.1(d), the optical path length differ-
ence between path p1, in orange, and path p2, in red, blue-shifts the filter response.
For small angles of incidence, the spectrum is shifted in wavelength according to
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λnew = λ[1− sin θ21/n
2
eff ]

1/2, where λnew is the shifted wavelength, neff is the effective
index of refraction of the filter, and θ1 and λ are the incident angle and the nominal
filter wavelength, respectively. At large angles this effect grows and there is a re-
duction in filter rejection. Consequently, interference filters allow obliquely incident
excitation light to pass directly through and cannot be used in miniature fluorescence
imagers.

Alternatives to explicit filters including on-chip wavelength filtering methods
[61,62] generally reduce sensitivity or do not have adequate excitation light rejection
for fluorescence imaging applications. Time-resolved methods [63] are not suitable for
intraoperative use as the pico to nanosecond decay times of most organic fluorophores
are similar to those of molecules inherently present in tissue, making cancer indistin-
guishable. High speed and high power electronics that consume significant chip area
are also required to measure these rapidly decaying signals. Techniques using total
internal reflection and compressive sampling [64] work well in vitro, but are hard to
implement in vivo since a sparse signal is required.

5.3 Optical Filter Specifications

Based on the discussion in Section 3.4, a conservative estimate for the fluores-
cence signal level from 200 cancer cells will be close to 150 fW for a single pixel when
using a 100 mW/cm2 excitation light. This signal power is equivalent to 77.5 aW/µm2

or 7.75 nW/µm2 on the surface of the chip. Assuming the excitation light is properly
aligned and facing towards the tissue to be imaged, typically only a small amount,
close to 1 % or 1 mW/cm2, of the excitation light will be incident on the surface of
the chip. Even accounting for this attenuation, the emission filter must provide over
five orders of magnitude rejection for the excitation light to bring it below the signal
level for small cancer cell clusters. For image sensors incorporating angle-selective
gratings (ASGs), the required rejection may be somewhat less. A large portion of the
excitation light is likely to come from oblique angles and be blocked by the ASGs.
However, this significantly depends on tissue morphology and high rejection, 105 or
greater, will still be needed in practice to ensure proper operation under all imaging
conditions.

5.4 Amorphous Silicon Material Properties

We can achieve this rejection level for all incident angles while also eliminating
the need for precision multi-layer depositions by using an absorption-based filter. The
choice of material and thickness depends on the intrinsic bandgap and the steepness
of the absorption spectrum fall-off, the Urbach tail, which needs to be considered for
amorphous semiconductors. Many organic fluorophores are optimally excited at 30–
50 nm below their maximal emission, but they often have broad absorption spectra,
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Figure 5.2: Hillock size and density increases as amorphous silicon film thickness
increases, but remain sparse enough to obtain areas suitable for imaging.

albeit at lower fluorescence efficiency. Depending on the fluorophore, for a 100 nm
difference between excitation and emission wavelengths, only a 50 % reduction in emit-
ted photons is incurred. ICG is a commonly used, FDA-approved, fluorophore with
such properties. IR700DX and IR800CW present similar behaviour. The bandgap of
amorphous silicon can range from approximately 1.4 eV to 2 eV, depending on fab-
rication methods, but typically will be close to 1.65 eV [65, 66], corresponding to a
wavelength of 750 nm, for the thick layers needed for filtering applications. There
is no precise cutoff frequency due to the exponential Urbach tail in the absorption
spectrum of amorphous silicon allowing the filter to be designed to work with different
fluorophores depending on thickness [66]. Since amorphous silicon begins absorbing
photons with energy approximately close to and above its bandgap, a thin layer can
be designed to act like a long-pass filter ideally suited to standard optical fluorophores
with emission wavelengths from 500–900 nm.
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Figure 5.3: (a) Amorphous silicon filter transmittance spectra. (b) Attenuation coef-
ficient extracted from the spectra.

5.5 Measurement Results for Fabricated Amorphous

Silicon Filters

To demonstrate this concept, filters were fabricated at the University of Washing-
ton, Nanofabrication Facility. Hydrogenated amorphous silicon was deposited onto
500 µm thickness fused silica wafers at a rate of 120 nm/min using a SPTS APM
PECVD with a process pressure and temperature of 1 Torr and 350 ◦C, respectively.
Silane (SiH4) and argon gas flow into the chamber at 300 sccm and 1500 sccm, respec-
tively. 5 µm, 10 µm, 15 µm, and 27 µm thick filters were fabricated. Hillock density
[67] increases with increasing film thickness over some areas of the wafer. The hillocks
become noticeable for 10 µm, 15 µm, and 27 µm thickness layers as shown in Fig. 5.2,
but remain sparse enough to obtain flat, uninterrupted sections for imaging.

Fig. 5.3(a) shows the transmittance spectra taken using a Perkins Elmer Lambda
850 UV-Vis Spectrometer for the all the amorphous silicon filters. Thicker films
push the long-pass transmission wavelength above 700 nm, with a sharper cutoff. At
15 µm thickness, over five orders of magnitude of optical rejection is achieved when
illuminating at 633 nm and imaging at 733 nm. The rejection at 633 nm is 60.7 dB.
The transmission in the pass-band is approximately 54 %, an insertion loss of 2.7 dB,
mainly due to reflection off the high refractive index, 4.3, amorphous silicon. The
ripple in the pass-band is due to interference effects in the thin filter layer. Fig. 5.3(b)
displays the absorption coefficient versus wavelength extracted from the transmittance
curve data. The spectra are fit to T = exp(−dα), where T is the tranmittance, d
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Figure 5.4: 10 µm amorphous silicon filter measured transmittance spectrum overlaid
with the IR700DX dye emission spectrum and 633 nm excitation line.

is the layer thickness, and α is the attenuation coefficient. The optical properties of
our amorphous silicon filter agree with previously published work [65,66,68]. Fig. 5.4
shows the 10 µm film thickness transmittance data overlaid with the excitation point
and emission curves for IR700DX. This demonstrates that our filter is applicable to
commonly used and clinically-tested fluorophores.

Dye-based absorption filters typically have 20–30 dB lower rejection in the stop-
band for similar thicknesses [69–73]. While dye-based filters have 1–2 dB lower in-
sertion loss in the passband, this can be compensated by increasing excitation light
power and the amorphous silicon filter offers a higher contrast due to its superior
stopband rejection. Additionally, the amorphous silicon filter can be readily fabri-
cated and patterned with micron-precision at the wafer-level. The insertion loss of
the filter slightly increases with angle due to a longer path length, but this effect is
negligible due to the high refractive index of the filter that limits the path length
increase to less than 1 % for incident angles in the ±18◦ angle-of-view of the image
sensor with ASGs (see Chapter 2).

To demonstrate the angle insensitivity of the amorphous silicon filter compared
to that of two thin-film interference filters, ET700/75m and ET705/40m (Chroma),
we epoxied 3 mm by 5 mm sections of the respective filters onto the CMOS imager
with ASGs using EpoTek 301 epoxy. The amorphous silicon filter was 15 µm thick.
We illuminated the sensor with 633 nm collimated light at incident angles from the
perpendicular ranging from 0◦ to 90◦ and measured the received signal response. A
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Figure 5.5: Normalized angular response of a CMOS image sensor with ASGs and
optical filter using a 633 nm collimated laser source. The performance using two
interference filters, ET700/75m and ET705/40m, and the 15 µm amorphous silicon
filter is shown.

small fraction of light penetrates the filter providing the signal. The normalized signal
versus incident angle for all three filters is plotted in Fig. 5.5. The rejection of the two
conventional interference filters degrades gradually with increasing angle below 30◦.
Above approximately 30◦, their rejection degrades exponentially. This behavior makes
thin-film interference filters incompatible with applications requiring illumination at
even modestly steep angles or where the illumination light may be scattered by human
tissue. The signal received by the sensor covered with the amorphous silicon filter
smoothly falls off as angle is increased, making the filter suitable for these applications,
including intraoperative cancer imaging.
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5.6 Other Potential Semiconductor Filters

We have dispensed with conventional thin-film interference filters that have poor
angular response and instead use an amorphous silicon absorption filter epoxied onto
a custom CMOS image sensor. No large optical elements or physically restricting
optical fibers are necessary to control the illumination and emission angles with a
filter of this type and without these components, the imager can be miniaturized
and placed directly in contact with the tissue surface, enabling rapid intraoperative
imaging of fluorescently labeled tumor cells. Our approach, using semiconductors as
optical filters, is not limited to only amorphous silicon.

While amorphous silicon is ideal for fluorophores that emit close to 700–800 nm,
including Alexa Fluor 700 and IR700DX, it is possible to use other materials com-
patible with microfabrication, including gallium phosphide (2.25 eV bandgap, 550 nm
cutoff), cadmium selenide (1.74 eV bandgap, 710 nm cutoff), gallium arsenide (1.43 eV
bandgap, 870 nm cutoff), indium phosphide (1.27 eV bandgap, 980 nm cutoff), and
crystalline silicon (1.11 eV bandgap, 1100 nm cutoff). These materials allow a range
of fluorophores and imaging systems to be used depending on the application. Care
needs to be taken with the fabrication of some of these materials to ensure uniformity,
as well as their biocompatibility, but in general the semiconductors listed here will
provide high filter rejection and steep transition bands.
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Chapter 6

Cell Culture and Tissue Imaging

This chapter describes imaging of a variety of samples, including 3D cell cultures,
human breast cancer tissue, and mouse tissue. The 3D cell culture results are used
to characterize the imager’s sensitivity to cancer cell foci with a wide range of sizes.
The tissue results demonstrate the imager’s ability to detect residual cancer in an
intraoperative setting.

6.1 Imaging Setup

The imaging setup is detailed in Fig. 6.1. The imaging ASIC is shown in
Fig. 6.1(a) on the carrier PCB in the left image. The imaging ASIC with an op-
tical filter attached is shown on the right. The optical filter is deposited on a fused
silica wafer that is diced to fit the imaging ASIC. After deposition, the diced filters
are epoxied on the surface of the ASIC using a clear optical epoxy. Dark epoxy is
used for electrical isolation. Fig. 6.1(b) shows the setup for capturing fluorescence
microscope images simultaneously with images from the ASIC. The ASIC and carrier
PCB are suspended over an inverted fluorescence microscope. A glass slide carrying
the sample to be imaged is held in between the two on an X-Y stage. Fig. 6.1(c) shows
a diagram of this imaging setup. The imaging ASIC and optical filter are shown at
the top of the diagram. The fused silica serves as a spacer that separates the imager
from the sample to be imaged and has 500 µm thickness.

The sample to be imaged is placed on a 1.5 mm thick glass slide underneath a
coverslip that adds 150 µm to the imaging distance. For large tissue samples, a similar
procedure is used as shown in Fig. 6.1(d). An IVIS Spectrum live animal imaging
system is used to obtain reference images instead of the fluorescence microscope for
these samples due to their large size. The illumination light intensity used for imaging
is approximately 7.5 mW and is provided by a collimated laser diode light source.
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Figure 6.1: (a) Imaging ASIC on PCB both without (left) and with (right) an optical
filter. Dark epoxy is used for electrical isolation. (b) Imaging setup for 3D cell culture
and tissue samples. The imaging ASIC is suspended over an inverted fluorescence
microscope with a glass slide in between. (c) Diagram of imaging system. (d) Bottom
view of imaging setup for larger tissue samples.

6.2 3D Cell Cultures

We have demonstrated imaging with 3D breast cancer cell cultures (HER2+
HCC1569 cells) in order to characterize the ability of the imager to detect small foci
of tumor containing on the order of 200 cells or fewer. These cell cultures are 40 µm
thick, containing approximately 3–4 cell layers. A set of example images is shown in
Fig. 6.2. A long integration time, 1 s, tabletop fluorescence microscope image is shown
for reference at the top of the figure. The short integration time, 50 ms, image taken
with our ASIC is shown at the bottom of the figure. The image taken with the ASIC
is unfiltered and represents the raw data. Despite the lack of post-processing, all of
the tumor foci identifiable in the fluorescence microscope image are clearly visible in
the ASIC image. The tumor foci labeled A and B contain close to 180 and 270 cancer
cells, respectively, and are detectable with close to 15 dB SNR.
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Figure 6.2: Example image of 3D breast cancer cell cultures. A 1 s tabletop fluores-
cence microscope image is shown (top) for reference and all cancer foci are visible in
the 50 ms ASIC image (bottom).

We can calculate the expected SNR from foci containing 200 cancer cells by
combining the fluorescence signal calculations in Section 3.4 with the pixel responsiv-
ity and noise performance as described in Section 4.2. The expected incident power
from 200 cancer cells is 150 fW, the responsivity is 8.2 V s−1 pW−1, and there is an
additional 55 % loss due to the presence of the gratings. For this signal level and a
50 ms integration time, the expected RMS noise is approximately 4.5 mV, and thus
the overall expected SNR is 15.5 dB, very close to the measured results. The signal
estimate was conservative, using pessimistic numbers for the total fluorophores per
cancer cell. Even higher SNR was measured other foci containing similar numbers of
cancer cells, as shown below.

In order to validate the sensor performance for a wide variety of tumor foci sizes,
we have imaged over one hundred foci. The SNR versus the number of cells in a focus
is plotted in Fig. 6.3. The plotted SNR represents the SNR of the pixel that received
the highest signal from each focus. There is a clear trend with increasing SNR for
larger foci, due to their increased signal level. However even for small foci, containing
around one hundred cancer cells, the SNR is greater than 10 dB for all cases. There
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Figure 6.3: SNR for tumor foci containing less than one hundred up to thousands of
cancer cells.

is a spread in the measured SNR for similar sizes due to the morphological difference
between these foci (i.e. some foci may be more dense or closely packed than others),
variation in the cell size, as well as variation in the binding efficiency of the antibody-
fluorophore conjugate.

To improve the image quality, a variety of computation techniques can be used.
As described in Section 2.1, the angle-selectivity function can be used to estimate the
PSF of the imaging system. The PSF can be used to predict the ASIC images as
shown in Fig. 6.4. The 1 s integration time fluorescence microscope (top left) image
is used as the ground truth image and for computing the estimated ASIC image (top
right). This image shows very good agreement with a filtered ASIC image (bottom
right) taken with a 50 ms integration time. The filtered image is taken using the same
process as the image shown on the bottom in Fig. 6.2 followed by a Gaussian filter
with radius equal to the dimension of two pixels on the ASIC (110 µm) to further
reduce spatial noise. The PSF of the imaging system is used along with the filtered
ASIC image to compute the deconvolved ASIC image (bottom left) using the Lucy-
Richardson deconvolution algorithm implemented in software. The resulting images
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Figure 6.4: The PSF estimated using the ASIC angle-selectivity function can be
used to both estimate the ASIC image from the fluorescence microscope image (top).
Additionally the PSF can be used to deconvolve the images captured using the ASIC
(bottom) in order to obtain a higher resolution image of the tumor position.

have significantly enhanced resolution compared to the raw chip images. Foci of
cancer cells that have blurred together in the filtered image are clearly distinguishable
in the deconvolved image (labeled with white arrowheads). This process can provide
further information to the surgeon or be used as part of a tumor recognition algorithm
to automatically detect if cancer is present based on the captured images.

6.3 Sensitivity and Specificity

Analysis was performed on captured images to more accurately represent the
requirements of intraoperative tumor identification. Sensitivity and specificity were
determined from the component true positive, false positive, true negative, and false
negative values. In order to evaluate the sensitivity and specificity of this measure-
ment, we use an algorithm for mapping cell clusters identified in the fluorescence
microscope images to corresponding distinct regions in the custom sensor images.
The two images are overlaid and cell clusters that fall within a defined capture radius
around the center of a cluster identified on the custom sensor image are considered
to be true positives. The capture radius consists of the sum of a constant value, the
offset radius, and an intensity-based value. Details and examples of this process are
explained in section 6.4.

Two modes of the algorithm are used. In the fully-automated mode, cell clusters
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Figure 6.5: (a) Sensitivity and specificity when using the fully-automatic image recog-
nition algorithm. For 340 µm offset radius, the sensitivity and specificity are both
85 %. (b) Sensitivity and specificity when using the semi-automatic recognition algo-
rithm. Missed cancer cell clusters are manually identified in the custom sensor image.
The sensitivity and specificity improve when using the semi-automated algorithm and
for 280 µm offset radius, both sensitivity and specificity are 92 %.

are automatically detected in the custom sensor images and no user input is required.
In the semi-automated mode of operation, additional cell clusters not automatically
detected can be manually indicated by the user. The sensitivity and specificity for
varying offset radius are plotted in Fig. 6.5 for HCC1569 cancer cell clusters. The
results for the fully-automated algorithm appear in Fig. 6.5(a). The results for the
semi-automated algorithm appear in Fig. 6.5(b), where additional cancer cell clusters
were identified by an oncologist. If the offset radius is set too small, the algorithm
does not adequately account for blurring in the image and many areas of cancer cells
go undetected, leading to reduced sensitivity. If the offset is set too large, areas that
are not cancerous can be misidentified, reducing the specificity. For an offset radius of
340 µm, the sensitivity and specificity are both 85 % using the fully-automated mode.
Using the semi-automated mode of operation, the sensitivity and specificity can be
improved to 92 % for an offset radius of 280 µm. This indicates that cancer can be
reliably detected using the custom imaging system.

6.4 Cell Cluster Recognition Algorithm

In order to evaluate sensitivity and specificity, clusters of cancer cells were de-
tected using both a fully-automated and semi-automated process in the custom sensor
image and a fully-automated process in the microscope image. The positions of the
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Figure 6.6: (a) Raw custom sensor image. (b) Non-linearly scaled equalized custom
sensor image. (c) Regions are identified with red and orange markers. (d) Regions
are overlaid on the equalized image. (e) The clusters identified in the custom sensor
image appear overlaid with the clusters that are identified in the microscope image
using a similar procedure to the one described in (a-d) and illustrated in (f-i). (j) An
overlay of the identified clusters on the microscope image for reference.

clusters were compared to determine correctly and incorrectly detected cancer cell
clusters. The detection process is illustrated in Fig. 6.6. The raw custom sensor
image Fig. 6.6(a) is non-linearly scaled to make the equalized image Fig. 6.6(b). This
image is thresholded and clusters are automatically identified in red when using the
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Figure 6.7: The cell clusters identified in the custom sensor image (red cross) and
microscope image are compared. Clusters from the microscope image are classified
as true positives (green square) if they fall within the capture radius of any cluster
identified in the custom sensor image. Otherwise they are considered false negatives
(light blue circle).

fully-automated mode of operation. If the semi-automated mode is used, additional
clusters can be manually identified by the user. The manually added clusters are
shown in orange in Fig. 6.6(c). An overlay of the identified clusters and the equalized
image is shown in Fig. 6.6(d). A similar process is used to identify clusters in the
microscope image as shown in Fig. 6.6(f-i), but all clusters are automatically detected.
An overlay of the identified clusters in both images on top of the equalized custom
sensor image is shown in Fig. 6.6(e). Areas of the custom sensor image assigned to a
cluster are marked within a circle with radius equal to the capture radius as described
below. Microscope clusters within the capture radius of a cluster are classified as true
positives and marked with green squares. Clusters that fall outside of this radius are
classified as false negatives and marked with light blue circles. A false positive corre-
sponds to a cluster identified in the custom sensor image that has no corresponding
cluster in the microscope image. A value for true negative is calculated by dividing
the area outside all capture radii by the area of a circle with radius equal to the offset
radius. An overlay of the identified clusters on the equalized microscope image is
shown for reference in Fig. 6.6(j).
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The capture radius for each cluster identified in the custom sensor image consists
of the sum of a constant factor and an intensity-dependent quantity:

CR = OR + IR, (6.1)

where CR is the capture radius, OR is the offset radius, and IR is the intensity
radius, all with units µm. The offset radius is a constant factor and accounts for
blurring in the custom sensor image. The intensity radius is given as:

IR = IF · I, (6.2)

where IF is the intensity factor with units µm V−1, and I is the mean signal level
of all the pixels identified to be within a cluster. Fig. 6.7 shows an example custom
sensor image with the offset radius indicated as a brown line and the intensity radius
indicated with a red dashed line. True positives (green squares) and false negatives
(light blue circles) are also shown.

6.5 Impact of Increasing Imager-Tissue Separation

During surgery, variation in the imager-tissue separation is introduced by blood
and other fluid buildup on tissue. Given that a 250 µm layer of blood is opaque,
representing a reasonable upper limit of intraoperative thickness, the image sensor
needs to be robust to variations of this order. We examine the effect of sample-to-
imager distance variation in this section, and the effect of scattering and absorption
through blood in the next section.

We varied the separation in vitro by increasing the distance between the imager
surface and the HCC1569 breast cancer cell cultures as shown in Fig. 6.8(a). A
varying number of spacers, 150 µm thickness glass coverslips, coupled together using
immersion oil of approximately 100 µm thickness are used to increase the distance
from the nominal 0.65 mm to 1.8 mm. One hundred 50 ms integration time images
of the same area were taken with the custom image sensor and averaged together
to increase SNR and accurately evaluate the degradation in spatial resolution. The
custom sensor images with increasing distance are shown in Fig. 6.8(b1-g1). To
more easily visualize the change in spatial resolution, the images are normalized in
Fig. 6.8(b2-g2), with each image scaled relative to its own maximum pixel. The
reference 1s microscope image is shown in Fig. 6.8(h).

The two primary effects of increased imager-tissue separation are (1) a reduction
in spatial resolution and (2) a decrease in SNR. The reduced resolution is primarily
visible in Fig. 6.8(b2-g2) where two distinct cancer cell spots gradually blur together
to form one larger spot as the distance is increased. Sub-millimeter resolution is
achieved even at a large 1.8 mm separation and the SNR is only degraded by a gradual
6 dB mm−1 as imaging distance is increased. With an expected intraoperative distance
variation of 250 µm, the expected SNR variation is less than 1.5 dB.
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Figure 6.8: (a) Test setup for measuring distance variation. (b1-g1) One hundred
averaged 50 ms custom sensor images taken at increasing distance from 0.65 mm to
1.8 mm in 0.25 mm intervals. The maximum SNR in each image is noted. (b2-g2)
Normalized versions of the images to more clearly visualize the degradation in imaging
resolution with increasing distance. (h) 1 s integration time microscope image for
reference.

6.6 Impact of Blood Scattering and Absorption

While tumor cavities are irrigated continuously during surgical procedures, a
residual thin layer of diluted blood is common. Without this irrigation, blood in
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Figure 6.9: (a) Test setup for measuring the effect of different dilutions of blood. (b1-
g1) One hundred averaged 50 ms custom sensor images taken for a pure PBS (clear)
solution, 100X, 30X, 10X, and 3X dilutions of blood in PBS, as well as undiluted
blood. The maximum SNR in each image is noted. (b2-g2) The images are normalized
in order to more clearly visualize the increased noise for solutions containing more
blood. (h) 1 s integration time microscope image for reference.

the tumor cavity would obscure the surgeons’ view, hampering their ability to resect
tissue. In order to evaluate the effect of a layer of blood with varying dilutions, we
placed an adhesive chamber on top of a coverslip and filled the chamber with different
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dilutions of blood in phosphate-buffered saline (PBS). The liquid layer in the chamber
is 250 µm thickness. The chamber was then placed in between our custom sensor and
coupled to the slide holding HCC1569 breast cancer cell cultures using immersion oil
(Fig. 6.9(a)). The total cancer cell to image sensor distance is approximately 1.25 mm.
One hundred 50 ms integration time images were taken and averaged for each blood
dilution in order to evaluate the effect of each dilution on the resolution of the image.
The images are shown in Fig. 6.9(b1-g1) when filling the chamber with pure PBS,
100X, 30X, 10X, and 3X dilutions of blood in PBS, and undiluted blood, respectively.
To more easily visualize the images, they are normalized in Fig. 6.9(b2-g2), with each
image scaled relative to its own maximum pixel. The 1 s integration time fluorescence
microscope image is shown in Fig. 6.9(h) for reference.

There is no noticeable reduction in spatial resolution as the blood concentration
is increased, but there is a reduction in the SNR. The blood scatters the emission
light isotropically, essentially trading signal for background (reducing SNR). Due to
the presence of the angle-selective gratings (ASGs), the majority of the scattered light
is rejected by the image sensor and spatial resolution remains unaffected. While the
SNR reduction is significant for high blood concentrations, up to 10 dB for a 250 µm
layer of undiluted blood, with proper tumor cavity irrigation, dilutions on the order
of 30-100X are common, and the SNR reduction will be limited to less than 2 dB.

6.7 Human HER2+ Breast Cancer Tissue Imaging

We demonstrate that tumor borders are clearly detected and tumor distinguished
from normal tissue by imaging human HER2+ cancer tissue from a breast cancer pa-
tient. Slices from frozen tissue are mounted on a glass slide and imaged simultaneously
using a fluorescence microscope and our custom sensor. The 75 ms integration time
microscope and custom sensor images are shown in Fig. 6.10(a) and Fig. 6.10(b),
respectively. In order to reduce noise, both microscope and custom sensor images
are filtered with a 2D Gaussian filter with standard deviation equal to two pixels
on the custom sensor, or 110 µm. The filtered versions are shown in in Fig. 6.10(c)
and Fig. 6.10(d), respectively. A long integration time 5 s integration time micro-
scope image is shown in Fig. 6.10(e) for reference. The brightest areas correspond to
cancer tissue, the darkest areas to background from the slide, and the intermediate
brightness areas to healthy tissue. The tumor margin is confirmed with immunohis-
tochemistry and hematoxylin and eosin (H&E) stain images as shown in Fig. 6.10(f1)
and Fig. 6.10(g1) of the areas indicated in the two labeled boxes in Fig. 6.10(e).
Additional higher magnification fluorescence images (red) overlaid on DAPI images
(blue) are shown in Fig. 6.10(f2) and Fig. 6.10(g2) for reference.

The tumor margin is clearly visible in the custom sensor images, with improved
SNR after filtering. The unfiltered microscope image has significant noise, but after
filtering has similar resolution and noise to the filtered image of the custom sensor.
While the long integration time microscope image shows the cancer and healthy tissue
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Figure 6.10: Images of human HER2+ breast cancer tissue slices. (a) Raw 75 ms
fluorescence microscope image. (b) Raw 75 ms custom sensor image. (c) Fluorescence
microscope image filtered with 2D Gaussian filter with standard deviation 110 µm. (d)
Custom image filtered with 2D Gaussian filter with standard deviation 110 µm. (e)
5 s integration time fluorescence microscope image for reference. (f1,g1) Two regions,
labeled f and g in (e), were examined using hematoxylin and eosin (H&E) as shown
in order to confirm tumor margin. (f2,g2) Higher magnification fluorescence images
(red) are shown overlaid on DAPI stain images (blue) of the same regions.

in higher resolution, this is not possible with short integration times due to excessive
noise. For the same 75 ms integration time, our custom sensor detects tumor margin
with similar performance to the fluorescence microscope, but maintains a significantly
smaller form factor, allowing it to be used intraoperatively.

Another example image of the human HER2+ breast tumor is shown in Fig. 6.11.
Fig. 6.11(a) shows a 75 ms integration time image taken using the image sensor with
ASGs and a 15 µm thick amorphous silicon absorption filter. The corresponding mi-
croscope image taken with a 5 s integration time is shown for reference in Fig. 6.11(b),
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Figure 6.11: Images of human HER2+ breast tissue. (a) 75 ms image taken with the
custom sensor. (b) 5 s fluorescence microscope image.

but this microscope image could not have been obtained in an operating room setting.
Tumor infiltrating the normal breast tissue is seen as the brighter areas. The area
labeled Slide is the background from the glass mounting slide, corresponding to filter
bleed through and nonspecific binding. The cancer tissue is easily located and clearly
distinguishable from both healthy tissue and the slide background with an integration
time of only 75 ms in the custom sensor image. This allows our imaging system to be
used intraoperatively and in real-time.
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Figure 6.12: Images of mice injected with Trastuzumab IR700DX fluorescent probe
over 72 hours after tail vein injection. Images are taken with an IVIS Spectrum live
animal imaging system. Fluorescence emission is visible in the mice implanted with
HER2+ breast cancer tissue after only 5 hours and the signal remains high through
72 hours.

6.8 Mouse Tumor Imaging

We also performed imaging on mouse tumor labeled in vivo using an antibody-
fluorophore conjugate (Trastuzumab-IR700DX). HER2+ (HCC1569) and HER2- (MDA-
MB-231) tumor cells were injected into mammary fat pads on both sides of four
groups of mice and allowed to grow until approximately 1 cm in size. The mice were
initially injected with 0.25, 0.5, 1, and 2.5 million cells for groups 1-4, respectively.
A systemic tail vein injection of Trastuzumab-IR700DX was performed at this point
and the mice were imaged over the subsequent 72 hours. Trastuzumab specifically
targets HER2+ cancer, so mice bearing HER2- MDA-MB-231 tumors are the neg-
ative control. Fig. 6.12 shows the live animal images of group 1 mice at 0 hours,
5 hours, 30 hours, 48 hours, 54 hours, and 72 hours taken using an IVIS Spectrum
live animal imaging system (Perkin Elmer). The fluorescence images are overlaid on
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Figure 6.13: Measured intensity of HER2+ HCC1569 tumors (circles) and HER2-
MDA-MB-231 tumors (diamonds) labeled with Trastuzumab IR700DX fluorescent
probe. The intensity for four groups of mice, initially injected with 0.25, 0.5, 1, and
2.5 million cells for groups 1-4, respectively, are shown. The probe binds preferentially
to the HER2+ cancer and the binding efficiency remains high over 72 hours.

photographs. The HCC1569 implanted mouse appears on the left side in each image
and the MDA-MB-231 implanted mouse appears on the right. Trastuzumb-IR700DX
binding is visible after 5 hours in the HCC1569 implanted mouse. The tumors are
indistinguishable from background non-specific antibody binding for the MDA-MB-
231 implanted mouse, indicating that the fluorescent probe correctly targets HER2+
breast cancer only.

The measured signal over 72 hours for a single tumor on each mouse for all four
groups is shown in Fig. 6.13. The tumor signal generally increases rapidly over the first
5 hours and remains elevated through 72 hours. The signal from the HCC1569 tumor
is 2.9X, 2.3X, 5.0X, and 1.8X larger than the MDA-MB-231 at 72 hours for groups 1-4,
respectively, for an overall ratio of 3.0±1.2. However, the specific morphology of the
tumor and the variable placement of the mice on the scanner at each time point affect
the live animal measurement and cause the fluctuations visible over time in Fig. 6.13.
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Figure 6.14: Overlaid IVIS fluorescence image and photograph of a mouse with sec-
tions removed. Each section contains tumor attached to the skin and surrounding
healthy breast tissue.

Scattering and absorption in the skin also reduce the received signal. For these
reasons, the intensity was measured after excision as well. At 72 hours we performed
resections on the mice in order to remove the tumors, as shown in Fig. 6.14. An
example HCC1569 implanted mouse is shown. Tumors were excised from the healthy
tissue for each mouse and the excised tumor intensity was measured again using the
IVIS. The intensity for all eight mice tumors is shown in Fig. 6.15(a). After excision,
the HCC1569 tumor is 3.2X, 5.1X, 3.8X, and 3.2X brighter than the MDA-MB-231
for groups 1-4, respectively, for an overall ratio of 3.8±0.8. The number of initially
injected cancer cells does not appear to noticeably affect measured intensity. These
results indicate that the IR700DX probe effectively binds to HER2+ (HCC1569)
breast cancer tissue and is clearly distinguishable from both HER2- (MDA-MB-231)
cancer tissue and healthy tissue.

In order to evaluate the performance of our custom contact sensor system, imag-
ing was performed on the resected mice tumor as well as healthy (non-cancer or nor-
mal) tissue. A 7.5 mW excitation laser light source at 633 nm was used to illuminate
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Figure 6.15: (a) Intensity of HCC1569 and MDA-MB-231 tumors for groups 1-4
after excision measured with the IVIS. (b) Intensity for the same tumors in group 1
and group 2 measured with the custom fluorescence contact imager using a 10 ms
integration time.

the tissue. The measured intensity signal from the excised tumors for group 1 and
group 2 mice is shown in Fig. 6.15(b). The intensity of the HER2+ (HCC1569) tumor
is 3.4X and 6.4X larger than the intensity of the HER2- (MDA-MB-231) tumor for
groups 1 and 2, respectively. These ratios are similar to, but slightly larger than, the
intensity ratios measured using the IVIS imaging system.

To demonstrate distinguishing specifically labeled tumor cells from the negative
control, we placed one of the excised HCC1569 tumors adjacent to one of the excised
MDA-MB-231 tumors and imaged them using the IVIS and the custom image sen-
sor. The IVIS image is shown in Fig. 6.16(a). The bright yellow areas correspond to
HCC1569 tumor and the darker red areas correspond to MDA-MB-231 tumor. The
intensity at two points is marked in the image and the HCC1569 tumor is approxi-
mately 3X brighter than the MDA-MB-231 tumor. The indicated subsection of the
sample was imaged with the custom sensor using a 35 ms integration time and the
resulting image is shown in Fig. 6.16(b). In this image, the HCC1569 region appears
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Figure 6.16: (a) IVIS fluorescence image of adjacent HCC1569 and MDA-MB-231
cancer tumors. The HCC1569 appears in bright yellow and the MDA-MB-231 in
dark red. The fluorescent probe preferentially binds to the HER2+ HCC1569 can-
cer. (b) An image of the area indicated in the dashed box in (a) taken using the
custom imager. The two types of cancer are clearly distinguishable with only a 35 ms
integration time

3.9X brighter than the MDA-MB-231 tumor, again a slightly higher ratio than that
found using the IVIS imager. Contact imagers only image the surface tissue of the
sample, unlike the IVIS that integrates signal from its entire volume, and this can
account for the improved contrast obtained with the custom sensor.

6.9 Microscopic Residual Mouse Tumor

The primary purpose of our custom sensor is to detect residual cancer tissue
after removing the gross section of tumor. In order to demonstrate this, we have also
performed imaging of residual tumor tissue. We performed resections on the excised
sections of mouse tumor and healthy tissue described previously in order to remove
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Figure 6.17: (a) Photograph of remaining tissue and skin after a large (∼1 cm) mouse
tumor was removed. No tumor is visible to the naked eye. (b) Image of the same tissue
taken with an IVIS fluorescence imager showing two clear areas of residual cancer.
(c) Image of the area outlined in (b) taken with the ASIC showing the presence of
∼500 µm diameter section of tumor remaining on the tissue.

all of the tumor that was visible to the naked eye. Fig. 6.17(a) shows a section of
mouse tissue and skin after a breast tumor (with diameter approximately 1 cm) was
removed. No tumor is visible and it appears to be normal tissue. However, as shown in
Fig. 6.17(b), an image taken using the IVIS live animal fluorescence imager, two areas
of residual tumor remain on the tissue. We imaged the outlined area in Fig. 6.17(b)
using the ASIC and the resulting image is shown in Fig. 6.17(c). A clear area of
residual tumor is visible and outlined in white. A focus of tumor with diameter close
to 500 µm is detected with a very high 45 dB SNR and an integration time of only
40 ms. This residual tumor could not have been detected without fluorescence imaging
by eye or touch (the methods currently available to surgeons) after the removal of the
large section of tumor.
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Figure 6.18: 300 ms integration time fluorescence microscope images of 14 µm sec-
tions of excised tumor. Each slice is taken from a different mouse injected with the
Trastuzumab-IR700DX fluorescent probe. Images are normalized and mean photon
counts per pixel are indicated for each image. The HER2+ breast cancer is a factor
4.5±1.1 times brighter than the HER2- breast cancer, indicating that the fluorescent
probe correctly binds to HER2+ tumor.

6.10 Slide-Mounted Mouse Tumor Sections

We have also characterized and images sections of the mouse tumor described
in the previous two sections. Using a fluorescence microscope, HER2+ tumors were
measured to be 4.5±1.1 times brighter than HER2- tumors post excision as shown in
Fig. 6.18. We also performed imaging of tumor sections with the custom imager and
conventional fluorescence microscope and the resulting images are shown in Fig. 6.19.
The defining tumor features that appear in the microscope image are clearly visible
in the custom sensor image. Fig. 6.20 contains images of overlapping sections of
HER2+ tumor and HER2- tumor. HER2+ tumor was readily distinguished from
HER2- tumor using the custom fluorescence contact imager with integration times
of only 70 ms or less, suitable for real-time imaging. Features are detectable with



CHAPTER 6. CELL CULTURE AND TISSUE IMAGING 58

Figure 6.19: Images of four 14 µm thickness slices of excised mouse tumor tissue. Each
slice comes from a different mouse bearing HCC1569, HER2+ tumors. The images
on the left are taken with the custom fluorescence contact image sensor. The corre-
sponding images on the right are taken with a fluorescence microscope for reference.
All images are taken using a 70 ms integration time.

sub-millimeter resolution and signal-to-noise ratios of 33 dB. The sensor’s ability to
rapidly locate and distinguish cancer tissue as well as its small size-scale allow it to
be used as an intraoperative probe for detection of residual tumor in the resection
cavity.

6.11 Materials and Methods

This section describes the way the different biological samples used for testing the
custom sensor were prepared. Additionally, we describe the details of the equipment
used in the test setup.
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Figure 6.20: Images of overlapped 14 µm sections of HCC1569 (HER2+) tumor and
MDA-MB-231 (HER2-) tumor. Images are taken with the custom fluorescence contact
image sensor and a fluorescence microscope with 70 ms integration times. Both types
of cancer are clearly distinguishable from each other and the background from the
glass mounting slide using the custom contact image sensor. The signal-to-noise ratio
is 33 dB or greater for the HCC1569 tumor.

6.11.1 3D Cell Culture Models

For characterization of the imager, three-dimensional (3D) cell culture models
of breast cancer were used to generate cell clusters of varying size. Breast cell cul-
tures consisted of HCC1569 (HER2-overexpressing) (obtained from ATCC) cultured
in RPMI with 10 % FBS. 3D culture models were generated in Matrigel as described
in [74,75]. Cells were stained with HER2/ErbB2 (29D8) rabbit monoclonal antibody
(#2165, Cell Signaling, Danvers MA) followed by anti-rabbit quantum dot (Qdot) 705
(Q11461MP, Thermofisher Waltham, MA). Each staining step takes approximately
one hour at room temperature, for a total of two hours.
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6.11.2 Ex vivo Tissue Margin

Ex vivo tissue margins were generated from patient samples of HER2+ and
triple-negative breast cancers and compared with normal tissue counterparts from
the same patient. Anonymized patient samples were obtained from Bioserve (Betsfiel,
MD). Tissue was frozen in order to preserve enzyme and antigen functionality and
6 µm sections (slices) were cut for imaging. These slices of HER2+ tumor were stained
with anti-HER2 antibody and secondarily with Qdot 705. Each staining step takes
approximately one hour at room temperature, for a total of two hours. Adjacent
slices were H&E stained for comparison. The slices were allowed to return to room
temperature before imaging, preserving their optical properties.

6.11.3 In Vivo Mouse Tumor Models

The performance of our fluorescent probe was evaluated using in vivo breast
tumor mice models. Mice were subcutaneously implanted with either HCC1569, a
HER2+ breast cancer cell line targeted by our fluorescent probe, or MDA-MB-231,
a HER2- breast cancer cell line that is not targeted. Mice were partitioned into four
groups, with one HCC1569 implanted mouse and one MDA-MB-231 implanted mouse
(negative control) in each group. Group 1-4 mice were implanted with either HCC1569
or MDA-MB-231 cells with amounts of 0.25, 0.5, 1, and 2.5 million cells, respectively,
into the mammary gland on both sides. After three weeks, the mice were given 200 µL
injections containing 0.8 mg of a Trastuzumab-IR700DX probe through the tail vein.
Imaging was performed over the subsequent 72 hours. The Trastuzumab-IR700DX
conjugate was prepared by LI-COR Biosciences (Lincoln, NE).

6.11.4 Test Setup

The custom imager with optical filter is mounted on a PCB. A field-programmable
gate array (Opal Kelly XEM6010-LX45), also mounted on the PCB, is used to com-
municate between the image sensor and a PC. A slide containing 3D cancer cell
cultures is placed on an XY-stage (MLS203) above an inverted fluorescence micro-
scope (Leica DM-IRB) with a 2.5X objective. The custom imager is suspended above
the microscope and positioned in contact with the cell sample slide using a Thor-
labs XYZ stage (RB13M). Light from an Excelitas X-Cite 120LED attached to the
microscope is passed through an optical filter to illuminate the 3D cultures or tissue
samples at 450 nm or 650 nm when capturing the fluorescence microscope images. For
the custom sensor images, collimated laser diode light sources at 455 nm or 633 nm
are used for quantum dots and organic fluorophores, respectively. The laser diodes
were purchased from QPhotonics and collimators from Thorlabs. Fluorescence mi-
croscope images are collected above 700 nm by the custom image sensor and a Hama-
matsu ORCA-Flash4.0 V2 microscope camera simultaneously. An IVIS Spectrum
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live-animal imaging system was used to capture images of the live mice and excised
mouse tissue.
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Chapter 7

Conclusion

Although the presence of microscopic residual tumor after a resection is known
to significantly increase the chance of cancer recurrence across cancer subtypes, thor-
ough, rapid visualization with 200 cell resolution within the small, complex, tumor
bed remains a persistent challenge. The proposed scalable contact fluorescence image
sensor can both fit and be maneuvered within a tumor cavity while imaging rapidly.
It is enabled by a combination of on-chip angle-selective gratings integrated in a high-
sensitivity custom CMOS image sensor and an integrated amorphous silicon optical
filter.

The imager has been tested with a variety of breast cancer 3D cell culture,
human breast tissue, and mouse tumor models in order to characterize its sensitivity,
robustness to variation, and applicability to the operating room setting. Additionally,
we have described algorithms for image deconvolution and automatic tumor cluster
recognition in order to improve image quality and demonstrate the sensor can be
used as part of an automated system for cancer detection, respectively. The sensor
does not require microfluidics, cell cultures, or chemical reactions to be performed on
its surface and instead cancer is labeled using a systemic injection of an antibody-
fluorophore conjugate either on the same day as surgery or in the preceding days.
Precision fabrication is not needed to deposit the amorphous silicon absorption filter
and a standard CMOS process has been used to keep the cost of the sensor to a
minimum, allowing it to be easily disposable.

A comparison of the imager presented in this paper to several other chip-scale
imagers for biomedical applications appears in Table 1. These imagers generally fall
into two categories: those that are capable of performing in vivo imaging ([44, 45])
and those that have been designed for lab-on-a-chip applications ([4, 46, 47]). The
former sensors are only capable of imaging single points or large areas of tumor tissue
and do not have sufficient resolution to image microscopic residual cancer consisting
of foci containing only hundreds of cancer cells. The latter sensors can be capable
of high resolution imaging, but typically require microfluidics or cell/tissue samples
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2011 [44] 2016 [45] 2009 [46] 2012 [47] 2017 [4] This work
Detection method Fluorescence Fluorescence Fluorescence Chemiluminescence Fluorescence Fluorescence

Technology 0.18 µm CMOS Discrete comp. 0.35 µm 0.35 µm 65 nm CMOS 0.18 µm CMOS
For in vivo use? Yes Yes No No No Yes

Array size Single photodiode 6 photodiode clusters 7X8 128X64 Single photodiode 80X36
Pixel size 0.75 mm2 1 mm2 250 µmX250 µm 19 µmX19 µm 91.4 µmX123 µm 55 µmX55 µm

Excitation Power N/A 500 mW* 3 mW N/A 4 mW 7.5 mW
Imaging Rate N/A 10 scan/s N/A N/A N/A 20–100 frame/s

Integration time 500 µs N/A 1 s 1–90 s 0.1–1 s 10–50 ms

Table 7.1: Performance Comparison to Other Chip-Scale Bioimagers
* Estimated based on reported laser diode current and datasheet.

to be placed on the ASIC surface, which make them unsuitable for in vivo imaging.
The custom sensor described in this work combines the best qualities of both of these
types of sensors. It has the high resolution and sensitivity necessary for detecting
microscopic cancer, while maintaining a small form factor and fast imaging rate.

In summary, we have demonstrated highly sensitive tumor imaging using a scal-
able and lens-free platform that is able to detect cancer intraoperatively in real-time.
This platform can be used to image any type of cancer with a targeted antibody and
the sensor is small enough to be manipulable inside tumor cavities typically found in
modern minimally invasive surgical procedures.
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