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Abstract

Sample Complexity Bounds for the Linear Quadratic Regulator
by
Stephen L. Tu
Doctor of Philosophy in Engineering - Electrical Engineering and Computer Sciences
University of California, Berkeley

Professor Benjamin Recht, Chair

Reinforcement learning (RL) has demonstrated impressive performance in various domains
such as video games, Go, robotic locomotion, and manipulation tasks. As we turn towards
RL to power autonomous systems in the physical world, a natural question to ask is, how
do we ensure that the behavior observed in the laboratory reflects the behavior that occurs
when systems are deployed in the real world? How much data do we need to collect in order
to learn how to control a system with a high degree of confidence?

This thesis takes a step towards answering these questions by establishing the Linear
Quadratic Regulator (LQR) as a baseline for comparison of RL algorithms. LQR is a fun-
damental problem in optimal control theory for which the exact solution is efficiently com-
putable with perfect knowledge of the underlying dynamics. This makes LQR well suited as
a baseline for studying the sample complexity of RL algorithms which learn how to control
from observing repeated interactions with the system.

The first part of this thesis focuses on model-based algorithms which estimate a model
of the underlying system, and then build a controller based on the estimated dynamics.
We show that the classic certainty equivalence controller, which discards confidence inter-
vals surrounding the estimated dynamics, is efficient in regimes of low uncertainty. For
regimes of moderate uncertainty, we propose a new model-based algorithm based on robust
optimization, and show that it is also sample efficient.

The second part studies model-free algorithms which learn intermediate representations
instead, or directly search for the parameters of the optimal controller. We first look at
the classical least-squares policy iteration algorithm, and establish an upper bound on its
sample complexity. We then use tools from asymptotic statistics to characterize the asymp-
totic behavior of both the certainty equivalence controller and the popular policy gradient
method on a particular family of LQR instances, which allows us to directly compare the
bounds. This comparison reveals that the model-free policy gradient method has polynomial
in state/input dimension and horizon length worse sample complexity than the model-based
certainty equivalence controller. Our experiments corroborate this finding and show that
model-based algorithms are more sample efficient than model-free algorithms for LQR.






To my parents



i

Contents

Contents ii
List of Figures iv
1 Introduction 1
1.1 Markov Decision Processes and the Linear Quadratic Regulator . . . . . .. 2

1.2 Model-based Methods for LQR . . . . . . . . .. ... oL 5

1.3  Model-free Methods for LQR . . . . . . . . . .. ... ... ... 6

2 Related Work 11
2.1 Model-based Methods . . . . . . . . . .. 11
2.2 Model-free Methods . . . . . . . . . . 12
2.3 Identification of Linear Systems . . . . . . . ... .. ... ... ... 13

3 Linear System Identification 14
3.1 A Simple Analysis Based on Independent Rollouts . . . . . . ... ... ... 15
3.2 Results for Stable Systems . . . . . . . .. ... 19

4 Basic Robustness and Perturbation Results 22
5 Model-based Methods for LQR 27
5.1 Certainty Equivalence Control . . . . . .. . . . . . ... ... ... ..... 27
5.1.1 A Meta Theorem . . . . . . . . . . . . . .. 28

5.1.2 Riccati Perturbation . . . . . . . . . ... 30

5.1.3 Putting it Together . . . . . . . .. .. ..o 31

5.2 Robust Control . . . . . . . . . 32
5.2.1 Useful Results from System Level Synthesis . . . . . ... ... ... 32

5.2.2 Robust LQR Synthesis . . . . . . ... ... oL 35

5.2.3 Sub-optimality Guarantees . . . . . . . .. ... ..o 38

5.2.4  Finite impulse response approximation . . . . . .. .. .. ... ... 42

5.2.5  Static controller and a common Lyapunov approximation . . . . . . . 44

5.2.6  Derivation of the LQR cost as an Ho norm . . . . . . . . .. .. ... 45



6 Model-free Methods for LQR

6.1 Least-squares Policy Iteration for LQR . . . . ... .. ... ... ... ...
6.1.1 Related Work . . . . . . . . . .. ...
6.1.2 Least-squares temporal difference learning for Q-functions . . . . . .
6.1.3 Exact Policy Iteration for LQR . . . . .. ... .. ... ... ...
6.1.4 Approximate Policy Iteration for LQR . . . . . ... ... ... ...

6.2 Asymptotic Analysis of Model-based and Model-free Methods for LQR
6.2.1 Related Work . . . . . . . . .. . .
6.2.2 Policy Evaluation . . . . . . ... ... 0L
6.2.3 Policy Optimization . . . . .. ... ... ... ... ... ...
6.2.4 Asymptotic Toolbox . . . . . . .. ...
6.2.5  Asymptotic Analysis of Projected SGD . . . . . . .. ... ... ...
6.2.6 Analysis of Policy Evaluation Methods . . . . . .. ... .. ... ..
6.2.7 Analysis of Policy Optimization Methods . . . . . . .. ... ... ..

7 Experiments

7.1 Model-based Methods . . . . . . . . ...,
7.2 Model-free Methods . . . . . . . . .

8 Conclusion
8.1 Future Work

Bibliography

il

47
47
47
48
60
65
76
76
7
81
85
99
103
107

121
121
124

126
126

129



v

List of Figures

7.1

7.2
7.3
7.4

Performance of SLS controllers compared with the common Lyapunov relaxation

and nominal control. . . . . ... Lo 122
Effect of varying FIR filter length when synthesizing SLS controllers. . . . . . . 122
Performance of SLS controllers synthesized with fixed v. . . . . ... ... ... 123

Comparison of various model-free methods to nominal control. . . . . . . . . .. 125



Acknowledgments

This thesis is the product of the tremendous support that I have received from advisors,
mentors, collaborators, friends, and family along the journey. When I was an undergraduate
at UC Berkeley, Mike Franklin and Michael Armbrust showed me how fun and collaborative
research really could be. This lead me to MIT, where I was a student in the database group
advised by Sam Madden. Sam is truly a wonderful advisor and mentor, and even though this
thesis has nothing to do with databases, many of the lessons I learned from working with
Sam are reflected in this work. At MIT, I also had the wonderful privilege of collaborating
with a lot of truly inspirational people. Frans Kaashoek and Nickolai Zeldovich made me
feel right at home in PDOS. There was never a dull moment talking to Mike Stonebraker.
Barbara Liskov and Eddie Kohler were the source of inspiration behind Silo. Both Kamalika
Chaudhuri and Vinod Vaikuntanathan were kind enough to listen to my many ramblings
while I futilely attempted to work on problems in differential privacy.

I am extremely grateful and lucky that Ben Recht took a chance on me when my re-
search interests shifted towards machine learning and optimization. I do not know how I
would have succeeded as an ML researcher if it were not for Ben. The five years I spent
as a graduate student at UC Berkeley have been extremely rewarding. I want to acknowl-
edge the tremendously important role that Ross Boczar, Sarah Dean, Horia Mania, Nikolai
Matni, and Max Simchowitz played in this thesis as my closest collaborators at Berkeley—
it is no exaggeration to say that this thesis would not exist without their collaboration. A
special acknowledgment goes out to Andy Packard, who taught me everything I know about
robust control, and who is an infinite source of inspiration. I would also like to acknowledge
Francesco Borrelli and the students of the MPC lab for providing lots of valuable feedback in
our joint group meetings, Michael Jordan and the students of SAIL for letting me selectively
join their wonderful reading group, Mahdi Soltanolkotabi for his never ending patience as we
worked on Procrustes Flow together (and for rolling with the name), Laurent Lessard for his
clutch #mathshop answers on Slack and for being an awesome dinner companion at ICML in
Sydney, Kevin Jamieson for instilling in me an appreciation for adaptive learning problems,
Jason Lee for his ability to see the core idea of any paper in a matter of minutes, Alex Gittens,
Becca Roelofs, Shivaram Venkataraman, and Ashia Wilson for entertaining my fascination
with kernel methods and block coordinate descent, Xinghao Pan and Dimitris Papailiopou-
los for involving me with the Cyclades project, Eric Jonas for allowing me to channel my
inner Bayesian, and Evan Sparks for sharing his deep knowledge about both systems and
the startup world. Finally, I would like to thank Murat Arcak, Peter Bartlett, Francesco
Borrelli, and Andy Packard for agreeing to sit on my quals and dissertation committees.

The results on certainty equivalence control in Section 5.1 were directly inspired by Elad
Hazan and Martin Wainwright who both asked whether or not it was possible to obtain a fast
rate for LQR. Furthermore, the study of model-based and model-free methods in Section 6.2
was inspired by John Duchi and Dan Russo who both independently suggested asymptotic
analysis and CLT based arguments. Finally, the policy iteration results of Section 6.1 are in
collaboration with Karl Krauth.



vi

In the summer of 2017 I had the wonderful experience of interning at Google Brain
Robotics in New York City under the mentorship of Vikas Sindhwani. I cannot say enough
wonderful things about Vikas both as a manager and as a collaborator. I would also like to
especially thank my office mate over the summer, Xinyan Yan. His interest in reinforcement
learning really kindled my own interest, which planted the seeds of this thesis.

Outside of research, graduate school is much more fun with other distractions. I would like
to thank the wonderful community of the Recurse Center (RC). RC hosted me as a resident
in the summer of 2015, and I have enjoyed being an active member of their community ever
since. The Peoples Improv Theater in NYC and Endgames Improv in SF put on wonderful
improv classes that I highly recommend as an escape from research. Thanks to all those who
came out to see my shows.

The final thanks goes to my friends and especially my family. My parents have given
nothing but the utmost support, even when it seemed like I had no clear direction.



Chapter 1

Introduction

Reinforcement learning (RL) has achieved impressive performance in the past decade on a
wide variety of tasks across different domains such as video games [33, 81, 85], Go [103, 104],
robotic locomotion [56, 66, 69, 111}, autonomous racing [91, 125], and object manipulation
tasks [59, 67, 68, 86]. Given these successes, it is natural to expect an increasing reliance on
RL in the systems that we interact with on a daily basis. While widespread deployment of
RL presents tremendous opportunities for our society as a whole, it is prudent to critically
examine the potential consequences. In particular, when RL is deployed in the real world
on a physical robotic system, how do we ensure that the system will act as it did in the
laboratory? Put differently, how much data do we need to collect in order to learn how to
control an autonomous system with a high degree of confidence?

In this thesis, we take a step towards answering these questions by establishing a useful
baseline for comparison of core algorithms in RL. We turn to one of the most fundamen-
tal problems in optimal control theory, the Linear Quadratic Regulator (LQR). The LQR
problem seeks to control a linear dynamical system, that is a dynamical system where the
state evolution equation is described by a linear function of the current state and input,
subject to a quadratic cost. We use LQR to understand the sample complezity of learning
to control an unknown dynamical system. A celebrated result in control theory states that
with perfect knowledge of the dynamics, an optimal control strategy can be exactly and
efficiently computed. Therefore, LQR is a useful baseline for delineating the performance of
methods which operate with imperfect knowledge of the dynamics.

We will study algorithms which broadly fall into two categories: (1) model-based ap-
proaches and (2) model-free approaches. While there is not a widely accepted technical
definition of what it means for an algorithm to be model-based or model-free, we will use
a common informal definition that describes model-based algorithms as those which, as an
intermediate step, build an estimate of the transition dynamics which is then used to solve
the control problem. On the other hand, model-free algorithms are defined as those which
either directly search for the optimal controller, or learn other types of representations (such
as value functions) as an intermediate step. It is important to note that this definition is
not absolute; hybrid approaches that build models and learn other representations are in-
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deed possible. This categorization into model-based and model-free is mostly for our own
understanding, helping us to group algorithms together in order to understand better how
they relate to each other.

One reoccurring theme we will see in this thesis is that learning the transition matrices
that describe the underlying linear dynamics is one of the most statistically efficient ways to
use the input/output data given to us, compared to learning other representations such as
value and state-value functions. As a consequence, both in theory and practice, we will see
that model-based algorithms tend to out-perform various model-free approaches for LQR.
A natural question to ask as the reader is, what is the overall takeaway from this finding?
We caution against coming to the naive conclusion that model-based methods are always
preferable to model-free methods. Indeed, it is hard for the author to imagine that this is
true in full generality. Instead, the reader is asked to reflect upon why such a separation
exists for LQR. What we will see is that the structure of the LQR problem lends itself very
naturally to classical least-squares estimation of the linear dynamics, whereas estimating
other representations is less natural and less sample efficient. Hence the real takeaway from
this thesis is a lesson that we knew all along: take advantage of known structure when
possible, and use the right tools for the problem at hand.

1.1 Markov Decision Processes and the Linear
Quadratic Regulator

The Markov Decision Process (MDP) is the central object of study in RL. See Bertsekas
[14] for an overview of RL and fundamental results. An infinite horizon average cost MDP
is defined as a 4-tuple (X,U, p, c) where X is the state space, U is the input space, p(-|z, u)
for v € X, u € U describes the probability distribution over the next state conditioned on
the pair (x,u), and c¢(x,u) denotes the stage-wise cost. The MDP task is to find a policy
m = {u(-)}2, that minimizes the infinite horizon average cost:

J, = inflimsup E

T  T—oo

T

1

T Zc(mt,ut)] s.be @iy ~ p(|ze, wy) (1.1.1)
t=1

Here, each function u,(-) is allowed to depend on the history (1, uy, ..., 41, us—1, ), but
not on the future values. This type of function is called causal.

In general, without any more assumptions, solving (1.1.1) is intractable, even given per-
fect knowledge of the dynamics p and cost ¢. The classic assumption of RL is that the
state space X and input space U is finite (this is often referred to as the “tabular setting”).
Under this finiteness assumption, algorithms based on dynamic programming such as policy
iteration or Q-learning can be used to solve (1.1.1). However, these algorithms typically
scale polynomially in the size of X and U, in both space and time complexity. While this is
feasible for small problems, when X and U become large (e.g. arising from the discretization
of a continuous space), then dynamic programming without any further structure becomes
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intractable. Therefore, since we are primarily interested in the application of RL for contin-
uous control problems, tabular methods are insufficient for our purposes.

One common assumption frequently made in the RL literature to move beyond a discrete
state space is the function approzimation setting (see e.g. Tsitsiklis and Van Roy [115] and
the references within). The assumption is that we are given a finite set of basis functions
{#i(-)} such that the relevant quantities we are interested in can be well approximated in
the span of the basis functions. For instance, if we are interested in learning a value function
V7, we would assume that V™ ~ > . w;¢; for some set of coefficients {w;}. It turns out
that many tabular algorithms have corresponding variants in the function approximation
setting. The function approximation setting is an important framework for RL that gives
us a natural way to tackle continuous state spaces, but it is still a very general setting. In
particular, minimal assumptions on the basis functions are assumed. Furthermore, given a
particular problem at hand, it is often not clear what basis functions to pick, and quantifying
the approximation error introduced by a particular set of basis function is a very non-trivial
task.

In light of this discussion, we turn to the Linear Quadratic Regulator (LQR) as our
main object of study. Let us now formally introduce the infinite horizon average cost LQR
problem. Let S! be an n x n positive definite matrix and R be a d x d positive definite
matrix. The LQR problem is to find the optimal policy 7 that minimizes:

T
e 1

J = lngh_{I;oE T tzlxtTSa:t + u/ Ruy (1.1.2)
s.t. 241 = Axy + Bug +wy, wy ~ N(0,W) . (1.1.3)

Here, the sequence {w;} will be referred to as the process noise. It is understood that w; is
independent across time, i.e. w; is independent from w; for ¢ # j. Comparing with (1.1.1),
we see that the LQR problem (1.1.2)-(1.1.3) is a specific instance of an MDP with the state
space X = R™, the input space i = R?, the transition probability p(-|z, u) = N (Az+Bu, W),
and the stage wise cost c(x,u) = 27Sx + u' Ru.

The LQR problem is the most fundamental problem studied in the field of optimal control.
See the book of Anderson and Moore [8] for an excellent introduction to linear quadratic
control. We assume that the pair (A, B) is stabilizable, which means there exists a feedback
matrix F' such that A+ BF is a stable matrix (all eigenvalues have modulus strictly less than
one). This assumption has several remarkable consequences. First, the optimal control law
is a stationary linear feedback policy, i.e. u; = Kx;. Second, the feedback matrix K can be
recovered by first solving for the unique? positive definite solution to the discrete algebraic
Riccati equation (DARE):

V=A"VA—-A"VB(B'"WVB+R)'B'VA+ S, (1.1.4)

"'We depart from the usual convention of calling the cost matrix associated to the state as @, in order
to avoid confusion with the @ in Q-function.

2We made a simplifying assumption that both S and R are positive definite, which eliminates cases
where the solution is not unique.
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and setting K = —(B"VB + R)"'BTV A. We will refer to the positive definite solution V'
of (1.1.4) as V = dare(A, B, S, R). The optimal cost J, is then given by tr(VIV).

Why is the LQR model a reasonable one to study from a practical engineering standpoint?
Suppose for now that our dynamics are non-linear, that is:

Ti41 = f(xnut) )

where f(-) is no longer a linear function of x;,u;. It is clear that (1.1.3) no longer applies
globally to our new dynamics. However, we can still apply (1.1.3) locally. There are many
different methods of increasing complexity: here we briefly describe Jacobian linearization,
which is one of the simplest schemes. Suppose that (x,,0) is an equilibrium point of f,
meaning that x, = f(z,,0). Let us define the error ¢, := x; — z,, and suppose our goal is
to send e; to zero. Assuming that f is continuously differentiable and differentiating around
this equilibrium point,

€11 = [Dxf(l'*, O)]et + [Duf(l’*, 0)]Ut + H.O.T.. (115)

We expect this linear model to be a reasonable approximation to the true non-linear dynamics
locally around the equilibrium point.

It is hopefully clear from this discussion what the advantages are of studying LQR for
obtaining an understanding of RL for continuous control: the state and input spaces are
naturally continuous, and given knowledge of the dynamics (A, B) and the cost matrices
(S, R), we can efficiently compute the optimal solution. Therefore, we can completely isolate
the effects of model uncertainty.

Problem statement. With this setup in place, we can more formally describe the core
problem studied in this thesis:

Find a nearly optimal solution to the LQR problem (1.1.2)-(1.1.3), where
the cost matrices (S, R) are known, but the only access to the transition
matrices (A, B) is via input/output data. Specifically, design an algorithm
that chooses an input sequence {u,}, observes the resulting trajectory {x;}
of (1.1.3) induced by the chosen sequence {u;}, and then returns a controller

K that stabilizes (A, B) and incurs average cost J (IA( ) such that the sub-

optimality gap J(K) — J, is small. Here, the notation J(K) refers to the
infinite horizon average cost induced by the controller u; = Kx;.

We will be primarily interested in algorithms which come with probably approximately
correct (PAC) style guarantees: after observing T' = T'(¢, ) timesteps from the trajectory

{z:}, with probability at least 1 — ¢ we have that J(K) — J, < e. The quantity 7'(e,J) will
be referred to as the sample complexity of the algorithm.
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1.2 Model-based Methods for LQR

The first step of model-based methods is to construct an estimate (2, B ) of the true dynamics
(A, B) from the trajectory data {z;} and input data {u;}. While there are many ways to
do this, we exploit the linear nature of the dynamics (1.1.3) and use ordinary least-squares

(OLS):

T—

PR 1

(A B - E |.1Ut+1 — Axt — But||2 . (121)
t=0

l\D

It is also possible to use a Tikhonov regularized least-squares estimator of the form:

T—

~ o~ 1 )\

(4, B) —Z 211 = Az = Budl? + S(IAIE + IBI) . (12.2)
t=0

[\D

Under the appropriate invertibility assumptions, the solution to (1.2.1) is given by:

A T-1 21T\ /12T, xT_1
(A,B) = (Z Ti [uj ) (Z m M ) : (1.2.3)
t=0 t=0
Of course, since (ﬁ ]§) (A, B) only7 an important question to answer is how to characterize
the quality of the estimate (A B) In general, describing the resulting confidence set is a
non-trivial task, and we will see that the answer depends intimately on whether or not the
matrix A is stable or not.

Another question that remains to be answered is how to best choose the input sequence
{u;} to maximize the amount of information gained from the rollout. Indeed, there is an inter-
esting experiment design question lurking here: given the past history xg, ug, ..., T¢—1, us_1, 24,
adaptively choose the next input u; to play that would reveal the maximal amount of in-
formation. In this thesis, we leave the experiment design question to future work. Instead,
we work with a passive input sequence where u; ~ N(0,02I) and the u;’s are independent
across time, or an feedback sequence of the form u; = Kx; + n; with 7 ~ N(0, 072][ ) and the
n¢’s are independent across time. Here, K is some stabilizing controller for (A, B) that is not
necessarily optimal for LQR. We will see that both of these sequences provide rich enough
excitation of the system that allows us to construct reasonable (not necessarily optimal,
however) confidence intervals. In particular, these confidence intervals will be of the form:

C,(8) :={(A,B) : ||[A— A <ea(t,8), |B— B|| <epl(t,o)}. (1.2.4)

where t here denotes the length of the trajectory observed and § € (0,1) will be such that
P((A, B) € Cy(0)) > 1—46. Here, the probability is taken over the randomness of the process
noise {w;} (c.f. (1.1.3)) and the randomness of the inputs {u;}.
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Armed with these confidence intervals, we now consider the question of learning a con-
troller from the estimated model (A, B ) and the interval Cy(6). The most natural solution to
this is known as the certainty equivalence principle [11]. The idea is to discard the interval
C,(6), and use the controller K given by:

K=—(B'"VB+R)'BVA, (1.2.5)
V =dare(A, B, S, R) . (1.2.6)

We will also interchangeably refer to this controller as the nominal controller or the plug-in
controller. When the interval C;(d) is very small (i.e. €4 < 1 and e < 1), then we expect
that the nominal controller will not only stabilize (A, B) but also deliver cost J(K) that is
quite competitive with J,. Quantifying when this happens, however, requires some work,
and is one of the contributions of this thesis (Section 5.1). Furthermore, for moderate to
large intervals, we do not expect nominal control to perform well because it does not take
the uncertainty into account.

In regimes where the uncertainty in the model is moderate to large, we will look at a
more sophisticated algorithm inspired from robust control. In particular, we will look at
solving the following robust optimization procedure:

inf sup J(A,B,7). (1.2.7)

m€ll (4, B)eC:(5)
Here, the notation J(A, B, ) denotes the average cost assuming the dynamics are described
by (A, B) and the policy 7 is followed. We will take II, the policy class we optimize over,
to be the space of time-invariant linear feedback policies with memory. That is, the policy
7 is itself a linear dynamical system taking as input the sequence {x;} and outputting the
control signal {u;}. We note that as written, solving (1.2.7) is a non-trivial task. One of the
contributions of this thesis (Section 5.2) is to show how to reasonably approximate (1.2.7)
with tools from convex optimization.

1.3 Model-free Methods for LQR

We now describe methods which skip the model identification step and learn other repre-
sentations for control. We first review two fundamental representations from RL, which are
the value and state-value functions, the latter which is often referred to as the Q-function.
Because we are dealing with infinite horizon average cost problems, the definition of these
representations is more nuanced than the corresponding definitions in the finite horizon or
discounted infinite horizon settings. Let K be a feedback policy which stabilizes (A, B), and
let Ak be the infinite horizon average cost associated to the policy K. We follow Tsitsiklis
and Van Roy [116] and define the (relative) value function of K as:

T
VE(z) = Th—{%oE Z(xtTSxt +u] Ruy — A\g) | 20 = :c] st up = Kuy . (1.3.1)
=0
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The Bellman equation associated to (1.3.1) is:
A + VE(2) = c(2, Kz) + Eprop( i) [V (27)] - (1.3.2)
From this, we see that VE(2) = 2TV z, where V solves the discrete Lyapunov equation
V =(A+BK)'"V(A+BK)+ S+ K"RK . (1.3.3)

We will denote this solution as V' = dlyap(A + BK, S + KTRK).
Now, similar to (1.3.1), we define the relative @-function of K as:

T
Z(xtTSxt +uf Ru; — )

t=0

Q% (r,u) := lim E

T—o0

To = T, Uy = u] st up = Koy . (1.3.4)

The Bellman equation associated to (1.3.4) is:

Mg + Q¥ (z,u) = c(z,u) + B mp(-|z0) Q% (2, Kz')] . (1.3.5)
217 [z
Solving this equation, we obtain that Q¥ (z,u) = [ul Q [u} where () is:
S 0 AT
Q=1, pl*t|z|VIA B]. (1.3.6)

Equation 1.3.5 gives us a natural algorithm to estimate the parameter () of the Q-function

-
QF. We let ¢ = svec(Q)? and write Q¥ (x,u) = ¢(z,u)"q, where ¢(z,u) = svec ({ﬂ [ﬂ ) :

.
Substituting this into (1.3.4) and using the fact that Ax = <Q, {[I(} W LI(} >, we obtain:

qT<¢<x7 u) - El"NP('m“) [¢(l’/, Kl'/)] + f) = C(:K, u) ’ (137)

-
where f = svec <[ [I(l 44 [ II(] ) . Therefore, given samples of the form { (2, u;, 2,41)} " we

can use the errors-in-variables approach [25] to construct (under the necessary invertibility
assumptions) the following least-squares estimator for ¢:

q= (Z O(x, ue) (D(me, we) — P(@egr, Kpyr) + f)T> ic(zt, wg )Py, uy) (1.3.8)

3Here, svec : Sym,,,, — R™™*+1/2 is the linear operator mapping the space of n x n symmetric ma-
trices (denoted Sym,,,,,) to vectors while preserving the property that (svec(Mi),svec(M2))gninine =
(M7, Mo)gnxn for all symmetric My, Ms.
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This estimator ¢ will be referred to as the LSTD-(Q) estimator. One of the contributions of
this thesis (Section 6.1.2) will be to quantify the error ||¢ — ¢ incurred by LSTD-Q.

Given an algorithm that estimates the parameters of its associated @-function for a
policy K, we can use this algorithm as a sub-routine to construct an algorithm for policy
optimization. One of the most classical approaches in RL is approximate policy iteration
(PI), and it is a basic form of approximate dynamic programming. Algorithm 1 presents
least-squares policy iteration (LSPI) from Lagoudakis and Parr [63], which is approximate
PI combined with LSTD-Q for policy evaluation.

Algorithm 1 Least-Squares Policy Iteration (LSPI) for LQR
Require: Initial stabilizing controller K, exploration controller K.y, N number of policy
iterations, T' length of rollout for estimation, ag exploration variance, p lower eigenvalue
bound.
1: Collect a trajectory D = {(zy, Uk, Trt1 iy Using input wy, = Kppay@r + Mr, with gy, ~
N(0,021).
fort=0,..,N—1do
Q= Proju(/I\_STDQ(D, Ky)).
K1 = G(Qy) (c.f. (1.3.9)).
end for
return K.

In Algorithm 1, Proj,(-) = arg miny_y7.x,.//|[X — || is the Euclidean projection onto the
set of symmetric matrices lower bounded by - I. Furthermore, the map G(-) takes an
(n+ d) X (n+ d) positive definite matrix and returns a d x n matrix:

G ([Q#l g”]) — QT (13.9)
22
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One of the contributions of this thesis is to provide a sample complexity analysis of Algo-
rithm 1 (Section 6.1).

We now turn our attention to an alternative style of model-free algorithm which is based
on ideas from derivative-free optimization (DFO) instead of approximate dynamic program-
ming. See the book by Spall [107] for an overview of derivative-free optimization. We will
present an overview of two methods based on DFO that are closely related. The first is
based on random perturbations. As before, define the function J(K) as:

T—o00

T
1
J(K) = lim E T thTSxt +ul Rug| st up = Kay . (1.3.10)
=1
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The function J(K) is finite when K stabilizes (A, B), and equals +00 otherwise. In the
domain of stabilizing K, the function J(K) is differentiable. Therefore, in principle we could
optimize J(K) via a local search method:

Kt+1 = Kt — T]tVJ(Kt) .

However, in order to compute V.J(K), we need access to the transition dynamics (A, B)
(and if we knew (A, B) we could just compute the optimal controller directly). The trick to
get around needing the dynamics is to smooth (convolve) the function J(K), and construct

a stochastic gradient estimate of the smoothed function. In particular, we fix a ¢ > 0 and
define:

J,(K) = E[J(K + o€)], (1.3.11)

where each entry of £ is drawn independently from a A(0,1) distribution. A standard fact
is that the gradient of J,(K) can be expressed as:

J(K + &) — J(K — d§)

VJ,(K) = E -

¢l . (1.3.12)

Hence we can use the following stochastic gradient estimator g:

J(K+0&) — J(K —0f)
20

G= ¢. (1.3.13)
Notice how this formula does not involve computing any gradients of the original function
J(K), but only requires pointwise evaluation of J(K') which we can obtain from rollouts.
That is, we have side-stepped the issue of needing to know the model dynamics (A, B). We
can now use g as a stochastic gradient estimate of V.J,(K) and plug it into our favorite
stochastic optimization algorithm to optimize .J,. Furthermore, for small o we expect that
Jy(K) =~ J(K). An analysis of the behavior of these type of DFO algorithms on LQR can
be found in Malik et al. [73].

We now describe a different approach based on policy gradients (REINFORCE) [126].
Instead of directly perturbing the parameters of the controller K, we will perturb the actions
us. Again, we fix a 0 > 0, and this time we define:

T
1
Jo(K)= lim E T Zx;ert +ul Rug | st up = Koy + 1, . (1.3.14)
t=1

T—o00

Here, we have n, ~ N (O,UQI ) and the n,’s are independent across time. Let 7.0 =
(21, u1, o, U, ..., T1, ur) denote a trajectory of length 7. Then under appropriate regularity
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conditions, with ¢(7er) = Y01, (s, uy),

. 1
VJ,(K)=V lim —c(m.7)p(T.r) dTr
T—o0 T T

1
= 711_{1;0 \Y% o fC(TLT)P(TLT) dry.r

. 1
= lim —c(m.0)Vp(rir) drr
T1:T T

. 1
= lim TC(TLT)V10gp(7'1:T)p(leT) dryr .

Now we write:
T—1

log p(T1.1) = Zlogp Typ1|Te, ue) + Zlogp Ug|zy)

t=0 t=1

and because the transition dynamics p(x;1|2s, u;) do not depend on K, we have that the
gradient V log p(zy11|z¢, u;) = 0 and therefore:

T
1
Vlogp TlT ZVlng Ut|$t) Z ;UtxtT .

t=1 t=1

Above, the last equality follows since p(uy|x;) = N (K, 0*I). Therefore, we have:
T

1 < c(mr)

T Z o2 i

T
1 :

= lim E|E {—C(TI'T)ntxtT
o

VJ,(K)= lim E

T—o0

T1,M, ...,Zlft:|:|

We can therefore choose a large T' and use the following stochastic gradient estimate g which
we compute from a rollout with u; = Kz +

Z oA ntxt :

t:1

As with DFO, we can plug the estimate g into our favorite stochastic optimization algorithm.
An upper bound analysis of the behavior of policy gradient like algorithms on LQR can be
found in Fazel et al. [41]. In this thesis, we will study REINFORCE in particular using
asymptotic analysis in order to compare the performance of REINFORCE to the model-
based nominal control method (Section 6.2).
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Chapter 2

Related Work

We survey the literature on obtaining approximate LQR solutions from imperfect knowledge
of the dynamics, focusing on work which combines learning and control. We mostly focus on
work that contains non-asymptotic results, since non-asymptotic results are the main focal
point of this thesis. We divide the related work broadly into two categories: model-based
and model-free methods. Within each of these categories, there is a further sub-division
between offline (batch) settings and online (adaptive) settings. While this thesis will focus
only on the offline setting, we discuss the online setting here for completeness.

2.1 Model-based Methods

We first discuss model-based methods in the offline setting. Fiechter [42] is the first to
consider PAC style bounds for LQR with unknown dynamics. He studies the infinite horizon
discounted LQR problem, and shows that the nominal controller, if it stabilizes the true
system, achieves cost J(K) satisfying J(K)—J, < O(e), where ¢ is the error of the estimated
parameters. In Section 5.1, we will give sufficient conditions to ensure that the true system
is stabilized by the nominal controller, and we will also show that the sub-optimality gap
actually scales as O(g?) instead of O(g). Turning to methods based on robust control,
we note there is a rich literature in controls dealing with structured uncertainty such as u-
synthesis [89] or integral quadratic constraints [79]. The main drawback of traditional robust
control approaches is that we are unaware of a way to quantify the performance degradation
as a function of the size of the uncertainty set. Our approach in Section 5.2, which is based
on a recent development in robust control called System Level Synthesis (SLS) [35], is to
the best of our knowledge, the first robust control approach that comes with a guaranteed
bound on the sub-optimality gap.

We now turn our attention to the online adaptive setting, which is inspired from the
classical problem of adaptive control of LQR [11]. We will focus on the regret formulation
introduced by Abbasi-Yadkori and Szepesvari [1]. Inspired by the classic “bet on the best”
principle of Bittanti and Campi [18], Abbasi-Yadkori and Szepesvari [1] show how opti-
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mism in the face of uncertainty (OFU) yields a (5(\/T ) regret algorithm for LQR. Ibrahimi
et al. [50] extend this work to high dimensional systems with sparsity in the dynamics, and
Faradonbeh et al. [38] remove some un-necessary technical assumptions. The main issue with
the OFU algorithm proposed by Abbasi-Yadkori and Szepesvari [1] is computational: it is
not clear if the OFU sub-routine can be efficiently solved, as it is a non-convex optimization
problem. There have been several attempts to remedy this issue. First, several works have
looked at Thompson sampling as an alternative to OFU [5, 6, 87]. The work of Abeille
and Lazaric [5] shows a 6(T2/ 3) regret for Thompson sampling which was later improved
by Abeille and Lazaric [6] to (5(T1/ 2), but the analysis only applies to scalar systems. On
the other hand, Ouyang et al. [87] study a Bayesian regret formulation and show 6(T1/ 2)
regret under strong technical assumptions. Dean et al. [32] show how to use SLS to achieve
an efficient 6(T2/ 3) regret algorithm. Based on the techniques in Section 5.1, it is possible
to show that the nominal controller coupled with a greedy exploration strategy is sufficient
to achieve O(T"/?) regret: this is described in more detail in Mania et al. [75]. Parallel to
Mania et al. [75], Cohen et al. [30] give an efficient procedure that also achieves O(T"/2)
regret and is based on semidefinite programming.

2.2 Model-free Methods

We now survey the literature studying model-free algorithms on LQR. The Ph.D. thesis
of Bradtke [24] studies the least-squares policy iteration algorithm applied to noiseless
LQR and shows asymptotic consistency. For policy evaluation, Tu and Recht [117] give
a non-asymptotic bound for least-squares temporal difference learning for infinite horizon
discounted LQR. They empirically evaluate LSPI and observe that it has worse sample com-
plexity than the model-based methods they compared to, but do not provide an analysis. In
Section 6.1, we will provide the first non-asymptotic analysis for LSPI. For policy gradients,
Fazel et al. [41] show that policy gradients converges to the optimal solution with polynomial
(in the relevant quantities) sample complexity. However, Fazel et al. [41] focus on the case
where the only noise in the system is in the initial state, and the rest of the state transitions
are deterministic. Malik et al. [73] study derivative-free optimization for LQR and also show
polynomial sample complexity. Their bounds suggest that having two samples in each eval-
uation allow one to obtain O(1/¢) sample complexity versus O(1/e?) with only one sample.
Mania et al. [74] empirically evaluate derivative-free optimization on LQR and show that
it is competitive with LSPI. Vemula et al. [120] study the different regimes in which action
space perturbation outperforms parameter space perturbation and vice-versa.

For the online setting, Abbasi-Yadkori et al. [4] show that a model-free algorithm based
on follow the leader achieves O(T%3+%) regret for any T > CV/¢ where C' > 0 is a constant
that depends on the system. Based on the techniques in Section 6.1, this can be improved to
O(T?/3) using LSPI coupled with greedy exploration. It remains open whether a model-free
algorithm based on approximate policy iteration can achieve the optimal (5(\/7 ) regret.
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2.3 Identification of Linear Systems

While not the direct focus of this thesis, we review results surrounding non-asymptotic
identification of an unknown linear system from trajectory data. The asymptotic version
of this question has classically been studied in the sub-field of control theory known as
system identification [71]. Early non-asymptotic rates are given by Campi and Weyer [28§]
and Vidyasagar and Karandikar [123]. Goldenshluger [44] and Tu et al. [119] study the
identification of a linear system from an input/output map (transfer function) perspective.
Hardt et al. [46] show that gradient descent can learn the parameters of a linear system such
that the resulting parameters deliver good predictive performance, under some technical
assumptions on the A matrix. Hazan and Zhang [47] and Hazan et al. [48] propose a spectral
filtering technique to learn unknown linear systems, with performance measured in a regret
framework. One notable property of their bounds is that they apply to marginally stable
systems when the spectral radius p(A) = 1; the bounds do not degrade as p(A) approaches
one.

By making the additional assumption that the state can be observed, one can prove
stronger results regarding parameter estimation. Simchowitz et al. [105] show how to recover
the A matrix of a linear system x,,1 = Az, + w;, with the results applicable to the regime
of marginal stability. This result is discussed in more detail in Chapter 3. Faradonbeh
et al. [39] and Sarkar and Rakhlin [98] show how to obtain identification results for unstable
systems under some technical assumptions. Rantzer [95] gives concentration bounds for the
least-squares estimator in the scalar setting (which was sharpened by the scalar analysis in
Simchowitz et al. [105]). Finally, there has been recent work in extending the parameter
identification results to the case of partially observed linear systems [88, 99, 106, 114].
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Chapter 3

Linear System ldentification

In this chapter, we survey some basic non-asymptotic results for linear system identification.
While not the primary focus of this thesis, the results here and the techniques behind them
will play an important role for the remainder of the thesis.

We recall the setting from Chapter 1. We are interested in an unknown linear dynamical
system:

Tir1 = ASCt + But -+ wy . (301)

Here and for the remainder of this thesis, we will assume for simplicity that w; ~ N'(0,021)
instead of the more general AV/(0,W). We will also assume that xo = 0. Suppose that we
have access to N independent trajectories of (3.0.1), each of length T' (that is, we perform
N rollouts of length T', resetting the system after each rollout). Let us denote this data by
{xy)} with 1 <7< Nand 1 <t <T+ 1. Given this data, we consider the least-squares
estimator:

N T
1B i L 0 ) _ B2
(A,B) = arg min - ;;Hth — Az — BulV|%. (3.0.2)

The solution to (3.0.2) is given by:

A6 = (3 [“1 ii[”””()] . (303)

i=1 t=1 i=1 t=1
Here, we assume the empirical covariance matrix is invertible. It is not hard to see that the
error of (3.0.3) is given by:
-1

SO N o [T (A& 0] [0
(A-AB-B)=> > w? [u@)] 3 Lg] [ ] . (3.0.4)
t t

i=1 t=1 i=1 t=1
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We consider the following question: how do we bound the error |A — A|| and ||B — B|| as
a function of N, T and various quantities relating to (A, B)? We note that this question
is non-trivial because along the i-th trajectory, the covariates {xy) } are correlated across
time (the covariates are independent across trajectories, however). Therefore, the standard
analysis of random design least-squares regression (see e.g. Hsu et al. [49]) does not apply.

Before we proceed, we discuss heuristically how we qualitatively expect the error to
depend on (A, B). The more stable A is roughly means that the process noise entering the
system dampens out quicker, whereas if A is unstable then the process noise drives the system
state away from the origin exponentially fast. While the latter behavior is undesirable for
regulation purposes, it is actually quite desirable from an estimation perspective, because it
means that the signal to noise ratio is extremely high. This heuristic reasoning suggests that
systems that are more “explosive” should yield better estimation rates than those that are
very stable. We note this qualitative behavior is at odds with estimation bounds that depend
on the mizing time of the system [61, 62, 127]. Indeed, the mixing time of a linear system
degrades as the system tends towards instability, and does not exist for unstable systems. It
is for this reason we do not utilize learning bounds based on mixing time arguments in the
sequel.

3.1 A Simple Analysis Based on Independent
Rollouts

We first consider a slight modification to the estimator (3.0.3) which yields a simple and very
general analysis that applies to any (A, B). This modification is that, we will discard all
the trajectory data except the very last state transition, exploiting the independence across
trajectories. Mathematically,

T . AT\ !
~ o~ ) N :cgf) ng)
(A, B) Zxﬂl & SSITHILEE : (3.1.1)
UT =1 (YT | |Ur
(@) (%)

This modification makes the analysis simple because now we have that (z’,uy’) is inde-
pendent across rollouts. Therefore, the existing tools we have for analyzing least-squares

apply.
Proposition 3.1.1. Define the matrices
Gr=[A""'B A"™B .. B] and Fp=[AT"" AT2 . 1I]. (3.1.2)

Assume we collect data from the linear, time-invariant system initialized at xo = 0, using
inputs uy ~ N(0,02I) fort =1,....,T. Suppose that the process noise is w; ~ N(0,021) and
that

N > 8(n+d)+ 161og(4/9) .
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Then, with probability at least 1 — 9, the least squares estimator using only the final sample
of each trajectory satisfies both the inequality

1A Al < 160, \/(n + 2d) log(36/0) (3.1.3)
" Vi (02GrGL + 02 FrE)) N ’
and the inequality
~ 1 2d)1
1B B < 6aw\/(n+ d)]\;)g(36/5) | (3.1.4)
o

Note that Proposition 3.1.1 yields an optimal dependence in terms of the number of pa-
rameters from a parameter counting perspective: (A, B) together have n(n + d) parameters
to learn and each measurement consists of n values. Moreover, this proposition further il-
lustrates that not all linear systems are equally easy to estimate. The matrices GrG1. and
FrFE} are finite time controllability Gramians for the control and noise inputs, respectively.
These are standard objects in control: each eigenvalue/vector pair of such a Gramian charac-
terizes how much input energy is required to move the system in that particular direction of
the state-space. Therefore Ayin (02G7GT. + 02 FrFf) quantifies the least controllable, and
hence most difficult to excite and estimate, mode of the system. This property is captured
nicely in our bound, which indicates that for systems for which all modes are easily excitable
(i.e., all modes of the system amplify the applied inputs and disturbances), the identification
task becomes easier.

The bounds (3.1.3) and (3.1.4) in Proposition 3.1.1 require knowledge of the true (A, B) in
order to compute. Section 2 of Dean et al. [31] describes two alternative methods that avoid
knowledge of (A, B), based on data-dependent concentration bounds and the bootstrap.

Before we present a proof of Proposition 3.1.1, we state some auxiliary results which will
aid our analysis.

Lemma 3.1.2. Fiz a § € (0,1) and N > 2log(1/0). Let f € R™, g, € R™ be independent
random vectors fi, ~ N(0,X¢) and gp ~ N(0,%,) for 1 < k < N. With probability at least
1-94,

N

> fuor

k=1

< AYSAMIS 12/ N (m + 1) log(9/9)

Proof. First, recall Bernstein’s inequality. Let Xi,..., X}, be zero-mean independent r.v.s
satisfying the Orlicz norm bound || X;||y, < K (see Section 2.7.1 of Vershynin [122] for an
overview of Orlicz spaces). Then as long as p > 2log(1/0), with probability at least 1 — 9,

iXi < K+/2nlog(1/6) .
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Next, let @) be an m X n matrix. Let uq,...,up. be a e-net for the m-dimensional ¢, ball,
and similarly let vy, ...,vn. be a € covering for the n-dimensional ¢ ball. For each |u|| =1
and ||v|| = 1, let u;, v; denote the elements in the respective nets such that ||u — ;|| < e and
|v —v;|| <e. Then,
' Qu=(u—u+u) " Qu=(u—u)"Qu+u] Qv —v; +v;)
= (u—u)"Qu+u Qv —v;) +u; Qu; .

Hence,

WTQu < 2 Q| +ulQuy <2 Q)+ max  ulQu;.

o 1<i<Me,1<j<Ne

Since u, v are arbitrary on the sphere,

1
max u; Quj .
1 — 2e 1<i<M:,1<j<N:

QI <

Now we study the problem at hand. Choose ¢ = 1/4. By a standard volume comparison
argument, we have that M. < 9™ and N, < 9", and that

N
> feor
k=1

Note that u] fr ~ N(0,u; X su;) and glv; ~ N(0,v; T¥,v;). By independence of fi and gy,
(u] fi.)(gfv;) is a zero mean sub-Exponential random Varlable and therefore || (u] fi) (g7 v;) ||,
\/_||Zf||1/2||2 HI/2 Hence, for each pair u;, v; we have with probability at least 1 — /9™,

N

< T (aT)
<2 1§i§1\r£%§j§1\]€ Z(uz fk)(gk U])

(u] i) (gRvs) < 2SI 5]1Y2 /N (m +n) log(9/5) .

Mz

k=1
Taking a union bound over all pairs in the e-net yields the claim. [

Lemma 3.1.2 shows that if X is n; x N with i.i.d. N(0, 1) entries and Y is N x ny with
i.i.d. (0, 1) entries, and X and Y are independent, then with probability at least 1 — ¢ we
have

IXY[| < 44/N(n1 + n2) log(9/5) .

Next, we state a standard non-asymptotic bound on the minimum singular value of a stan-
dard Wishart matrix (see e.g. Corollary 5.35 of Vershynin [121]).

Lemma 3.1.3. Let X € RV*" have i.i.d. N'(0,1) entries. With probability at least 1 — §,

VAuin(XTX) > VN — /n — \/21og(1/6) .

IN
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We combine the previous lemmas into a statement on the error of random design regres-
sion.

Proposition 3.1.4. Let z,...,zy € R be i.i.d. from N(0,%) with 3 invertible. Let Z7 :=
[21 ... zn]. Let W € RYN*? with each entry i.i.d. N(0,02) and independent of Z. Let
E = (Z"Z)1ZTW, and suppose that

N > 8n+ 161og(2/9) . (3.1.5)

For any fized matriz ), we have with probability at least 1 — 0,

IQE| < 16%HQE1/2‘,\/(n+p)}3g(18/5) '

Proof. First, observe that Z is equal in distribution to X2, where X € RV*" has i.i.d.
N(0,1) entries. By Lemma 3.1.3, with probability at least 1 — §/2,

VAuin(XTX) > VN — V/n — \/210g(2/6) > VN/2.

The last inequality uses (3.1.5) combined with the inequality (a + b)* < 2(a? + b?). Further-
more, by Lemma 3.1.2 and (3.1.5), with probability at least 1 — §/2,

| XTW|| < 40/ N(n + p)log(18/6) .

Let £ denote the event which is the intersection of the two previous events. By a union
bound, P(£) > 1 — 0. We continue the rest of the proof assuming the event £ holds. Since
XTX is invertible,

QE=Q(Z"2)' Z™W = Q(21/2XTX21/2)T21/2XTW — Q271/2<XTX)71XTW .

Taking operator norms on both sides,

QB < Q511X xw = e
- Amin (X TX)
Combining the inequalities above,
The result now follows. O

We now have the necessary tools in place to prove Proposition 3.1.1.
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Proof of Proposition 3.1.1. It is not hard to see that

() 2 T 2 T
lmg)] ~ N (0, [‘TUGTGT towbrkr 0 D . (3.1.6)
Up 0 O'uI

Then applying Proposition 3.1.4 with Q4 = [I O] so that Q4 F extracts only the estimate
for A, we conclude that with probability at least 1 — §/2,

1A Al < 160, \/(n + 2d) log(36/0)
o \/)\min(O-ZGTG—jr“ + Uq%]FTFjT) N ’

(3.1.7)

as long as N > 8(n + d) 4+ 161og(4/6). Now applying Proposition 3.1.4 under the same
condition on N with Qg = [0 1 }, we have with probability at least 1 — §/2,

~ 160, [(n+ 2d)log(36/9)
B - B|l < . 1.
I - Bl < 1070, [ 220 3.18)
The result follows by application of the union bound. n

3.2 Results for Stable Systems

We now present results for the estimation of (A, B) based on the estimator (3.0.3), without
having to discard all but the last state transition. In this section, for simplicity we assume
that the number of independent rollouts N = 1. It is not hard to generalize these results to
handle N > 1. The key assumption in this section will be that the matrix A is stable, i.e.
p(A) < 1.

Proposition 3.2.1. Fiz a § € (0,1) and k > 1. Define the matrices:

r, = |% oA (AR + %ﬁ >ico(AY) BBT(AM)T Ug[ ’
Lsp = Uiy,
r=" ;r T,
Then as long as T satisfies:
T/k > co(log(1/5) + (n +d) + logdet(TT,Y)) , (3.2.1)

with probability at least 1 — 9 we have:

(n +d) + log det(TT") + log(1/4)

T/\min(rsb) (322>

max{||A - A|l,||B - B} < claw\/

Here cg, c1 are universal constants.
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Proof. Fix an s > 0 and t > 1. Let F; = o(wo, ..., ws_1,Ug, ..., us). Then we have that
(xs,us) is Fs-measurable. Therefore,

Tits Ty + At_lBus
o L T
We can follow the argument of Proposition 3.1 from Simchowitz et al. [105] to conclude that

Ty

for any unit vector v, then process Z; = <v, satisfies the block martingale small ball

Ut
condition with parameters (k,T'y,,p) given by (k,I'fx/21,3/20). Next, it is simple to verify
with Markov’s inequality that:

P(SEIf) 2t <o

t=1

This means we can set I = %FT. The claim now follows applying Theorem 2.4 of Sim-
chowitz et al. [105]. O

We can simplify Proposition 3.2.1 by choosing £ = 1 and assuming that A is strictly
stable, i.e. p(A4) < 1. We fix a v € (p(A),1) and set 7 = sup{[|A*||[y* : & = 0,1,...}.
Because A is stable, we have I'; < I'yo, where I'y, is given by

r - dlyap(AT,021 +02BBT) 0
o 0 o2l -
Here, dlyap(A, M) for a stable matrix A and a symmetric matrix M is the solution P to
the discrete Lyapunov equation ATPA — P + M = 0. It is also not hard to see that

Amin(Tsp) > min{c?,02}. Using the inequality logdet(M) < nlog(||M]|) for any positive
definite M, as long as T' satisfies:

s o, 2
T > ¢ (log(1/6) +n+d+nlog T 1+U—2||B|| ,

we have that with probability at least 1 — §:

n+d+nlog( <1+

. 2) ) + log(1/0)
max{|[A - A|l, |B - BIl} < aio, .

o2

w? ’M

Tmm{a

(3.2.3)

We note that we present the bound (3.2.3) because it is simple to interpret— sharper
bounds are in general possible by exploiting the degree of freedom in choosing k, at the
expense of a less interpretable result.

We now compare (3.2.3) to the bounds (3.1.3) and (3.1.4) from Proposition 3.1.1. First,

both bounds are of the form O (1/ "+d) where the (’)( ) hides specific constants depending on
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A. However, the analysis of Proposition 3.1.1 is able to separately treat || A—A|| and || B— B||
instead of Proposition 3.2.1, which combines the two. This gives (3.1.3) a dependence on
the properties of A that is closer to what we expect intuitively compared to (3.2.3). It is an
open question of how to decouple the estimation of A and B using the proof technique of
Simchowitz et al. [105].
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Chapter 4

Basic Robustness and Perturbation
Results

In this chapter we cover basic robustness results which will play a fundamental part of the
analysis to follow. We first start with a basic definition.

Definition 1. Let L be a square matriz. Let 7 > 1 and p € (0,1). We say that L is (1, p)
stable if

ILF| < 7p%, k=0,1,2,....

While stability of a matrix is an asymptotic notion, Definition 1 quantifies the degree of
stability by characterizing the transient response of the powers of a matrix by the parameter
7. It is closely related to the notion of strong stability from Cohen et al. [29, 30].

The first question we will study is a fundamental one. Suppose that A is a (7, p) stable
matrix, and we perturb A by A. Can we find a 7, p such that A + A is (7, p) stable? We
note that the question of whether A + A is stable is answered precisely by the structured
singular value (SSV) [89]. Here, we will present an answer to our quantitative version of
stability that is merely sufficient (as opposed to the exact characterization of SSV).

Proposition 4.0.1. Let A be a (T, p) stable matriz. Fix a v € (p,1). Suppose that A is a
perturbation that satisfies:
laj < =2

T

Then we have that (a) A+ A is a stable matriz with p(A+ A) <~ and (b) A+ A is (1,7)
stable.

Proof. We start by proving (b). Fix an integer & > 1. Consider the expansion of (A + A)*
into 2% terms. Label all these terms as T;jfort=0,...,kand j =1,.., (]:) where 7 denotes

the degree of A in the term (hence there are (]:) terms with a degree of ¢ for A). Using the



CHAPTER 4. BASIC ROBUSTNESS AND PERTURBATION RESULTS 23

fact that ||A*|| < 7p" for all k£ > 0, we can bound ||T},|| < 77 p*~*||A||". Hence by triangle
inequality:

I(A + A)¥] Zj:ZH

k
LAWY —i|| Al
(5)reest-al
=0

:TE:()ﬂAwkz

IN

= (7|l + )"
<7",
where the last inequality uses the assumption ||A|| < Z=£. This gives the claim (b).
1/k

To derive the claim (a), we use the inequality that p(A + A) < |[(A+ ARV § T1/ky
for any k£ > 1. Since this holds for any & > 1, we can take the infimum over all £ > 1 on the
RHS, which yields the desired claim. n

Next, we introduce some notation that we will use heavily in the sequel. Let L be a
stable matrix and M be a symmetric matrix. We write P = dlyap(L, M) to denote the
unique solution to the discrete Lyapunov equation, i.e.

LTPL—-P+M=0.

We now present an upper bound on the norm of the discrete Lyapunov solution that uses
the notion of (7, p) stability.

Proposition 4.0.2. Let A be a (1, p) stable matriz, and let ||-|| be either the operator or
Frobenius norm. We have that:

-
lldtyap(A, M) < 1— e A (4.0.1)
Proof. 1t is a well known fact that we can write P = >~ (A*)TM(A*). Therefore the
bound follows from triangle inequality and the (7, p) stability assumption. O]

Next, we look at the following question which arises in the context of policy iteration.
Suppose that we have two controllers K, K such that their associated value functions V, V
satisfy the inequality V' < V4. How can we deduce (7, p) stability bounds from V{ alone?

Proposition 4.0.3. Let K, Ky be two stabilizing policies for (A, B). Let V,Vy denote their
respective value functions and suppose that V =< Vy. We have that for all k > 0:

)\max (Vb)

I(A+BEY <[5

(1= Auin(Vo 15))*/2.
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Proof. This proof is inspired by the proof of Lemma 5.1 of Abbasi-Yadkori et al. [4]. Since
V' is the value function for K, we have:

V =(A+BK)'"V(A+BK)+ S+ K'RK
= (A+BK)"V(A+ BK)+S.

Conjugating both sides by V~1/2 and defining H := V¥/2(A+ BK)V /2,

I =V YA+ BK)'V(A+ BK)V Y2 4 y-12gy-1/2
— HTH + V71/2SV71/2 )

This implies that ||H||?> = [|[HTH| < ||[I — V7Y2SVY2|| = 1 — Ain(SV2V71SY2) < 1 —
Amin (SY2Vy1SY2). The last inequality holds since V' < Vp iff V=1 = V!, Now observe:

IVY2(A+ BE) VT2 = | H < 1H]F < (1= Ain(Vy ' 5))M?

Next, for M positive definite and N square, observe that:

IMNM ™| = \/Amax(MNM-2NTM)
>\ Awin (M) Aax(MNNTM)
=V Amin(M2) Anax (NTM2N)
> \/Aanin (M2 Auin (M) [ N2
_ vl
k(M)

Therefore, we have shown that:

I(A+ BE)"|| < v/&(V)(1 = Ain(Vy18))** <

Next, we look at perturbations to discrete Lyapunov equations. A similar result to the
following proposition can be found in Gahinet et al. [43].

Proposition 4.0.4. Suppose that Ay, Ay are stable matrices. Suppose furthermore that A;
is (1, p) stable for i = 1,2. Let Q1,Q2 be PSD matrices. Put P; = dlyap(A;, Q;). We have
that:

P — P2||<

||Q1 Q2| + 5z 1AL = Ao|[ (| A + | A=) [ Q2]l -

(1—p?)?
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Proof. Let the linear operators Fy, Fy be such that P; = F, *(Q;), i.e. F;(X) =X — AT X A,.
Then:
Pi— Py = F Q1) = Fy (@)
= Fi 1 (Q1— Q2) + F_I(Q2) FyH(Q2)
Q1= Q)+ (I = Fy1)(Q2)
Hence | P — Po|| < ||Fy M 1Q1 — Q2| + || Fy ' — F5 H|||Q2||. Now for any M satisfying ||M|| < 1

o0

Z )M A

k=

7_2

F! .

Next, we have that:

1P = Byt = 1 F (R = RO | < (IS IR — Pl < 7|1y — Falf -

(1—p?)?
Now for any M satisfying || M| < 1,
|FL(M) = Fp(M)|| = [|A; M Az — AT M A,||
= [[(Az — A1) "M Ay + ATM (A, — A))|
< [[Ar = A2[|([[ A4l + [[Az]]) -

The claim now follows. [

We now turn to the following question. Suppose that K is a controller that stabilizes
(A, B), but is not necessarily optimal for the LQR problem with parameters (A, B, S, R).
On the other hand, suppose that K is the unique optimal LQR controller. The following
lemma shows how to relate the cost sub-optimality gap J(K) — J, to the error |K — K| .

Lemma 4.0.5 (Lemma 12, Fazel et al. [41]). Let K stabilize (A, B) and let K denote the
optimal LQR controller for (A, B,S,R). Let ¥(K) = dlyap((A + BK)T, W) denote the
stationary covariance matriz of (A, B) in feedback with K, and let V = dare(A, B, S, R). We
have that:

J(K) = J, = tr(S(K)(K — K)(R+ B"B)(K — K)) . (4.0.2)

Proof. We give a slightly more direct proof than Fazel et al. [41]. Let V(K) = dlyap(L(K), S+
KTRK) and let $(K) = dlyap(L(K)T, W) with L(K) = A+ BK. We abbreviate V = V(K)
and V = V(K) and similarly with X, 3 and L, L. Let A = K — K. We have that:
J(K) = J, = tr(WV) — tr(WV)
= tr(S(S + KTRK)) — tr((S — LESLT)V)

5
=tr(S(S+KTRK +L'VL - V)).
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Now we expand out:
S+ KTRE+L'VL -V
=S+ATRA+A"RK + KTRA + K'RK
+L"VL+L'VBA+A"B'"WVL+A"B'"VBA -V
=(S+K'RK+L'"VL-V)+ATRK + K'RA + L"VBA

+ATB'VL+AT(R+ B"VB)A
=A"(RK+B"VL)+(K'R+L'VB)A+ AT(R+ B"VB)A
=A"(R+B'VB)A.
The last equality holds because RK+B'V L = (R+BTVB)K+BTV A = 0 by the optimality
of K. The claim now follows. ]

We conclude this section with a simple perturbation result for the minimizers of strongly
convex functions.

Proposition 4.0.6. Let fi, fo be two p-strongly conver twice differentiable functions. Let
11 = argmin, fi(z) and vz = argmin, f>(z). Suppose ||V fi(z2)|| < e. Then |lo1 — 2o < 5.

Proof. Taylor expanding V f;, we have:
Vfi(ze) = V(1) + V2 fi(@) (22 — 1) = V2 i(@) (2 — 11) -
for & = txy + (1 — t)zy with some t € [0, 1]. Therefore:
pllar = 2| < V(@) (@2 — )| = [V ilz)| < €.
[

Proposition 4.0.6 gives us a way to bound the difference between the resulting greedily
induced controllers of two different Q)-functions for LQR.

Proposition 4.0.7. Let M > pul and N = pl be a positive definite matrices partitioned as

M = MlTl Ms and similarly for N. Let T(M) = —My,'M],. We have that:
My, My

< AHTW)DIM - N
- 7
Proof. Fix a unit norm x. Define f(u) = (1/2)2" Mz + (1/2)u” Moyu+ 2" Mipu and g(u) =
(1/2)z" Nyyx + (1/2)u’ Nogu + 27 Nygu. Let u, = T(N)z. We have that
Vf(ue) = Vf(ue) = Vg(uy) = (Maz — Nag)ux + (Miz — N12)T$ .

Hence, [|Vf(u.)|| < [[Miz — Nuof| + [[Maz — Nof[[u[|. We can bound [Ju.|[ = [[T(N)z]| <
|T(N)||. The claim now follows using Proposition 4.0.6. O

[T(M) = T(N)|
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Chapter 5
Model-based Methods for LQR

In this chapter, we present results on the performance bounds for model-based methods on
LQR. The results in this chapter are based on Mania et al. [75] and Dean et al. [31]. We first
present results for certainty equivalent control (also referred to nominal control), followed
by results for a new synthesis method based on robust control.

We recall the basic problem setting. We assume (A, B) is a stabilizable system, and S, R
are positive definite matrices. Our goal is to solve for an optimal controller for the infinite
horizon LQR problem (1.1.2). We assume we are given estimates A B that satisfy the
bounds ||121\— Al < ey4 and ||§ B|| < ep. These bounds can, for instance, be probabilistic
in nature, coming from the concentration inequalities of Chapter 3. As a reminder, we are
interested in designing algorithms which take in as input (A, B,e4,ep, 5, R) and output a
controller K such that J(K) — J, is well controlled.

5.1 Certainty Equivalence Control

Recall that the certainty equivalence controller discards the error bounds € 4, £g and outputs:

K=—(B"WB+R)'BVA, (5.1.1)
V =dare(A, B, S, R) . (5.1.2)

Here, V is the unique positive definite solution to the discrete algebraic Riccati equation:
V- ATVA- ATVB@BTVB+ R)TTBALS.

While this control scheme is simple and intuitive, it raises many questions. The first is, how
do we ensure that the solution to (5.1.2) exists? We know that dare(A, B, S, R) must exist
by the stabilizable assumption of (A, B), but how small do the errors 4,5 need to be so
that this transfers over to dare(g, B , S, R)? The second question is, once we ensure that v
and K are well-defined, how do we quantify the sub-optimality incurred with .J (IA( ) — 7
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5.1.1 A Meta Theorem

We first focus on the question of quantifying the sub-optimality incurred in terms of the
distance of V' = dare(A, B,S,R) to V = dare(A4, B,S,R). We define the constant I' :=
1+ max{|[A[l, | B[l [VI[, [ K]}

Theorem 5.1.1. Suppose that d < n. Let L := A+ BK be the optimal closed loop matriz,
and suppose that L is (1, p) stable. Also, let & > 0 such that ||A— A|| <& and |B— B|| < ¢
and assume ||V = V|| < f(e) for some function f such that f(c) > e. Then, if (S, R) are
both positive definite with Apmin(R) > 1, the certainty equivalent controller u, = K xy satisfies
the sub-optimality gap

- 2
J(K) = J, < 20007, dT° 5 - p2f(5)2, (5.1.3)

as long as f(g) is small enough so that the right hand side is smaller than o2,.

The proof of Theorem 5.1.1 builds on tools from Chapter 4. We first relate the difference
of ||K — K|| to the difference of ||V — V||.

Proposition 5.1.2. Define f;(u;z) = %uTRu + %(Al:c + Biu)"V;(Asx + Byu) fori = 1,2,
with R, Vi, and Vs positive definite matrices. Let K; be the unique matriz such that u; :=
argmin, f;(u; x) = Kz for any vector x. Also, denote T'y := 14+max{||A1]|, [| B, |[Vall, || K1l }-
Suppose there exists € such that 0 < ¢ < 1 and |[|[A; — As]| < ¢, ||B1 — Ba|| < ¢, and
Vi = Va|| <e. Then, we have

7els

K, — K| < :
50— Kol <

Proof. We first compute the gradient V f;(u; x) with respect to u:
Vfi(u;z) = (B ViB; + R)u + B V;Ax .
Now, we observe that:
|B{ViB) — By VoBs|| < Tl'fe and [|B{ViA; — By VaAs|| = Tl'te.
Hence, for any vector z with ||z| < 1, we have
IV fi(us 2) = V faus )| < T0e((lul] + 1).
We can bound ||u|| < || Ki|||z|| < [[K1]|. Then, from Proposition 4.0.6 we obtain

Omin(R) || (K1 — K2)z|| = Omin(R)|Juy — us|| < T3,
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The previous proposition allows us to upper bound ||[A( — K|

Proposition 5.1.3. Let ¢ > 0 such that ||A — Al < ¢ and ||J§ — B|| < e. Also, let
|V = V| < f(e) for some function f such that f(e) > e. Then, if Amin(R) > 1,

IK — K|| < 70 f(e). (5.1.4)

Now suppose that L = A+ BK s (1,p) stable. Then, if f(e) is small enough so that the
right hand side of (5.1.4) is smaller than 52, we have A+ BK is (7, (1 +7)/2) stable.

Proof. By our assumptions ||A — A||, |B — B||, and ||V — V|| are smaller than f(c), and
Omin(R) > 1. Then, Proposition 5.1.2 ensures that

1K — K| < 7T f(e).

Finally, when ¢ is small enough so that the right hand side of (5.1.4) is smaller or
equal than —£ 17 , We can apply the perturbation result of Proposition 4.0.1 to guarantee that

|(A+ BK)F |y<T( ) for all k > 0. O
Now, we have the necessary ingredients to complete the proof of Theorem 5.1.1.

Proof of Theorem 5.1.1. The second order perturbation result of Lemma 4.0.5 implies:
J(K) = J. < ISR+ BVB||K - K% .

Proposition 5.1.3 states that K stabilizes the system (A, B) when the estimation error is small
enough. More precisely, under the assumptions of Theorem 5.1.1, we have Lis (1,(14p)/2)
stable with L = A + BK. Therefore by Proposition 4.0.2,

~ o?r? 402 72
Y(K)| < b Y.
=R < e < T

Recalling that T' = 1 + max{|| A, || B||, |V, || K ||}, we have ||R + BTV B|| < T'3. Then,

2
2IIK—KII%

2

J(E) = J. <4030 T

< 402 min{n, d}F3

2
< 2000§dr91i—p2 f(z.:)2 .

HK K|
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5.1.2 Riccati Perturbation

Theorem 5.1.1 reduces the problem of bounding J (IA( ) — Ji to the problem of bounding the
error ||V — V|| of the solutions to the Riccati equation. In particular, if we can show that
|V —V|| < Leife < b, for some b and L, then Theorem 5.1.1 implies that J(K)—.J, = O(e2).
In other words, it suffices to show that the solutions to the discrete Riccati equation are
locally Lipschitz with respect to the problem parameters.

However, we note that one cannot hope to find universal values b and L such that for
any 0 < € < b one has ||V — V|| < Le for arbitrary (A, B) and (A, B) with ||[A — Al <«
and || B — B|| < e. To sec this, consider the one dimensional linear system (n = 1) given by
A =1and B = ¢ and consider the estimated system A=land B=0.T hen, the estimated
system is € close to the optimal system, but the estimated system is not stabilizable and
hence V' is not finite. Even when B = £/2, there is no universal L such that the desired
inequality holds for all positive . Therefore, b and L must depend on the system parameters
(A, B).

While there is a long line of work analyzing perturbations of Riccati equations, we are
not aware of any result that offers explicit and easily interpretable b and L for a fixed system
(A, B). See the book by Konstantinov et al. [58] for an overview of this literature. We
present two new results for Riccati perturbation which offer interpretable bounds. The first
one expands upon the operator-theoretic proof of Konstantinov et al. [57], and the second
one is based on a new elementary approach. The proofs for these results are omitted here,
and can be found in Mania et al. [75].

Proposition 5.1.4. Let L := A+ BK be the oplimal closed-loop matriz and suppose that
L is (1,p) stable. Let ¢ be such that ||[A— A|| < e and |B — B|| <e. Put ||+ =]+ 1.
Suppose that Apin(S) > 1, Anin(R) > 1 and the system (A, B) is stabilizable. We have

2

~ T _
IV -V[<0O@)e _p2||A||2+||VH2+HBII+|IR s

as long as
<Ol<1_P2)2A—2V—2B—3R—1—2 . L2 vt
e < O ——lAIZIVIIBIE IR 5 min (LI [VIES -

Before we present a new direct bound, we need a new definition. Recall that a linear
system (A, B) is called controllable when the controllability matriz

[B AB A’B ... A"'B]

has full row rank. Controllability is a fundamental concept in control theory; it states that
there exists a sequence of inputs to the system (A, B) that moves it from any starting
state to any final state in at most n steps. We now introduce a definition that quantifies
how controllable a linear system is. We denote, for any integer ¢ > 1, the matrix C, :=
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[B AB ... AK_IB} and call the system (¢, v)-controllable if the n-th singular value of

C, is greater or equal than v, i.e. ouin(Cr) = v/ Amin (CKCZT) > v. Intuitively, the larger v is,
the less control effort is needed to move the system between two different states.

We now present a new direct approach, which uses (¢, v)-controllability to give a bound
which is sharper for some systems (A, B) then the one provided by Proposition 5.1.4. Recall
that any controllable system is always (¢, v)-controllable for some ¢ and v. For any square
matrix M, we define

(M, p) == sup {||M*|p~*: k >0} . (5.1.5)

Note that if p > p(M), then 7(M, p) is guaranteed to be finite (this is a consequence of
Gelfand’s formula). This holds even if p(M) > 1.

Proposition 5.1.5. Suppose that (A, B) is ({,v)-controllable. Let p > p(A) and also let
e > 0 such that ||A — A|| < e and ||B — B|| < . Let 8 := max{l,e7(A,p) + p}. Suppose
that Apin(S) > 1 and Apin(R) > 1. We have that:

max{|| S|, [ &]|}
min{/\min(S), /\min(R)}’

as long as € is small enough so that the right hand side is smaller or equal than one.

~ 1
IV = VI < 32 e, % (14 1) (L4 1BV

Proposition 5.1.5 requires an (¢, v)-controllable system (A, B), whereas Proposition 5.1.4
only requires a stabilizable system, which is a milder assumption. However, Proposition 5.1.5
can offer a sharper guarantee. For example, consider the linear system with two dimensional
states (n = 2) given by A =1.01-1; and B = [(1) g
to be the identity matrix I,. This system (A, B) is readily checked to be (1, 3)-controllable.
It is also straightforward to verify that as 5 tends to zero, Proposition 5.1.4 gives a bound of
|V —=V| = O(g/B*), whereas Proposition 5.1.5 gives a sharper bound of ||V =V = O(¢/3?).

} . The cost functions S and R are chosen

5.1.3 Putting it Together

We now combine the meta theorem Theorem 5.1.1 with the Riccati perturbation result
Proposition 5.1.5 and obtain the main sub-optimality bound for certainty equivalence control.

Theorem 5.1.6. Suppose that d < n. Let p and 7 be two real values such that p(A) < p
and p(L) <~ < 1, where L := A+ BK s the optimal closed-loop matrix. Also, let € > 0
such that |A — A|| < e and |B — B|| < ¢ and define 8 := max{1,e7(A, p) + p}. Suppose
that Amin(S) > 1 and Apin(R) > 1. Suppose also that (A, B) is (¢,v)-controllable. Then, the
certainty equivalent controller u; = K xy satisfies the sub-optimality gap

_ Ly (L max{]lSI2 I RIPY 1y’
K)—J <0O1)e2dPTY (A 6 gace—1) T(L, Y : L+ &
JE) == OW) o, dC T (A, o) o (S 2 e (8T L0 ) €
(5.1.6)
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as long as € is small enough so that the right hand side is smaller than o?. Here, O(1)
denotes a universal constant.

The exact form of Equation 5.1.6, such as the polynomial dependence on ¢, I'; etc, can
be improved at the expense of conciseness of the expression. In our proof we optimized for
the latter. The factor max{||S||?, || R||*}/ min {A\nin(5)?, Amin(R)?} is the squared condition
number of the cost function, a natural quantity in the context of the optimization prob-
lem (1.1.2), which can be seen as an infinite dimensional quadratic program with a linear
constraint. The term % quantifies the rate at which the optimal controller drives the
state towards zero. Generally speaking, the less stable the optimal closed loop system is, the
larger this term becomes.

An interesting trade-off arises between the factor ¢°4*“~Y (which arises from upper
bounding perturbations of powers of A on a time interval of length ¢) and the factor v
(the lower bound on op,i,(Cr)), which is increasing in ¢. Hence, the parameter ¢ should be
seen as a free-parameter that can be tuned to minimize the right hand side of (5.1.6). Now,
we specialize Theorem 5.1.6 to a few cases.

Case: A is contractive, i.e. |A|| < 1. In this case, we can choose p = ||A]| and € small
enough so that ¢ <1 — [|A|. Then, (5.1.6) simplifies to:

A Ly max{|S|2, | B2} L'
K)—-J. <01 2 45 F15T< Y ’ 1+ - :.
J( ) J — O( ) dO’w t 1-— 72 min {)‘min(5>27 )‘min<R>2} i v )

Case: B has rank n. In this case, we can choose ¢ = 1. Then, (5.1.6) simplifies to:

R L,v)*  max{]|S|? | R|I*} Y
—J < 2 115 6T(Ly ’ ~) .
JE) = e < O dow T (A ) e T S (B LT 7))

5.2 Robust Control

In this section we discuss our approach based on System Level Synthesis (SLS), a recently
developed approach to control design that relies on a particular parameterization of signals
in a control system [78, 124]. We review the main SLS framework, highlighting the key
constructions that we will use to solve the robust LQR problem. As we show in this and
the following section, using the SLS framework, as opposed to traditional techniques from
robust control, allows us to (a) compute robust controllers using semidefinite programming,
and (b) provide sub-optimality guarantees in terms of the size of the uncertainties on our
system estimates.

5.2.1 Useful Results from System Level Synthesis

The SLS framework focuses on the system responses of a closed-loop system. As a motivating
example, consider linear dynamics under a fixed a static state-feedback control policy K,



CHAPTER 5. MODEL-BASED METHODS FOR LQR 33

i.e., let up = Kx. Then, the closed loop map from the disturbance process {wg, wy, ...} to
the state z; and control input u; at time k is given by

= T+ BE) e, (5:2.1)
wp = S K(A+ BEtw,, |

Letting @, (k) := (A + BK)*! and ®,(k) := K(A+ BK)*™! we can rewrite (5.2.1) as

R o

where {®,(k), ®,(k)} are called the closed-loop system response elements induced by the
static controller K.

Note that even when the control is a linear function of the state and its past history (i.e. a
linear dynamic controller), the expression (5.2.2) is valid. Though we conventionally think of
the control policy as a function mapping states to input, whenever such a mapping is linear,
both the control input and the state can be written as linear functions of the disturbance
signal w;. With such an identification, the dynamics require that the {®,(k), ®,(k)} must
obey the constraints

O, (k+1) = AD, (k) + B, (k), ®,(1)=1, Vk>1, (5.2.3)

As we describe in more detail below in Theorem 5.2.1, these constraints are in fact both
necessary and sufficient. Working with closed-loop system responses allows us to cast optimal
control problems as optimization problems over elements {®,(k), ®,(k)}, constrained to
satisfy the affine equations (5.2.3). Comparing equations (5.2.1) and (5.2.2), we see that
the former is non-convex in the controller K, whereas the latter is affine in the elements
{0 (k), @u(k)}

As we work with infinite horizon problems, it is notationally more convenient to work
with transfer function representations of the above objects, which can be obtained by taking
a z-transform of their time-domain representations. The frequency domain variable z can
be informally thought of as the time-shift operator, i.e., z{xk, Tx11, ...} = {Trs1, Tra2, ...},
allowing for a compact representation of LTI dynamics. We use boldface letters to denote
such transfer functions signals in the frequency domain, e.g., ®,(z) = > -, P, (k)z". Then,
the constraints (5.2.3) can be rewritten as

- A —B] {iﬂ _1,

and the corresponding (not necessarily static) control law u = Kx is given by K = ®,®,!.
The relevant frequency domain connections for LQR are illustrated in Section 5.2.6.

We formalize our discussion by introducing notation that is common in the controls
literature. For a thorough introduction to the functional analysis commonly used in control
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theory, see Chapters 2 and 3 of Zhou et al. [129]. Let T (resp. D) denote the unit circle
(resp. open unit disk) in the complex plane. The restriction of the Hardy spaces Ho(T)
and Hy(T) to matrix-valued real-rational functions that are analytic on the complement of
D will be referred to as RHo and RHs, respectively. In controls parlance, this corresponds
to (discrete-time) stable matrix-valued transfer functions. For these two function spaces, the
H~ and Hs norms simplify to

1
HGMm=mﬂﬂdhdmhf=-jﬂW@%dv (5.2.4)
zeT 27T T

Finally, the notation %RHOO refers to the set of transfer functions G such that z:G € RH .
Equivalently, G € %RHOO if G € RH, and G is strictly proper.

The most important transfer function for the LQR problem is the map from the state
sequence to the control actions: the control policy. Consider an arbitrary transfer function
K denoting the map from state to control action, u = Kx. Then the closed-loop transfer
matrices from the process noise w to the state x and control action u satisfy

x| [ (zI—A-BK)™!

u| ~ |K(zI - A— BK)!| "
We then have the following theorem parameterizing the set of stable closed-loop transfer
matrices, as described in (5.2.5), that are achievable by a given stabilizing controller K.

(5.2.5)

Theorem 5.2.1 (State-Feedback Parameterization [124]). The following are true:

e The affine subspace defined by

u z

parameterizes all system responses (5.2.5) from w to (x,u), achievable by an internally
stabilizing state-feedback controller K.

e For any transfer matrices {®,, ®,} satisfying (5.2.6), the controller K = ®,®_! is
internally stabilizing and achieves the desired system response (5.2.5).

Note that in particular, {®,, ®,} = {(:]—A—BK) ', K(2I-A—BK) !} asin (5.2.5) are
elements of the affine space defined by (5.2.6) whenever K is a causal stabilizing controller.
We will also make extensive use of a robust variant of Theorem 5.2.1.

Theorem 5.2.2 (Robust Stability [78]). Suppose that the transfer matrices {®,, ®,} €
%”RHOO satisfy
®,

21— A —B] {q)u

}:[+A. (5.2.7)
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Then the controller K = ®,®_! stabilizes the system described by (A, B) if and only if
(I +A)™' € RHo. Furthermore, the resulting system response is given by

m _ Ej (I+A) 'w. (5.2.8)

Corollary 5.2.3. Under the assumptions of Theorem 5.2.2, if ||A|| < 1 for any induced
norm || - ||, then the controller K = ®,®_ ' stabilizes the system described by (A, B).

Proof. Follows immediately from the small gain theorem, see for example Section 9.2 in Zhou
et al. [129]. 0

5.2.2 Robust LQR Synthesis
We return to the problem setting where estimates (ﬁ, B\) of a true system (A, B) satisfy

A4l <ea, ||AB|l <ep

where Ay = A— Aand Ap := B — B and where we wish to minimize the LQR cost for the
worst instantiation of the parametric uncertainty.

Before proceeding, we must formulate the LQR problem in terms of the system responses
{®,(k), ®,(k)}. It follows from Theorem 5.2.1 and the standard equivalence between infinite
horizon LQR and H, optimal control that, for a disturbance process distributed as w; ~
N(0,021), the standard LQR problem (1.1.2) can be equivalently written as

Sz 0] [®,
0 Rz |®.
We provide a full derivation of this equivalence in Section 5.2.6. Going forward, we drop the

o2 multiplier in the objective function as it affects neither the optimal controller nor the

w
sub-optimality guarantees that we compute in Section 5.2.3.

__ We begin with a simple sufficient condition under which any controller K that stabilizes
(A, B) also stabilizes the true system (A, B). To state the lemma, we introduce one additional

piece of notation. For a matrix M, we let $R); denote the resolvent

2

min o2 s.t. equation (5.2.6). (5.2.9)

P:, Py

Ha

Ry o= (21 — M)~ L. (5.2.10)
We now can state our robustness lemma.

Lemma 5.2.4. Let the controller K stabilize (A, B) and (®,, ®,,) be its corresponding system
response (5.2.5) on system (A, B). Then if K stabilizes (A, B), it achieves the following LQR

cost
{So% Jgé] gu] <I+ [Aa Ag] gﬂ)_l (5.2.11)

VJ(A BK) = ‘
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Furthermore, letting

P,

A=Ay Ag] [<I>u

} = (As+ ABK)mﬁ-f-EK . (5.2.12)

a sufficient condition for K to stabilize (A, B) is that || Al < 1.

Proof. Follows immediately from Theorems 5.2.1, 5.2.2 and Corollary 5.2.3 by noting that
for system responses (®,, ®,) satisfying

[zl iy —é] {%1 s

it holds that

(2] — A —B}l } =I+A

®
P,
for A as defined in equation (5.2.12). O
We can therefore recast the robust LQR problem (1.2.7) in the following equivalent form
min sup J(A4, B,K)
Por®u A, <e
[ABl<en (5.2.13)

st.|1-4 B {‘I’m] 1, @, P, € TRH..

P, z

The resulting robust control problem is one subject to real-parametric uncertainty, a class

of problems known to be computationally intractable [23]. Although effective computational

heuristics (e.g., DK iteration [129]) exist, the performance of the resulting controller on the

true system is difficult to characterize analytically in terms of the size of the perturbations.
To circumvent this issue, we take a slightly conservative approach and find an upper-

bound to the cost J(A, B, K) that is independent of the uncertainties A4 and Ag. First,

note that if | Al < 1, we can write

~ ~ A~ 1 ~ ~
VJ(A, B, K) < [[(I+A) | u\/J(A B K) < W\U(A,B,K) . (5.2.14)
- Hoo

Because J (E, B , K) captures the performance of the controller K on the nominal system
(A, B), it is not subject to any uncertainty. It therefore remains to compute a tractable
bound for ||Al|y.,, which we do using the following fact.

Proposition 5.2.5. For any a € (0,1) and A as defined in (5.2.12)

€A
A3, < \s/g (;
Vo Pu

—: H.(D,,®,). (5.2.15)
Hoo
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Proof. Note that for any block matrix of the form [Ml Mg}, we have

[ D], < (I3 + 1M3) (5.2.16)
To verify this assertion, note that
1My Mo]||* = N MM+ MaM5) < A (MM) + A (Mo M5) = || M) + [ M

With (5.2.16) in hand, we have

®, Jan s /o ®a
[AA AB} ‘I)u . = [JAA ?AB} 613 (I)u
< e Heo
AP, AP,
S || N [ <||iie !
2N LVi=a =] |l T—a = % ||g
completing the proof. O

The following corollary is then immediate.

Corollary 5.2.6. Let the controller K and resulting system response (®,, ®,) be as defined
in Lemma 5.2.4. Then if Hy(®,, ®,) < 1, the controller K = ®,®_! stabilizes the true
system (A, B).

Applying Proposition 5.2.5 in conjunction with the bound (5.2.14), we arrive at the
following upper bound to the cost function of the robust LQR problem (1.2.7), which is
independent of the perturbations (A4, Ag):

st o0l [® 1 J(A, B,K)
J(A. B.K) < . @ — .
\\Aiﬁzm ( T ) - H { 0 RJ LI,J o 1- Ha(q)za (I)u) 11— Ha(q)xa ‘I)u)
|Agll<es 2

(5.2.17)

The upper bound is only valid when H,(®,, ®,) < 1, which guarantees the stability of the
closed-loop system as in Corollary 5.2.6. We remark that Corollary 5.2.6 and the bound in
(5.2.17) are of interest independent of the synthesis procedure for K. In particular, they can
be applied to the optimal LQR controller K computed using the nominal system (g, B ).
As the next lemma shows, the right hand side of Equation 5.2.17 can be efficiently
optimized by an appropriate decomposition. The proof of the lemma is immediate.

Lemma 5.2.7. For functions f : X — R and g : X — R and constraint set C C X, consider

min —f(x)
zeC 1 —g(x)
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Assuming that f(x) > 0 and 0 < g(z) < 1 for all x € C, this optimization problem can
be reformulated as an outer single-variable problem and an inner constrained optimization
problem (the objective value of an optimization over the emptyset is defined to be infinity):

min 15— win owmind () | g(0) <)

Then combining Lemma 5.2.7 with the upper bound in (5.2.17) results in the following

optimization problem:
S 0] [®,
0 Rz] (P

st.[1-7 B m -1, H[ Q_?gu

1 .
min
1—ve,9.

minimize,eo,1)

1
P, P, € —"RHw.
z

We note that this optimization objective is jointly quasi-convex in (v, ®,, ®,). Hence, as a
function of « alone the objective is quasi-convex, and furthermore is smooth in the feasible
domain. Therefore, the outer optimization with respect to v can effectively be solved with
methods like golden section search. We remark that the inner optimization is a convex
problem, though an infinite dimensional one. We show in Section 5.2.4 that a simple finite
impulse response truncation yields a finite dimensional problem with similar guarantees of
robustness and performance.

We further remark that because v € [0, 1), any feasible solution (®,, ®,) to optimization
problem (5.2.18) generates a controller K = ®,®_ ! satisfying the conditions of Corollary
5.2.6, and hence stabilizes the true system (A, B). Therefore, even if the solution is ap-
proximated, as long as it is feasible, it will be stabilizing. As we show in the next section,
for sufficiently small estimation error bounds €4 and g, we can further bound the sub-
optimality of the performance achieved by our robustly stabilizing controller relative to that
achieved by the optimal LQR controller K.

5.2.3 Sub-optimality Guarantees

We now return to analyzing the Coarse-ID control problem. We upper bound the perfor-
mance of the controller synthesized using the optimization (5.2.18) in terms of the size of
the perturbations (A4, Ag) and a measure of complexity of the LQR problem defined by A,
B, S, and R. The following result is one of our main contributions.

Theorem 5.2.8. Let J, denote the minimal LQR cost achievable by any controller for the
dynamical system with transition matrices (A, B), and let K denote the optimal controller.
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Let (A, B) be estimates of the transition matrices such that |A4|| < ea, || Ap| < ep. Then,
if K is synthesized via (5.2.18) with o = 1/2, the relative error in the LQR cost is

V(A B, K) — /7,
VI,

as long as (ea + ep|[K|)[Rasnx . < 1/5.

< 5(ea+ el KNI Rarsx e (5.2.19)

This result offers a guarantee on the performance of the SLS synthesized controller re-
gardless of the estimation procedure used to estimate the transition matrices. Together with
the estimation results in Chapter 3, Theorem 5.2.8 yields a sample complexity upper bound
on the performance of the robust SLS controller K when (A, B) are not known. We make
this guarantee precise in Corollary 5.2.10 below.

We now compare the guarantee offered by Theorem 5.2.8 to the certainty equivalence
controller guarantee from Theorem 5.1.6. Theorem 5.2.8 states that as long as

1
9 S )
51+ [[KD[RatBr 17

then the resulting controller satisfies:

VI =/ < 50+ | KDIRar sl v T e (5.2.20)

Equation 5.2.20 implies that:
J(K) — J, <1001 + | K| IR asBx 1. e + O(€7) . (5.2.21)

In order to compare Equation 5.2.21 to Equation 5.1.6, we upper bound the quantity ¥, in
terms of 7(L,~) and ~y. In particular, by a infinite series expansion of the inverse:

Z Lsz(k+1)
k=0

We can also upper bound J, = o2 tr(V) < o2nl. Therefore, Equation 5.2.21 gives us that:

< ZHLkH < T<L77) )

1R a4Bx |4 = supl|(z] — L)~ = sup .
zeT zeT k=0 -7

J(K)—J, < O(l)naiﬁ@s + O(£?).

We see that the dependence on the parameters I and 7(L, 7y) is significantly milder compared
to Equation 5.1.6. Furthermore, this upper bound is valid for larger € than the upper bound
given in Theorem 5.1.6. Comparing these upper bound suggests that there is a price to pay
for obtaining a fast rate, and that in regimes of moderate uncertainty (moderate size of ¢),
being robust to model uncertainty is important.

A similar trade-off between slow and fast rates arises in the setting of first-order convex
stochastic optimization. The convergence rate O(1/v/T) of the stochastic gradient descent
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method can be improved to O(1/T) under a strong convexity assumption. However, the
performance of stochastic gradient descent, which can achieve a O(1/T) rate, is sensitive
to poorly estimated problem parameters [84]. Similarly, in the case of LQR, the nominal
controller achieves a fast rate, but it is much more sensitive to estimation error than the
robust controller based on SLS.

The rest of the section is dedicated to proving Theorem 5.2.8. Recall that K is the
optimal LQR static state feedback matrix for the true dynamics (A, B), and let A =
—[Aa+ ApK]Ra:pr. We begin with a technical result.

Lemma 5.2.9. Define ¢ := (e4 + ep||K||)|Rasnk 2., and suppose that ¢ < (1 +v/2)7".
Then (o, ®., ®,,) is a feasible solution of (5.2.18) with o = 1/2, where

_ VA
-

Proof. By construction <i>$, <i>u € %RHOO. Therefore, we are left to check three conditions:

Y @, = Rasp(l+ A, &, = KRapr(l+A)L (5.2.22)

cA &

~ (& AP, 2
o <1, [zJ—A —B} S I Vo < VX (5.2.23)
&, e d, 1—¢
o Hoo

The first two conditions follow by simple algebraic computations. Before we check the last
condition, note that ||A|lz.. < (€4 + || K||)||Rarpr]lln., = ¢ < 1. Now observe that,

EA &
Ja Pz €aARALBK 1
o™ = /2 I+ A
|| =5, V2| [ e )
(e} Hoo oo
— mA BK
< V2|1 +A)™? EAA+
< VI +8) e | | ieme ]
\/§ €A[
L S R
= 1— || Al LBK} L
V2(ea + el KIDIIRasBr e < V2(¢
B 1 —[[All., ~1-¢

]

Proof of Theorem 5.2.8. Let (7, ®%, @) be an optimal solution to problem (5.2.18) and let
K = & (®%)~!. We can then write

= 1 =
J(A,B,K) < J(A,B,K),

1
A, B,K) <
J(7 3 ) —1_,‘)/*

= A

where the first inequality follows from the bound (5.2.14), and the second follows from
the fact that ||Allx., < 7% due to Proposition 5.2.5 and the constraint in optimization
problem (5.2.18).
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®,, ®,) defined in equation (5.2.22) is also a feasible
! we have by optimality,

From Lemma 5.2.9 we know that (

v\
solution. Therefore, because K = ®&,P

Y
T

1 — 1 — VIABK) NaA
VI BK) < 7V A B K) < e S AT T T (= AT

1_7* 1_'70>

where the second inequality follows by the argument used to derive (5.2.14) with the true and
estimated transition matrices switched. Recall that ||A[l#. < ¢ and that vo = v/2¢/(1+ ).
Therefore

VI(A BK) -V, _ 1 I CEE)S ¢
v T 1 (14 V2) - (v

where the last inequality follows because ¢ < 1/5 < 1/(242+v/2). The conclusion follows. [

With this sub-optimality result in hand, we are now ready to give an end-to-end perfor-
mance guarantee for our procedure when the independent data estimation scheme is used.

Corollary 5.2.10. Let \g = Ain(02GrGr+ 02 FrE), where Fp, Gr are defined in (3.1.2).
Suppose the independent data estimation procedure described in (3.1.1) is used to produce
estimates (A, B) and K is synthesized via (5.2.18) with o = 1/2. Then there are universal
constants Cy and Cy such that the relative error in the LQR cost satisfies

\/J(Tl?/,_f)— VI, < Cooul B (\/1A_G . HZH) \/(n+d)]i;)g(1/6) (5.2.24)

with probability 1 — &, as long as N > Cy(n+ d)od | Rassx |5 (1/ ¢ + | K||? /o) log(1/9).

Proof. Recall from Proposition 3.1.1 that for the independent data estimation scheme, we
have

1 2d)1 2 1 2d)1 2
c < 60y [(n+ 2d)log(3 /5>,and < 6aw\/(n—|— d)]\;)g(S /5)7

<~ ~ ~ (5.2.25)

with probability 1 — §, as long as N > 8(n + d) + 161og(4/0).

To apply Theorem 5.2.8 we need (¢4 + ep| K|)[|Rat+x ||, < 1/5, which will hold as
long as N > O{(n+ d)o2|Rarpkll3,_(1/ ¢ + | K|?/o2)log(1/6)}. A direct plug in of
(5.2.25) in (5.2.19) yields the conclusion. O

Corollary 5.2.10 states that the sub-optimality gap is:

VJ(A B, K)—+/J, < \/(n + d) log(1/9)
\/7* > CLQR N
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with the constant Crqr defined as:

L 1Kl
Ve Ou

Note that Crqr decreases as the minimum eigenvalue of the sum of the input and noise
controllability Gramians increases. This minimum eigenvalue tends to be larger for systems
that amplify inputs in all directions of the state-space. Crqr increases as function of the
operator norm of the gain matrix K and the H,, norm of the transfer function from dis-
turbance to state of the closed-loop system. These two terms tend to be larger for systems
that are “harder to control.” The dependence on () and R is implicit in this definition since
the optimal control matrix K is defined in terms of these two matrices. Note that when R
is large in comparison to @), the norm of the controller K tends to be smaller because large
inputs are more costly. However, such a change in the size of the controller could cause an
increase in the H,, norm of the closed-loop system. Thus, our upper bound suggests an
odd balance. Stable and highly damped systems are easy to control but hard to estimate,
whereas unstable systems are easy to estimate but hard to control. Our theorem suggests
that achieving a small relative LQR cost requires for the system to be somewhere in the
middle of these two extremes.

Finally, we remark that the above analysis holds more generally when we apply additional
constraints to the controller in the synthesis problem (5.2.18). In this case, the sub-optimality
bounds presented in Theorem 5.2.8 and Corollary 5.2.10 are true with respect to the minimal
cost achievable by the constrained controller with access to the true dynamics. In particular,
the bounds hold unchanged if the search is restricted to static controllers, i.e. u; = Kuxy.
This is true because the optimal controller is static and therefore feasible for the constrained
synthesis problem.

As posed, the main optimization problem (5.2.18) is a semi-infinite program, and we
are not aware of a way to solve this problem efficiently. We now turn to two alternative
formulations that provide upper bounds to the optimal value and that can be solved in
polynomial time.

CLQR = Cyoy ( ) H%A-&-BKHHOO-

5.2.4 Finite impulse response approximation

An elementary approach to reducing the aforementioned semi-infinite program to a finite
dimensional one is to only optimize over the first L elements of the transfer functions ®,
and ®,, effectively taking a finite impulse response (FIR) approximation. Since these are
both stable maps, we expect the effects of such an approximation to be negligible as long as
the optimization horizon L is chosen to be sufficiently large — in what follows, we show that
this is indeed the case.

By restricting our optimization to FIR approximations of ®, and ®,, we can cast the
Ho cost as a second order cone constraint. The only difficulty arises in posing the H.,
constraint as a semidefinite program. Though there are several ways to cast H., constraints
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as linear matrix inequalities, we use the formulation in Theorem 5.8 of Dumitrescu’s text to
take advantage of the FIR structure in our problem [36]. We note that using Dumitrescu’s
formulation, the resulting problem is affine in @ when ~ is fixed, and hence we can solve
for the optimal value of a. Then the resulting system response elements can be cast as a
dynamic feedback controller using Theorem 2 of Anderson and Matni [9].

5.2.4.1 Sub-optimality guarantees

Here, we show that optimizing over FIR approximations incurs only a small degradation
in performance relative to the solution to the infinite-horizon problem. In particular, this
degradation in performance decays exponentially in the FIR horizon L, where the rate of
decay is specified by the decay rate of the spectral elements of the optimal closed loop system
response RaiBr-

Before proceeding, we introduce additional concepts and notation needed to formalize
guarantees in the FIR setting. A linear-time-invariant transfer function is stable if and only
if it is exponentially stable, i.e., ® = Y 7 27'®(t) € RH if and only if there exists positive
values 7 and p € [0, 1) such that for every spectral element ®(¢), ¢ > 0, it holds that

@) < 7p". (5.2.26)

In what follows, we pick 7, and p, to be any such constants satisfying ||Raypr(t)]] < Tepl
for all ¢ > 0.

We introduce a version of the optimization problem (5.2.13) with a finite number of
decision variables:

L 1 . Sz 0] [®,
mlnlmlzeve[()’l) 1 — /y @;Ignv O R% @
bl Uy u HQ
- [®, 1
s.t. |:ZI—A —B} {@JZHLZ_LV’
a_éq,x (5.2.27)
o, +V] <~y
Vi—a Hoo
L Ly L
®, =D 0 =D Z%u(t).
t=1 t=1

In this optimization problem we search over finite response transfer functions ®, and ®,,.
Given a feasible solution ®,, ®,, of problem (5.2.27), we can implement the controller K; =
®,P_ ! with an equivalent state-space representation (Ax, By, Ck, Dx) using the response
elements {®,(k)}-_, and {®,(k)}L_, via Theorem 2 of Anderson and Matni [9].

The slack term V' accounts for the error introduced by truncating the infinite response
transfer functions of problem (5.2.13). Intuitively, if the truncated tail is sufficiently small,



CHAPTER 5. MODEL-BASED METHODS FOR LQR 44

then the effects of this approximation should be negligible on performance. The next result
formalizes this intuition.

Theorem 5.2.11. Set a = 1/2 in (5.2.27) and let 7. > 0 and p, € [0,1) be such that
1R arBr) ()| < Tpl for allt > 0. Then, if K, is synthesized via (5.2.27), the relative error
in the LQR cost is

VJ(A B, Kp) —J,
V.

< 10(ea + el K|)[Ra+ 8K || Ho0»

as long as

1-p, dlog ((sA+EBHK||)H*m+BK\mw)

ea+epl|K|| < >
Ty 1—ps

The proof of this result can be found in Dean et al. [31]. It is conceptually the same
as that of the infinite horizon setting. The main difference is that care must be taken to
ensure that the approximation horizon L is sufficiently large so as to ensure stability and
performance of the resulting controller. From the theorem statement, we see that for such
an appropriately chosen FIR approximation horizon L, our performance bound is the same,
up to universal constants, to that achieved by the solution to the infinite horizon problem.
Furthermore, the approximation horizon L only needs to grow logarithmically with respect
to one over the estimation rate in order to preserve the same statistical rate as the controller
produced by the infinite horizon problem. Finally, an end-to-end sample complexity result
analogous to that stated in Corollary 5.2.10 can be easily obtained by simply substituting
in the sample-complexity bounds on €4 and ep specified in Proposition 3.1.1.

5.2.5 Static controller and a common Lyapunov approximation

As we have reiterated above, when the dynamics are known, the optimal LQR control law
takes the form u, = Kux; for properly chosen static gain matrix K. We can reparameterize
the optimization problem (5.2.18) to restrict our attention to such static control policies:

o 1 . Sz 0] [®,
minimize,e[o,1) T~ 5 @%HH,K 0 R% o, .
~ S [®. AP,
s.t. [zl_A _B] {‘I’ ] — 7, Vo - <~ (5.2.28)
v l—a Y Hoo

1
&, P, € -RH,, K=o, "
z

Under this reparameterization, the problem is no longer convex. Here we present a simple
application of the common Lyapunov relaxation that allows us to find a controller K using
semidefinite programming.
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Note that the equality constraints imply:
~ [, SUC ~
I=|1-4 -B||g7| = |sI-A B || ®.=(:1-A-BK)a,,
revealing that we must have
®,= (2l —A—BK)" and ®,=K(2I —A— BK)™".

With these identifications, (5.2.28) can be reformulated as

o e s 1 . S% 0 i o —1
minimize,¢o 1) min 1 | (2 —A— BK)
l—v K 0 R:K o
. o (5.2.29)
a -1
s.t. iBfK (21 — A — BK) <7
LViTe Hoo

Using standard techniques from the robust control literature, we can upper bound this
problem via the semidefinite program

minimizexz’W,aﬁ 1+’y)2 {tI‘(SWH) + tI‘(Rng)}

(X X Z7
subject to X Wi Wi| =0

Z Wo Wa

I S 2.
X-1 (A+BEK)X 0 0 (5.2.30)
X(A+ BK)T X eaX  epZ' | g
0 eaX av?l 0 -

i 0 eg”Z 0 (1—a)yl

Note that this optimization problem is affine in @ when ~ is fixed. Hence, in practice we
can find the optimal value of o as well. A static controller can then be extracted from this
optimization problem by setting K = ZX~!. A full derivation of this relaxation can be
found in Dean et al. [31]. Note that this compact SDP is simpler to solve than the truncated
FIR approximation.

5.2.6 Derivation of the LQR cost as an Hy norm

In this section, we consider the transfer function description of the infinite horizon LQR
optimal control problem. In particular, we show how it can be recast as an equivalent H,
optimal control problem in terms of the system response variables defined in Theorem 5.2.1.

Recall that stable and achievable system responses (®,., ®,,), as characterized in equation
(5.2.6), describe the closed-loop map from disturbance signal w to the state and control
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action (x,u) achieved by the controller K = ®,®_!, i.e., [ﬂ = [ix} w. Letting ®, =

Yoo @, (t)z7" and @, = >,7, P, ()=, we can then equivalently write for any ¢ > 1
t
[UJ =S [@u(k:) Wi (5.2.31)

For a disturbance process distributed as w; ~ N(0,021), it follows from equation (5.2.31)
that

vl Sa] = o0, Y tr(Da(k)TSP(R)) |
E [u] Ru| = 02> " tr(®, (k) RP, (k) .

We can then write

%EI;O_ZE TS+ T Ru] = [i (1)7 5%, (1 >>+tr<<1>u<t>TRq>u<t>>]
3] [k

I A

S

where the second to last equality is due to Parseval’s Theorem.

2

F

dz
F

)

Ho
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Chapter 6
Model-free Methods for LQR

In this chapter, we study model-free methods for LQR. We first turn to a non-asymptotic
analysis of the classic least-squares policy iteration (LSPI) algorithm from Lagoudakis and
Parr [63] applied to LQR. One issue with the non-asymptotic analysis is that we will pro-
duce an upper bound on the sample complexity, which is not directly comparable to the
upper bounds established in Chapter 5. We partially resolve this issue in the later part of
this chapter by turning to an asymptotic analysis of various model-based and model-free
algorithms, which allows us to directly compare the sample complexity of model-based and
model-free algorithms on LQR. The LSPI analysis in this chapter is new material, whereas
the later part of the thesis is based on Tu and Recht [118].

Notation. For a positive scalar z > 0, we let 2, = max{1,z}. As before, we let svec(M) €
R™"+1)/2 denote the vectorized version of the upper triangular part of a symmetric matrix
M so that | M||% = (svec(M),svec(M)). Finally, smat(-) denotes the inverse of svec(-), so
that smat(svec(M)) = M.

6.1 Least-squares Policy Iteration for LQR

6.1.1 Related Work

We first discuss related RL results for the general function approximation setting. Antos
et al. [10] and Lazaric et al. [64] analyze variants of LSPI for discounted MDPs where the
state space is a compact set, the action space finite, and the feature vectors and rewards are
uniformly bounded. Furthermore, Lazaric et al. [64] study a version of LSPI where LSTD is
applied to learn the value function of the current policy, and the policy is greedily updated
via an update operator that requires access to the underlying dynamics (and is therefore
not implementable). Farahmand et al. [40] extend the results of Lazaric et al. [64] to when
the function spaces considered are reproducing kernel Hilbert spaces. Zou et al. [130] give
a finite-time analysis of both Q-learning and SARSA, combining the asymptotic analysis
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of Melo et al. [80] with the finite-time analysis of TD-learning from Bhandari et al. [16].
We note that checking the required assumptions to apply the results of Zou et al. [130] is
non-trivial (c.f. Section 3.1, [80]). We also note that we are un-aware of any non-asymptotic
analysis of LSPI in the average cost setting considered in this paper, which is substantially
more difficult as the Bellman operator is no longer a contraction.

6.1.2 Least-squares temporal difference learning for ()-functions

The first component towards an understanding of approximate PI is to understand least-
squares temporal difference learning (LSTD-Q) for @-functions, which is the fundamental
building block of LSPI. We briefly recap the LSTD-Q algorithm from the discussion in
Section 1.3.

Given a policy K. which stabilizes (A, B), the goal of LSTD-Q is to estimate the
parameters of the Q-function associated to K. . Bellman’s equation for infinite-horizon
average cost MDPs (c.f. Bertsekas [14]) states that the (relative) @-function associated to a
policy 7 satisfies the following fixed-point equation:

A Qz,u) = c(z,u) + Epopaw Q2 m(2"))] . (6.1.1)

Here, A € R is a free parameter chosen so that the fixed-point equation holds. LSTD-Q
operates under the linear architecture assumption, which states that the ()-function can be
described as Q(z,u) = ¢"¢(z,u), for a known (possibly non-linear) feature map ¢(z,u). It
is well known that LQR satisfies this assumption, since we have:

Q(, u) = svee(Q)Tsvee ([ﬂ H ) ,

o[t - [t m

V= dlyap(A + BKcvala S + KgalRKoval) )

V.

T
- 9 1 I
A= < Tw |:Keva1 Keval .

Here, we slightly abuse notation and let () denote the function and also the matrix parame-
terizing the @ function. Now suppose that a trajectory {(x;, us, z:41)}L; is collected. Note
that LSTD-Q is an off-policy method (unlike the closely related LSTD estimator for value
functions), and therefore the inputs u,; can come from any sequence that provides sufficient
excitation for learning. In particular, it does not have to come from the policy K. In this
paper, we will consider inputs of the form:

Uy = Kplayxt + Nty M~ N(O, 0'7271) s (612)

where K,y is a stabilizing controller for (A, B). Once again we emphasize that Kp.y # Keval
in general. The injected noise 7, is needed in order to provide sufficient excitation for learning.
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In order to describe the LSTD-Q estimator, we define the following quantities which play a
key role throughout the paper:

¢t = qb(xtyut) ) 'th = ¢(£Bta Kevalxt) )

[T 1] - -
f =svec | o, Kol | Ko , ¢ =x, Sy + uyp Ruy .

The LSTD-Q estimator estimates ¢ via:

T tor
q:= (Z Gi(Dr — i1 + f)T> Z Gicy - (6.1.3)
t=1 t=1

Here, ()7 denotes the Moore-Penrose pseudo-inverse. Our first result establishes a non-
asymptotic bound on the quality of the estimator ¢, measured in terms of ||g — ¢||.

Theorem 6.1.1. Fiz a 6 € (0,1). Let policies Kpay and Keva stabilize (A, B), and assume
that both A + BK .y and A + BKe are (1, p)-stable. Let the initial state xo ~ N(0, %)
and consider the inputs u; = Kpylayxy + 0 with n, ~ N(0, a%[). For simplicity, assume that
oy, < 0y. Let Py denote the steady-state covariance of the trajectory {x,}:

Py = dlyap((A + BKyiy) " 00l + 0. BB") . (6.1.4)
Define the proxy variance o> by:
72 = 72| S0 | + || Pl + UfIHBH2 ) (6.1.5)
Suppose that T satisfies:

T (n+d)*
AP o

T > O(1) max {(n +d)?, 0T || Kptay 1| Kevall I (1A + HBII4)+} :
(6.1.6)
Then we have with probability at least 1 — ¢,
72 (n+d)
p*(1 = p*) o2/T

Here the O(1) hides polylog(n, T, ||Soll, || Pll, | Kplayll, T'/6,1/0,) factors.

17 —qll <O) 0w Kptay |3 [ Keva |5 (JAI* + 1 BIP)[|Q = [[7 . (6.1.7)

Theorem 6.1.1 states that:

T<O ((n +d)t, %M>

2
O',,7 9
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timesteps are sufficient to achieve error ||§ — ¢|| < €. Several remarks are in order. First,
while the (n + d)* burn-in is sub-optimal, the (n + d)3/e? dependence is likely sharp as
suggested by the asymptotic results in the later part of this chapter. We leave improving
the polynomial dependence of the burn-in period to future work.

Before we turn to the proof of Theorem 6.1.1, we remark that it rests on top of several
recent advances. First, we build off the work of Abbasi-Yadkori et al. [4] to derive a new
basic inequality for LSTD-Q which serves as a starting point for the analysis. Next, we com-
bine the small-ball techniques of Simchowitz et al. [105] with the self-normalized martingale
inequalities of Abbasi-Yadkori et al. [2]. While an analysis of LSTD-Q is presented in Abbasi-
Yadkori et al. [4] (which builds on the analysis for LSTD from Tu and Recht [117]), a direct
application of their result yields a 1/ 02 dependence; the use of self-normalized inequalities
is necessary in order to reduce this dependence to 1/ 0’3.

We now turn to the proof. Because of stability, we have that P, converges to a limit
P, = dlyap((A + BKpay) ", 051 + 02 BBT), where P, is:

t—1
Pri= 3" (A + BEyy)H (021 + 0, BBT)((A + BK o))" .
k=0

The covariance of x; for t > 1 is:
Cov(z;) = X := P, + (A + BKplay)'So((A+ BKpay)")"
We define the following data matrices:

ol - -
: , U, = : , c= (cl,...,cT)T, F = :
—pp— — 71— —fT-

With this notation, the LSTD-Q estimator is:

o —

G= (7@ -, +F)) oTc.
Next, let = be the matrix:

_]E[¢<$27 Keval*TQ) ‘xla ul]T_

(11
I

—E[p(rr41, KevarZrs1) |27, ur] —
For what follows, we let the notation ®, denote the symmetric Kronecker product. See
Schécke [100] for more details. The following lemma, based on Lemma 4.1 of Abbasi-Yadkori
et al. [4], gives us a starting point for analysis. Recall that ¢ = svec(Q) and @ is the matrix

which parameterizes the Q-function for K.
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1

Lemma 6.1.2 (Lemma 4.1, [4]). Let L := {K
eval

rank, and that

] [A B}. Suppose that ® has full column

OTP) V29T (= —
[(@T®) O E - W)
Umin(q))amin([ - L ®5 L)

Then we have:

[(®T2)~Y2T (= — W, )|

G—qll <2 ‘
17— qll < T (®)Tmin(I — L @5 L)

(6.1.8)

Proof. By the Bellman equation (6.1.1), we have the identity:
Pqg=c+(E-F)q
By the definition of ¢, we have the identity:
g = Po(c+ (V4 — F)7) ,

where Pp = ®(®T®)"1®T is the orthogonal projector onto the columns of ®. Combining
these two identities gives us:

Po(®—E+ F)(q—q) = Po(E—-V)7.

T
+ 0?2 ! !
YK, eval K eval

Next, the ¢-th row of & — =+ F is:
T T
T X I ~~T I
svee (|}%:| |:uz:| £ |:Keval:| o |:Keval}
sove ([ B 2 LI 6T )

Therefore, ® — = + F = ®(] — L ®, L)T. Combining with the above identity:

Ly Uy

O(I— Lo, 1) (q—7) = Pa(Z—0,)7.
Because ® has full column rank, this identity implies that:
(I-L®, L) (¢—q) = (T®) "7 (Z - W, )7.
Using the inequalities:

(I =L@ L) (q— )| > omn((I — L&, L))|lg — 7l ,

TN T __[(@Te) 2T (= - v )gll  [[(TR)"V2eT(E - W)
(@'®) e (E- T, )g < N (3T0) 172 = —_3 ,
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we obtain:

[(@TD) /20T (= — W, )q]|
O-min<q))0-min(l - L ®S L) .

lg —qll <

Next, let A = ¢ — ¢q. By triangle inequality:

[(@TD)" 2T (= —w)[[[A]l | [[(2TD)" V20T (= — Wy )q]|
O-min(@)o-min(l - L ®s L) O-min(@)o-min(l - L ®s L) .

1Al <

The claim now follows. O

In order to apply Lemma 6.1.2, we first bound the minimum singular value o, (®). We
do this using the small-ball argument of Simchowitz et al. [105].

Proposition 6.1.3. Given an arbitrary vector y € S"T471, define the process Z; = {¢y,y),
I 0fl|lo,l O
' — IR ~ — w
the filtration Fy = o({wi, wi—1}i_y), and the matriz C : |:Kplay I} { 0 ‘777[] Then
(Zi)e>1 satisfies the (1,02, (C),1/324) block martingale small-ball (BMSB) condition from
Definition 2.1 of Simchowitz et al. [105]. That is, almost surely, we have:
P(|Zi1] > 02, (C)|F) > 1/324.

min

Proof. Let Y :=smat(y) and p; := Azy + Bu,. We have that:

Te1| 1 + 1 0 Wy
Ut+1 Kplay He Kplay I Tt+1 .
Therefore:

(bri1, 1) = {%] Ty {azﬂ

U1 U1

_]+IOthY]+IOwt
Kplay He Kplay I Mt+1 Kplay He Kplay I Nt+1 7

which is clearly a Gaussian polynomial of degree 2 given JF;. Hence by Gaussian hyper-
contractivity results (see e.g. [20]), we have that almost surely:

E[| Za[*F] < 81E[|Zisa || )%

Hence we can invoke the Paley-Zygmund inequality to conclude that for any 6 € (0,1),
almost surely we have:

IF‘Q[|Zt+1|2|-; t]2 (1 9)2
P(|Z, > /OE[| Zq PIFNF) > (1 — 6)? > )
(’ t+1| fl H t+1| | t“ t) - ( ) E[|Zt+1|4’-7:t] 81

We now state an useful proposition.
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Proposition 6.1.4. Let ju, C,Y be fized and g ~ N(0,1). We have that:
E[((u+ Cg)TY (1 + Cg))*) > 2|CTYC[3 .

Proof. Let Z := (u+ Cq)"Y (u + Cg). We know that E[Z?] > E[(Z — E[Z])?]. A quick
computation yields that E[Z] = u"Y u + tr(CTY C). Hence

7 —E[Z]=g"CTYCg—tr(CTYC) +2u"YCyg.
Therefore,
E((Z - E[Z])*) > E[(¢'CTYCy — tr(CTY C))*] = 2| CTY O .
O

Invoking Proposition 6.1.4 and using basic properties of the Kronecker product, we have
that:

E[ZE0|F) > 2|CTY Ol = 2((CT @ CT)y||* > 205:,(CT @ CT) = 207,

min min(C) :
The claim now follows by setting § = 1/2. O

With the BMSB bound in place, we can now utilize Proposition 2.5 of Simchowitz et al.
[105] to obtain the following lower bound on the minimum singular value oy, (P).

Proposition 6.1.5. Fiz § € (0,1). Suppose that 0, < 0, and that T exceeds:

2942 . 8 (m + dPlog (1 | 20736v/3 (14 [[ Ky [2)* (70 Lol + tr<Poo>>> +log(2) 5)> |

V6 o;
(6.1.9)

Suppose also that A+ BK .y is (7, p)-stable. Then we have with probability at least 1 — 6,
2

o 1
O min d Z L \/T
(®) 129678 1 + || Kpay |2

We also have with probability at least 1 — 9,

127
|97 < == (14 [ Kptay [*)*(7*p*nl| ol + tr(Poc))*

Proof. We first compute a crude upper bound on ||®|| using Markov’s inequality:

E[Amax (27 P)]
t2

tr(E[3T3))

P(®|* 2 ) = e

<
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Now we upper bound E[||¢¢||?]. Letting z; = (x4, us), we have that E[||¢:]|?] = E[||2]|*] <
3(E[][z/1*])*. We bound E[[|z[*] < (1 + [[Kpiay|l?) tr(X¢) + 02d, and therefore:

B0 < VB((L+ | Kooy ) t2(Z2) + 02d)
< VB + [y D) (r2020]|Zo | + tr(Poc)) + 02)
< 2VB(L+ | K |P) (7220 Soll + (L))

Above, the last inequality holds because o7d < oan < tr(Px). Therefore, we have from
Markov’s inequality:

P (II‘DH > %2\/5(1 + [ Eptay 1) (72 p*n | o | +tr(Poo))> <9.

Fix an ¢ > 0, and let /() denote an e-net of the unit sphere SM+d(n+d+1)/2=1 " Next by
Proposition 2.5 of Simchowitz et al. [105] and a union bound over N (e):

P < min ||<I>v|| ) \/T) >1— (14 2/e)m+D% e mis
eN(e T 3248 '

Now set

\/g O-Iznin(o)
51843 (1 + [ Kppay [P) (72 p2n [ Sl + t0(Puc))

and observe that as long as T exceeds:

2 2 10368v/3 (1 + || Kpay %) (71| S | + tr(Pxo))
324°-8 ((n +d)* log (1 + 7 7 (0) ) + 10g(2/5)> :

we have that P (mmveN || @]l > ?BZ\([) \/T) >1—0/2. To conclude, observe that:

Tain(®) = inf 0] = min @] = |@]c.

and union bound over the two events. To conclude the proof, note that Lemma F.6 in Dean

(72 .
et al. [32] yields that o2, (C) > %m since o, < 0y, O

min

We now turn our attention to upper bounding the self-normalized martingale terms:
[(@T@)"'dT(Z— 0y )| and [(@T®)'@T(E— Ty )q]|.

Our main tool here will be the self-normalized tail bounds of Abbasi-Yadkori et al. [2].
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Lemma 6.1.6 (Corollary 1, [2]). Let {F;} be a filtration. Let {x;} be a R process that
is adapted to {F;} and let {w;} be a R® martingale difference sequence that is adapted to
{Fi}. Let V be a fized positive definite dy x dy matriz and define:

t t

¥ T T

V}zV%—E TsTy s Stzg ToW,y g -
s=1 s=1

(a) Suppose for any fized unit h € R® we have that (wg, h) is conditionally R-sub-Gaussian,
that is:

A2 R2

VAER, t > 1, EleMeth|F] <e 2.

We have that with probability at least 1 — 6, for allt > 1,

v, det(V;)!/2 det(V) /2
Vi 2s,)? < 8R? (dzlog5+1og( e 56( ) )) .

(b) Now suppose that 0 satisfies the condition:

T+1

> P(|w]| > R) <4
s=2

Then with probability at least 1 — 6 — 6, for all1 <t < T,

A det(V))Y2 det(V)~1/2
1V, 28,* < 32R? (d210g5+10g( e 66( ) )) .

Proof. Fix a unit h € R%. By Corollary 1 of Abbasi-Yadkori et al. [2], we have with

probability at least 1 — 6,

det (V)2 det(V)~1/2
o

IV, /25,h|? < 2R?log ( ) C1<t<T.

A standard covering argument yields that:

IV, 282 <4 max ||V, /2Sehl?.
heN(1/2)

Union bounding over A/(1/2), we obtain that:
det(V;)1/? det(V)l/Q)
4]

det(%)l/?;ieuvr”?)) |

1V:25,)12 < 8R?log (5d2

= 8R? (d2 log 5 + log (
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This yields (a).

For (b), we use a simple stopping time argument to handle truncation. Define the stop-
ping time 7 := inf{t > 1 : ||wy|| > R} and the truncated process w; := w;1,>;. Because
T is a stopping time, this truncated process {w;} remains a martingale difference sequence.
Define Z;, = ", 2,0/, ,. For any £ > 0 we observe that:

PEL <t <T:|[V728) > 0)
<SP <t<T:|Vi'?8)|>0n{r>T+1})+P(r <T+1)
—P{AN<t<T:|V,"?Z||>0n{r>T+1)+P(r <T+1)

<PEt>1:|V,Z| >0 +P(r<T+1)
B T+1
<PE>1: V22 > 0+ P(|wl > R)

s=2

<P@Et>1:|V,?Z|| > ) +56.

Now set ¢ = 32R? (dg log 5 + log <det(m1/2§et(v)_l/2>> and using the fact that a R bounded

random variable is 2 R-sub-Gaussian, the claim now follows by another application of Corol-
lary 1 from [2]. O

With Lemma 6.1.6 in place, we are ready to bound the martingale difference terms.

Proposition 6.1.7. Suppose the hypothesis of Proposition 6.1.5 hold. With probability at
least 1 — 9,

I(@T®) 22T (2~ Wy )g|| < (n+ d)aw\/7204||20|| + |1 Poo| + o3I BIP(L + [ Kewall ) Q1L
x polylog(n, 7, [|Zoll, | P, [ Kptay[l, T/, 1/ o) ,
I(@T@)"2eT (= — W) < (n+ d)QJw\/72p4||ZO|| +[1Pucll + 02 BIP(1L + [ Keva*)
x polylog(n, 7, [|Zoll, || Pooll, [ Kpiay |, T/, 1/ ) -

Proof. For the proof, constants ¢, ¢; will denote universal constants. Define two matrices:

0.4

Vi=q 1 T-1,
(1 + [ Kpiay[[)?
T
Vy i= co—= (14 || Kpiay [I*)* (70| S0 | + tr(Px))® - 1.

o
By Proposition 6.1.5, with probability at least 1 — §/2, we have that:

ViodTd <V,

Call this event &;.
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Next, we have:

E[$t+1$tT+1|$ta w] — 17t+1$tT+1
E[(Ax, + Buy + w,)(Az, + Buy +wy) "z, w] — (Azy + Buy + wy)(Azy + Buy + w,) '
= (Az; + Buy)(Azy + Buy) T + 021
— (Az; + Buy)(Az; + Buy)" — (Az; + Bu)w! — wi(Az, + Buy)" — waw,
=02 I —ww! — (Azy + Buy)w] — wi(Azy + Buy)T

Therefore,

E[¢t+1|$t, Ut] — Y1
I 117
= svec ({ ] (021 — waw,; — (Az; + Buy)w, — wy(Az, + Bug)") [ ] > :
Keval Keval
Taking the inner product of this term with ¢,
(E[thesa]oe, ue) — 1/)t+1)Tq

.
- <<U I —wuw! = (Ar,+ Buw! —wi(Az, + Bw)") [KI 1} ¢ [KI l})

=tr | (621 — waw,) ! TQ ! — 2w/ ! TQ ! (Az; + Buy)
v L K eval Keval t Keval K eval ¢ v

By the Hanson-Wright inequality (see e.g. Rudelson and Vershynin [97]), with probability
at least 1 —6/T,

|
(er-men el

Now, let Lyjay := A+ BKpay. By Proposition 4.7 in Tu and Recht [117], with probability at
least 1 —0/T,

1" ol T 1 e+ 8
W Keval Keval ( et ut)

< 10y, (1 + | Kea|*)1Q]  1og(T/0) .

< 10w (1 + [ Keva*) \/HL”1 0(Lifay) Tl + [ Lotay P Loy | + 02 BIP(|Ql » Log(T'/5)

play play

< c10u(1 + [ Keval )\/T PPV Soll + | Pocll + o7 B Qlr log(T'/6)
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where the inequality above comes from P, < P, and LplayPooLrT)lay < P,. Therefore, we
have:

|(E[wt+1‘xt7 ut] - ¢t+1)TU’
< cz(ofv + aw\/72p2(t+1)\|20|| + || P + U%HBHQ)(l + HKeva1H2)||Q||Flog(T/é)

< 030w\/72p2“+”||20|| + 1Pl + 02 BIP(1 + [ Keval|*) | QU 7 l0g(T'/5) -

The last inequality holds because P, = 021 and hence o,, < ||Psl||'/?. Therefore we can set

R = C3Uw\/7—2p4||20H + {1 Puol + 02 B + | Kevall*) | QI 7 10g(T/0) ,

and invoke Lemma 6.1.6 to conclude that with probability at least 1 — /2,

(Vi 4+ @Td) 20T (2 - W, )u|| < cu(n+d)R+ C5R\/log(det((V1 + TPV, 1)1/2/5) .

Call this event &,.

For the remainder of the proof we work on & N &, which has probability at least 1 — 9.
Since ®T® = Vi, we have that (®T®)~' < 2(V; +®TP)~!. Therefore, by another application
of Lemma 6.1.6:

I(@Te)" 2T (= — v
< V2V @Te)2eT(E — wy)|

< co(n + d)R + c2 Ry flog(det (Vi + @T®)V;)1/2/5)

< co(n + d)R + ¢; Ry log(det (Vi + Va) Vi )1/2/5)

Koy [[2)* (72 p*n|[Sol| + tr(Poo))Q)

1
) o,

< c(n+d)R+ cgR(n + d)\/log <(1 +

< ¢(n + d)Rpolylog(n, 7, |[Xol|, | Pl [ Kpiay [l 1/, 1/y) -

Next, we bound:

||]E[@/)t+1|ft, Ut] - ¢t+1||
T T
I I I I
{K J (03}] — wtth) {K 1] {K 1] wy(Axy + But>T [K J
va. eva. F eva. eva.

< (I + | Kewall ) (llon — wewf [[p + [we(Az, + Bue) T ) -

<

_|_

F

Now, by standard Gaussian concentration results, with probability 1 — 6/T,

lo, ] — wew/ || < cor(n +log(T/5))
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and also
|lwe(Az, + Bug)"||p
< e (Vi1 + /10g(T/0)) (0 (LEL So (L)) + tr(Lytay LT, ) + 02| B3
B S0 LT + [ Lptay P LTy |l + 02| B2/ 108(T/0))
< cow(n + d)\/T PHIZoll + [Pl + o3| Bl 1og(T7/3) -

Therefore, with probability 1 — §/T,

[E[e1|e, w] = el
< o1+ [ Keva|*) (n + d)aw\/72p4||20|| + | Pl + o3| BJ|? 10g(T'/0) .

]

We are now in a position to prove Theorem 6.1.1. We first observe that we can lower
bound o (I — L ®; L) using the (7, p)-stability of A + BKey.. This is because for k& > 1,

1= [ ] 4+ Byt 14 5

eva

< 2| Kewall 4[4 Bll7p*

< 2 Kevallly max{l, V[ A[* + | B}
< T-p".
p

(QHKevalll+ max{1,y/[[A]*+]B|]*}

P T, p)-stable. Next, we know that o, (I —
Therefore, for any unit norm v,

Hence we see that L is
L®sL)=

1
[(I—L®sL) ="
(I = L®, L) "] =||(I - L®,L) 'svec(smat(v))|| = |dlyap(LT, smat(v))]| ¢
< Aol LA+ 1B]*)+7
- p*(1 = p?)
Here, the last inequality uses Proposition 4.0.2. Hence we have the bound:

p°(1—p?)
Al Kevall 3 (JA[2 + |B]12)+ 72

Omin(I — L ®¢ L) >

By Proposition 6.1.5, as long as T > (5(1)(n + d)* with probability at least 1 — §/2:

2

Tin (®) > c——1__ /T

My 2
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By Proposition 6.1.7, with probability at least 1 — /2:

I(@T@)2eT(E — Wi )gl| < (n+ d)aw\/7204|!20|! + [Pl + 02| BI| Keva| 2 1Q" | 2 O(1) ,

I(@T®) V22T (= — )| < (n + d)QUw\/Tgp‘*IIEoH + | Pooll + o3| Bl | Kevar |1 O(1) -

We first check the condition

OTP)- 29T (= —
[(@T®)POTE )| )y
Umin(¢)amin(l - L ®s L)

from Lemma 6.1.2. A sufficient condition is that 7T satisfies:

(Ko
7> O ls 4 ayto (200 5y + 1Pl + 02 BI)
n
Keva 4 A 2 B 2\2 4
% ||Kevall|j. . H 1||+(4|| H + H || )JrT
DT P
~ T4 (n—+d)*
- (1), o2 (20 Sl + 1Pl + 021 B)

P=FP o)
X || Eptay |13 | Kevat |3 (N AI* + 11BII)
play ||+ eval || + + -

Once this condition on 7' is satisfied, then we have that the error ||g — ¢|| is bounded by:

[ Foptay 12
0727\/7
X || Keval |3 N1Q% || o

~ 72 (n+d)

=0(1 Ow
( )P2(1 —p?) 03,\/7

X | K play |1 [ Kevall |3 (AN + 1 BI1?) Q7| .

(1) - (n+ d)gu 72| Zoll + | Paoll + 02| B

[ Kl 2 QLA + 11 B]2) 172
P =)

\/72p4||20|| + | Pooll + o3| BI*

Theorem 6.1.1 now follows from Lemma 6.1.2.

6.1.3 Exact Policy Iteration for LQR

Exact policy iteration works as follows. We start with a stabilizing controller K for (A, B),
and let Vj denote its associated value function. We then apply the following recursions for
t=0,1,2,..:
Kin=—(R+B",B)'B"V,A, (6.1.10)
Visr = dlyap(A + BKy1,S + K RKy 1) . (6.1.11)
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Note that this recurrence is related to, but different from, that of value iteration, which
starts from a PSD Vj and recurses:

Vit = AV;A— A"V,B(R+ B"V,B)"'B"V;A+ S

While the behavior of value iteration for LQR is well understood (see e.g. Lincoln and Rantzer
[70] or Kailath et al. [55]), the behavior of policy iteration is less studied. Fazel et al. [41]
show that policy iteration is equivalent to the Gauss-Newton method on the objective J(K)
with a specific step-size, and give a simple analysis which shows linear convergence to the
optimal controller.

In this section, we present an analysis of the behavior of exact policy iteration that builds
on top of the fixed-point theory from Lee and Lim [65]. A key component of our analysis is
the following invariant metric d,, on positive definite matrices:

0sc(4, B) := |log(A™2BAT2)]|.

Various properties of 0., are reviewed at the end of this section. We use the fixed-point
analysis because it lends itself nicely to handling error in the updates, which we exploit in
the next section on approximate policy iteration.

Our analysis proceeds as follows. First, we note by the matrix inversion lemma:

S+AYBR'BT+V HY'A=S+ATVA-ATVB(R+B'VB)'B'VA=:F(V).

Let V, be the unique positive definite solution to V' = F(V'). For any positive definite V' we
have by Lemma 6.1.10:

5o(F(V), V) < @

*x/) 9 112
< sgrrate (W) (6.1.12)

with o = max{Amax(ATVA), Amax (ATV, A)}. Indeed, (6.1.12) gives us another method to
analyze value iteration, since it shows that the Riccati operator F'(V') is contractive in the
dso metric. Our next result combines this contraction property with the policy iteration
analysis of Bertsekas [15].

Proposition 6.1.8 (Policy Iteration for LQR). Suppose that S, R are positive definite and
there exists a unique positive definite solution to the discrete algebraic Riccati equation
(DARE). Let K, be a stabilizing policy for (A, B) and let Vo = dlyap(A+ BKy, S+ K| RKj).
Consider the following sequence of updates fort =0,1,2,...:
Ki1=—(R+B"V,B)"'B'V,A,
Vigr = dlyap(A + BKy 11, S + K | RE;41) .

The following statements hold:

(i) Ky stabilizes (A, B) for allt =0,1,2,..

*)
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(i) Vi X Vig1 2V, forallt =0,1,2, ...,

e . max AT
(117) Ooo(Vig1, Vi) < p - 000(Vi, Vi) for allt =0,1,2, ..., with p := /\min(AS)+§\mal/(0;14T)VoA)‘ Conse-
quently, doo(Vi, Vi) < p' - 000 (Vo, Vi) fort =0,1,2, ...

Proof. We first prove (i) and (ii) using the argument of Proposition 1.3 from Bertsekas [15].
Let c(z,u) = 27Sz + u'Ru, f(z,u) = Az + Bu, and V¥(21) = > 2, c(@, uy) with
Tep1 = f(zg,u) and uy = Ky Let V; = VEt. With these definitions, we have that for all z:

Kipr = argmin ez, u) + Vi(f(z,u)) .

Therefore,

Vi(z) =
>

x, Kx) + Vi(f(z, Kyx))

r, Kipiz) + Vi(f (2, Kipaz))

z, Kipiz) + o f(z, Kiz), Ko f (2, Kiax)) + Vi(f (f (2, Kepz), Ko f (2, Kipax))

r, Kipiz) + o f(z, Kix), K f (2, Kepx)) + Vi(f(f (2, Keaw), Ko f (7, K@)

A~~~ I~ —~

> Vi (z) .

This proves (i) and (ii).
Now, observe that by partial minimization of a strongly convex quadratic:

c(x, Kpnw) + Vi(f (2, Kiw)) = muin c(z,u) + Vi(f (2, u))
=2 (S+A"V,A—- ATV,B(R+ B"V,B)'B"V;A)z
= 2" F(V))z .

Combined with the above inequalities, this shows that V;;; =< F(V;) < V,. Therefore, by
(6.1.12) and Proposition 6.1.12,

Oy
< 0(Vi, Vi),
o )\min(Q) + (0% ( ! )
where o; = max{Apax(ATViA), Anax(ATVLA)} = Apax(ATV;A), since V, < V;. But since
Vi =V, we can upper bound ay < Apa(ATVoA). This proves (iii). O

6.1.3.1 Properties of the Invariant Metric

Here we review relevant properties of the invariant metric 6,(A, B) = ||log(A~Y/2BA~1/?)||
over positive definite matrices.
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Lemma 6.1.9 (c.f. [65]). Suppose that A is positive semidefinite and X,Y are positive
definite. Also suppose that M is invertible. We have:

(i) 0.0(X,Y) = 600 (XL, Y 1) = 6.0 (MXMT, MY MT).
(i1) 6)\00(14(114—)# X,A+Y) £ 250.(X,Y), where o = max{Amax(X), Amax(Y)} and g =

Lemma 6.1.10 (c.f. Theorem 4.4, [65]). Consider the map f(X)=A+M(B+X"1)"'MT,
where A, B are PSD and X 1is positive definite. Suppose that X,Y are two positive definite
matrices and A is invertible. We have:

max{ A\ (MXMT), A\ (MY MT)}
0o (F(X): TV ) = S s (VX AT) (MY 3T

5oo(X,Y).

Proof. We first assume that M is invertible. Using the properties of ., from Lemma 6.1.9,
we have:

oo (f(X), (V) = 6c(A+ M(B+ X ) '"MT A+ M(B+Y H'MT)

8]
< 5 (M XYM Mm y-H-tpmT
< AT = MB+XT)TMT MB YT TM)

= (B X)L (B+Y )T
«

=———— 0 (B+X ", B+Y!

(A p o B XL BT

< -1 y—1
_—/\mm(A)Jra%o(X YT

- Su(X)Y
Amm(A)JrOécSoo( Y),

where o = max{Apax (M (B+X ") IMT), Apax (M (B+X"1H71MT)}. Now, we observe that:
B+X'-X'e—= B+XH)1=<X.

This means that M(B+ X"1)"'MT < MXMT and similarly M(B+Y"H)"'MT < MY MT.
This proves the claim when M is invertible. When M is not invertible, we use a standard
limiting argument, for which the details are omitted. 0

Proposition 6.1.11. Suppose that A, B are positive definite matrices satisfying A = ul,
B = pul. We have that:
|A - Bl

5(A,B) <
(4, B) ;
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Proof. We have that:

B-A
||A—1/2BA—1/2|| _ ||A—1/2(B . A)A_1/2 —|—I|| <1+ H H .
1

Taking log on both sides and using log(1 + z) < z for z > 0 yields the claim. O]

Proposition 6.1.12. Suppose that B < A; = Ay are all positive definite matrices. We have
that:

000 (A1, B) < 050(As, B) .
Proof. The chain of orderings implies that:
[ < B Y24, B2 < B 124,312
Therefore:
0oo(A1, B) =108 Amax(B™Y2A1 B™Y2) < log Amax(B™Y2A3B7Y2) = §,.(As, B) .

Each step requires careful justification. The first equality holds because I < B~'/24,B~1/2
and the second inequality uses the monotonicity of the scalar function x +— logz on R, in
addition to B=1/24,B~1/2 < B~1/24,B~1/2. O

Proposition 6.1.13. Suppose that A, B are positive definite matrices with B = A. We have
that:

A = B|| < [|All(exp(0s(A, B)) — 1) .
Furthermore, if 00o(A, B) < 1 we have:
A= B < el[Aldx(A, B) .

Proof. The assumption that B = A implies that A~/2BA~Y2 = [ and that ||A — BJ|| =
Amax(B — A). Now observe that:

||A - BH = /\max(B - A)
— )\maX(Al/Q(A—l/QBA—l/Q . I)AI/Z)
< AN max (AT 2BATY? — 1)
= [ AllAmax (AT 2BATY?) — 1)
= [|All(exp(00 (A, B)) = 1) .

This yields the first claim. The second follows from the crude bound that e* < 1 + ex for
x € (0,1). O
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6.1.4 Approximate Policy Iteration for LQR

We now turn to the analysis of approximate policy iteration. We present an analysis of a
modified version of Algorithm 1, which is described in Algorithm 2. The main difference
between Algorithm 1 and Algorithm 2 is that Algorithm 2 does not reuse trajectory data
for each invocation of LSTD-Q unlike Algorithm 1. This makes each invocation of LSTD-Q
in Algorithm 2 independent from the previous invocations, which is much more amenable
to analysis. We leave open the question of analyzing data reuse in the context of LSPI.
Algorithm 2 also uses the initial policy K as the exploration policy throughout the algorithm
unlike Algorithm 1 which delineates between the generated policies { K;} and the evaluation
policy Keva. This simplification is not fundamental to the analysis.

Algorithm 2 Least-Squares Policy Iteration (LSPI) for LQR
Require: Initial stabilizing controller Ky, N number of policy iterations, 7" length of rollout
for estimation, 0727 exploration variance, y lower eigenvalue bound.
1: fort=0,...,N —1do
2:  Collect a trajectory D; = (x,it),u,gt),x,itll}le using input u,(:) = Kox,(f) + n,gt), with
Y ~ N(0,021).

3 Qi = Proj,(LSTDQ(D;, Ky)).
4: Kt+1 = G(Qt) (Cf (139))
5: end for

6: return Ky.

Before we state our main finite-sample guarantee for Algorithm 2, we review the notion
of a (relative) value-function. The infinite horizon average-cost Bellman equation states that
the (relative) value function V' associated to a policy 7 satisfies the fixed-point equation:

A+ V(z) = c(@,7(2) + Eprapam@) [V ()] - (6.1.13)

For a stabilizing policy K, it is well known that for LQR the value function V(z) = 2"Vx
with

V =dlyap(A+ BK,S+ K'RK), A= (c21,V).

Once again as we did for Q-functions, we slightly abuse notation and let V' denote the
value function and the matrix that parameterizes the value function. Our main result of
Algorithm 1 appears in the following theorem. For simplicity, we will assume that ||S|| > 1
and [|R|| > 1.
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Theorem 6.1.14. Fiz a § € (0,1). Let the initial policy K, to Algorithm 2 stabilize (A, B).
Suppose the initial state xo ~ N (0,%0) and that the excitation noise satisfies op < 0. Recall
that the steady-state covariance of the trajectory {x;} is

Py, =dlyap((A+ BKy)", 001 + 0.BB").

Let Viy denote the value function associated to the initial policy Ky, and V, denote the value
function associated to the optimal policy K for the LQR problem (1.1.2). Define the variables
w, L as:

Hoi= miH{Amin(S)7 AIIliIl(‘l—%>} ’
L := max{|| S|, [ RI[} + 2([[Al]* + | BI* + )|V« -

Fiz an € > 0 that satisfies:

L\’ { 21og([[Voll/Amin(V4)) IVal® }
e<5(Z2) mind1, : . 6.1.14
) ‘ S 1oa Vol (V) .
Suppose we run Algorithm 1 for N := Ny + 1 policy improvement iterations where
21 Voll / Amin (Vi
Ny = [(1+L/u)log< el 0”6/ ( ))ﬂ , (6.1.15)

and we set the rollout length T to satisfy:
T > O(1) max {(n +d)?,

o () 5

oo (120l + |1 Pl + o | BII?),

n
1L L\"” (n+d)? ,
S el b P 2N1B)I%) ¢ (611
S (5) Sl e+ B | 61

Then with probability 1 — 0, we have that each policy Ky fort =1,..., N stabilizes (A, B) and
furthermore:

|Kn — K, <e.
Here the O(1) hides polylog(n, 7, ||Soll, | Psoll, L/, T/8, No, 1/c,) factors.

Theorem 6.1.14 states roughly that 7"- N < (5(("?—2‘03 log(1/¢)) samples are sufficient for
LSPI to recover a controller K that is within ¢ of the optimal K,. That is, only log(1/e)
iterations of policy improvement are necessary, and furthermore more outer iterations of
policy improvement do not necessary help due to the inherent statistical noise of estimating
the Q-function for every policy K;. We note that the polynomial factors in (L/u) is by no
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means optimal and was made quite conservative in order to simplify the presentation of the
bound. A sharper bound can be recovered from our analysis techniques at the expense of
keeping track of extra terms.

It is worth taking a moment to compare Theorem 6.1.14 to classical results in the RL
literature regarding approximate policy iteration. For example, a well known result reported
in Theorem 3.1 of Lagoudakis and Parr [63] states that if LSTD-Q is able to return Q-function
estimates with error L., bounded by ¢, then we have that:

2ve
(1—-7)%

Here, @), is the optimal Q)-function and ~ is the discount factor of the MDP. Theorem 6.1.14
is qualitatively similar to this result in that we show roughly that ¢ error in the Q-function
estimate translates to € error in the estimated policy. However, there are several fundamental
differences. First, our analysis does not rely on discounting to show contraction of the
Bellman operator. Instead, we use the (7, p) stability of closed loop system to achieve this
effect. Second, our analysis does not rely on L., bounds on the estimated Q)-function, which
are generally not possible to achieve with LQR since the @-function is a quadratic function
and the states and inputs are not uniformly bounded. And finally, our analysis gives a
non-asymptotic result.

The proof of Theorem 6.1.14 combines the estimation guarantee of Theorem 6.1.1 with
a new analysis of policy iteration for LQR, which we believe is of independent interest.
Our new policy iteration analysis combines the work of Bertsekas [15] on policy iteration
in infinite horizon average cost MDPs with the contraction theory of Lee and Lim [65] for
non-linear matrix equations.

lim sup |Qr — Qulloe <
t—o00

Algorithm 3 Approximate Policy Iteration for LQR (offline)
Require: Initial stabilizing controller Ky, N number of policy iterations, T length of rollout
for estimation, 0727 exploration variance.
1: fort=0,...,N—1do
2:  Collect a trajectory D; = {(x,ﬁt),ug),x,&t}rl)}le using input u,(f) = Kox,(f) + n,(f), with
) ~ N(0,021).
Qi = EstimateQ(D;, K,).
Kt+1 = G(Qt)-
end for
return K.

Before analyzing Algorithm 2, we analyze a slightly more general algorithm described in
Algorithm 3. In Algorithm 3, the procedure EstimateQ takes as input an off-policy trajectory
D, and a policy K;, and returns an estimate @); of the true ) function @);. We will analyze
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Algorithm 3 first assuming that the procedure EstimateQ delivers an estimate with a certain
level of accuracy. We will then use the results of Section 6.1.2 to specialize EstimateQ to
LSTD-Q. We define the sequence of variables for our analysis:

(i) @y is true state-value function for Kj.
(ii) V; is true value function for Kj.
(iil) K = G(Qy).
(iv) V is true value function for K.
The following proposition is our main result regarding Algorithm 3.

Proposition 6.1.15. Consider the sequence of updates defined by Algorithm 3. Suppose we
start with a stabilizing Ko and let Vi denote its value function. Fix an € > 0. Define the
following variables:

= min{A\yin (S), Amin(R) }
Qmax == max{||S|, | RII} + 2(| Al + | BII)[|Vall ,

AP
w2l AlPVoll
1
NO = [1 — log(25oo(%a ‘/*)/6)1 )
_ [l

M Y
p:=+1—-1/72,
p:=Avg(p,1).

Let Ny > No. Suppose the estimates @t output by EstimateQ satisfy, for all 0 <t < Ny — 1,
Q¢ = pl and furthermore,

n (vl }<ﬂ«1—ﬁv | u3>
— <min ¢ —,eu(l — —
1@ =@l < {fw M=\ 8 BT max(IST, 12} Qo

Then we have for any N satisfying Nog < N < Ny the bound §o(V,Vy) < . We also have
that for all 0 <t < Ny, A+ BK; is (1,p)-stable and || K¢|| < 2Qmax/ 1t

Proof. We first start by observing that if V., V[ are value functions satisfying V' < V4, then
their state-value functions also satisfy () < Q. This is because

o[t o+ [{]vie s

S M
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: : . S 0
From this we also see that any state-value function satisfies ) = 0 Rl
The proof proceeds as follows. We observe that since V;,; < V; (Proposition 6.1.8-(ii)):

Vi=Vi=Vi+Vi—Vig+ Vi 2 Vi=Vi+ V.

Therefore, by triangle inequality we have ||V;|| < ||V; — V|| +|Vi_1]|. Supposing for now that
we can ensure for all 1 <¢ < Ny:

[Voll

(6.1.17)

unrolling the recursion for ||V;|| for Ny steps ensures that ||V;|| < 2||Vp|| for all 0 < ¢ < Nj.
Furthermore,

Q¢ < max{||S|, &I} + [[[A BJII*Vill
< max{|[S|, [R]} + 214" + [ BI*) | Vol
= Qmax .

for all 0 <t < Nj.
Now, by triangle inequality and Proposition 6.1.8-(iii), for all 0 <t < Ny — 1,

0o (Vir1, Vi) < 000 (Vi1 Vier1) + oo (Vig1, Vi)
< b0 Vi1, V1) +7 - 00(Vi, Vi)

< |’W+1;Vt+1|| -0V V2, (6.1.18)

2[| A Voll
uF2[| A Voll?
fact that Vi1 = pul and Vi = ul.
We now focus on bounding [|Vi11 — Vi1 To do this, we first bound ||K;1 — K1),
and then use the Lyapunov perturbation result from Chapter 4. First, observe the simple
bounds:

where v = and the last inequality uses Proposition 6.1.11 combined with the

1B = 7@ < 19 < Qo
fu f
o A+ max 2 max
il = (@) < 1L ¢ S e o Hh

where the second bound uses the assumption that the estimates @t satisfy @t > wul and
1Q: - Qull < A with

A < Quax - (6.1.19)
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Now, by Proposition 4.0.7 we have:
K1 = Kol = 1G(@) = G(Q0]

1+ [Kia)IQ: — Qi
W
(1 + Qmax/1)A

1
2 max
e
Above, the last inequality holds since Quax > p by definition.
By Proposition 4.0.3, because V1 < V;, we know that K ; satisfies for all £ > 0:

. hal .

I(A+ BR )| < 1/Amm<s) 1= AV, 19)

[2] Vo] T "

Sy —// 1 — = =7-p".
w2Vl

Let us now assume that A satisfies:
W N o 1P
p? — 27| B
Then by Proposition 4.0.1, we know that ||[(A + BK;1)*|| < 7-p". Hence, we have that
A+ BK,, is (7, p)-stable.
Next, by the Lyapunov perturbation result of Proposition 4.0.4,

Vi1 = Vi |

J— _T J—
= ||d|yap(A + BKt+1, S + K}I}-lRKt—l—l) — d|yap(A + BKt+1, S + Kt-l,-lRKt-i-l)H
72 =T =
< 1_—I52||K;1RKH-1 — K RK 4|

!

<

<

(6.1.20)

4

— — —T —
- SBE — Ke)(JA+ BEoall + A+ BEal)1S + K}y RR

.
(1-7%)
We bound:

—T — — —
KL R — K RK || < R Kt — Ko [[(| K || + [ K e [])

2
< ORI
W
2] Qo

I1B(Kess =Kol € 2125

A,

max{||A + BK; ], [|A+ BEtHH} <7,

=T o3 | R Qpax
1S+ K RK || < [|S]| + 2
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Therefore,
Y/ 7—2 6||R||Q12nax 7_5 ?nax
[Vier = Vil < 1- 7 13 A+8(1_ﬁ2)2HBHmaX{||S||,”RH}TA
1/ 7 6|R|Qnax s max
== (1 — 2 T 8 s | Bllmax{|[S] [ BI} =57 | A
p\1-=p" pu (1-79) I
14 7 3
< ——— || B|ls max{|| 5], | R|| } —=2A .
u(l—p2)2‘ |+ max{||S|[, [ R]|} e
Now suppose that A satisfies:
1 p(1=7%)° 1 T
A< —ep(l—vy <—
2N BT a9 R} Qi
€ 2 (1-7°)° 1 p
— 20— , (6.1.21)
28 7 ||Bll+ max{||S]], [ B[} Qax

we have for all t < Ny — 1 from (6.1.18):
Ooo (Vi1 Vi) < (1 = 7)e/2+ 7 600 (Vi, Vi) -
Unrolling this recursion, we have that for any N < Ny:
oo (Viv, Vi) < AN - 00a(Vo, Vi) + /2.
Now observe that for any N > N, := (ﬁ log (20 (Vo, Vi) /€)], we obtain:
doo (W, Vi) < e.

The claim now follows by combining our four requirements on A given in (6.1.19), (6.1.17),
(6.1.20), and (6.1.21). O

We now proceed to make several simplifications to Proposition 6.1.15 in order to make
the result more presentable. These simplifications come with the tradeoff of introducing
extra conservatism into the bounds.

Our first simplification of Proposition 6.1.15 is the following corollary.

Corollary 6.1.16. Consider the sequence of updates defined by Algorithm 3. Suppose we
start with a stabilizing Ky and let Viy denote its value function. Define the following variables:

p:= min{ A\in (S), Amin(R) }
= mas{|S], | R} + 20/ A + | BI? + DIVell,
No := [(1 + L/p)log(2000(Vo, Vi) /2) ] -
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Fiz an N1 > Ny and suppose that

1 LY [[Vol|
e<—|1+— . 6.1.22
Nz ( N) Ny ( )

Suppose the estimates @t output by EstimateQ satisfy, for all 0 <t < Ny — 1, @t = ul and
furthermore,

/’L <M>19/2

Then we have for any Ng < N < Nj that 00(Vy, Vi) < e. We also have that for any
0 <t <Ny, that A+ BK; is (\/L/u, Avg(\/1 — u/L,1))-stable and || K| < 2L/ p.

Proof. First, observe that the map z ﬁ is increasing, and therefore v < lﬁ which
implies that 1 — v > e . Therefore if € < l% <1 + ﬁ) % holds, then we can bound:

Vol } ( f )
>ep |l ——) .
{ N1 ( 7) =ch M+L
Next, observe that

1-7"=(1+p)(1=7p) = (L+1/2+p/2)(1/2=p/2) = (1+p)(1 — p) /4= (1= p*) /4.

Therefore,
(1-7°2> (1~ (1—u/L))*/16 = (1/16)(u/L).

We also have that 7 < \/% . This means we can bound:

5 (L7 1 £ et L ()
28 7 || B+ max{[|S]], | R} Qmax - 28 L5 4481 \L
Therefore,
{H H 5#(1—7)}ﬂ(1_ﬁ2)2 1 ,U3 > & ( % ) (ﬁ)lg/Q
N 8 [Bls max{[S], IR} Qe — 448 \ i+ L) \L
The claim now follows from Proposition 6.1.15. O

Corollary 6.1.16 gives a guarantee in terms of d.(Vy, Vi) < €. By Proposition 6.1.13,
this implies a bound on the error of the value functions ||Vy — Vi|| < O(e) for ¢ < 1. In the
next corollary, we show we can also control the error |Ky — K| < O(e).
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Corollary 6.1.17. Consider the sequence of updates defined by Algorithm 3. Suppose we
start with a stabilizing Ky and let Vi denote its value function. Define the following variables:

= min{Apin(S), Amin(R) }
L :=max{[[S, [ BR[|} + 2([|Al]* + 1B + DI[Volls ,
orm [+ 70 g (2o a0

€

Suppose that € > 0 satisfies:

. 2
¢ < in {, 2ol () 1A .

€ 81> log ([ Voll / Amin (Vi)

Suppose we run Algorithm 3 for N := Ny + 1 iterations. Suppose the estimates @t output by
EstimateQ satisfy, for all 0 <t < Ny, Q; = pul and furthermore,

~ £ 1 <ILL>19/2
— < —— [ = . 6.1.23
1Q: — Q:ll < 448 n+ L \L ( )

We have that:
IN\2
|Kx — K. <5 (—) .
1

and that A+ BK; is (\/ L/, Avg(\/1 — /L, 1))-stable and | Ky|| < 2L/p for all 0 <t < N.
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Proof. We set Ny = Ny + 1. From this, we compute:

1N, — K. = 1G(@Qn,) — G(Q))]
(@) (1 + ||G(Q*)||) ”@N N Q H
p CT

<

1 G(Q, ~
<0+l M(Q D (183 — Qnll + 10w — Q.11

_ A+ fa@al) (
I

1Qn, — Qmll + H {gi} (Vo = Vi) [A B] H)

< EEII 13, - @ul + 14 B)IPIVN, - I
L OIO@ID (e i (1 4 By, - i)
< LICID (2 (19" 4 e + 18PIV. e )
<2 (g (5)" o)

:
(s ()1 (5)):

Above, (a) follows from Proposition 4.0.7, (b) follows from the bound on [|Qx, — Q|| from
Corollary 6.1.16, and (c) follows from Proposition 6.1.13 and the fact that doo(Vi,, Vi) < €
from Corollary 6.1.16.

Next, we observe that since V = V,:

000 (Vo, Vi) = log(||V,~ 1/2% 1/2H) < log([IVoll/Amin(V5)) -
Hence we can upper bound Ny from Corollary 6.1.16 by:
No = 2(1+ L/ ) log(2log([| Pol| / Amin (Vi) /€) -
From (6.1.22), the requirement on ¢ is that:

Voll 1 1
210 Jog (210g(HV0”/)‘min(V*))> ’

¢ < min

£

We will show with Proposition 6.1.18 that a sufficient condition is that:

210g(||Voll /Amin (Vi) [ViIl? }
e " 82 log (IVoll/ Amin (Vi) J

e < min{l,
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With Corollary 6.1.17 in place, we are now ready to prove Theorem 6.1.14.

Proof of Theorem 6.1.14. Let Ly := A+ BK, and let (7, p) be such that Ly is (7, p)-stable.
We know we can pick 7 = y/L/u and p = /1 — /L. The covariance ¥; of x; satisfies:

Y = LESo(LE)T + P = 72|20 + Ps

Hence for either t = 0 or ¢t > log(7)/(1 — p), ||Z¢|| < ||Xo]] + [|[Pwll- Therefore, if the
trajectory length 7' > log(7)/(1 — p), then the operator norm of the initial covariance for
every invocation of LSTD-Q can be bounded by ||Xo|| + ||Px||, and therefore the proxy
variance (6.1.5) can be bounded by:

7 < pM|Soll + (14 720" | Pl + o3| B]®
< 2(L/ ) (1%l + 1P|l + ol BI) -
By Corollary 6.1.17, when condition (6.1.23) holds, we have that A+ BK; is (7, Avg(p, 1))

stable, || K| < 2L/u, and ||Q]| < L for all 0 < ¢ < Ny + 1. We now define g := 5(L/u)%.
If we can ensure that

N 1 m P\ 23/2 _
_ < —( L= = .
13- Qul < 555 (HL) (7) = (6:2.24)
then if
L 2 21 i * * 2
§§5(_> min{l, 0(1Voll/ Awin(V2) 2 V.l } |

then by Corollary 6.1.17 we ensure that |Ky — K| <&. By Theorem 6.1.1, (6.1.24) can be
ensured by first observing that ¢); = ul and therefore for any symmetric () we have:

IProj,,(Q) — @ill < [IProj,,(Q) = Qullr < 1Q — Qullr -

Above, the last inequality holds because Proj,(-) is the Euclidean projection operator asso-
ciated with ||| onto the convex set {Q : Q = ul, Q@ = QT}. Now combining (6.1.7) and

. T 2
(6.1.6) and using the bound pQ(liPQ) < gL_/Mu/)L:

T > O(1) max {(n +d)?,

% I\ (n+d)*
( ) D 2 sy 4+ 1Pl + 02 BI),

T \n) o
L (Pt
S = Soll + [Pl + o2|BJ?) b .

Theorem 6.1.14 now follows. O
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The following proposition allows us to solve explicitly for an upper bound on ¢.

Proposition 6.1.18. Let C' > 0. Then for any ¢ € (0, min{1/e, C*}), we have the following
wnequality holds:

elog(l/e) < C'.
As a corollary, let M > 0, then for € € (0,min{M/e, C?/M?}) we have that:
elog(M/e) < C'.

Proof. Let f(e) := elog(1/e). We have that lim._,o+ f(¢) = 0 and that f’(¢) = log(1/e) — 1.
Hence f is increasing on the interval € € [0,1/¢], and f(1/e) = 1/e. Therefore, if C > 1/e
then f(¢) < C for any € € (0,1/e).

Now suppose that C' < 1/e. One can verify that the function g(z) := 1/x + 2logz
satisfies g(x) > 0 for all z > 0. Therefore:

g(C)>0<=1/C+2logC >0
<= 1/C >log(1/C?)
< C > (C?%log(1/C?)
— f(C*) <.

Since C' < 1/e we have C? < C and therefore f(g) < f(C?) < C for all ¢ € (0,C?). This
proves the first part.
To see the second part, use the variable substitution € <— ¢/M, C' < C/M. ]

6.2 Asymptotic Analysis of Model-based and
Model-free Methods for LQR

We focus our asymptotic analysis on two tasks for LQR. The first task is policy evaluation,
which given a stabilizing policy K for (A, B), estimates the value function V' associated with
K. The second task is policy optimization, which finds the optimal LQR controller.

6.2.1 Related Work

We give a brief overview of known model-based and model-free results in the tabular MDP
setting. _

The best known regret bound in the model-based case is O(vV H2SAT) from Azar et al.
[13], which matches the known lower bound of Q(v H2SAT) from [51, 53]~up to log factors.
On the other hand, the best known regret bound in the model-free case is O(V H3SAT') from
the UCB-style Q-learning algorithm of Jin et al. [53], which is worse than the model-based

case by a factor of the horizon length H. Interestingly, there is no gap in terms of the number
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of states S and actions A. It is open whether or not the gap in H for regret is fundamental
or can be closed.

We now turn to the PAC setting. We first look at the “simulator” setting, where an
oracle exists that allows one to query the state transition from any state/action pair at every
timestep. For infinite horizon discounted MDPs, Azar et al. [12] show that model-based
policy iteration can find a & optimal policy with O(SA/((1 — v)32)) samples as long as
e < O(1/4/(1 —~)S), which matches the minimax lower bound given in the same work.
Sidford et al. [102] show that a model-free variance reduced value iteration algorithm also
achieves O(SA/((1 — ~)3?)) sample complexity even beyond the small e regime of the
model-based method. Therefore, in this setting, there is no gap between model-based and
model-free methods in the small € regime, and the best upper bounds currently suggest that
model-free methods actually outperform model-based methods in the moderate € regime by
a factor of 1/(1 —~)? in sample complexity. It is still open if this gap can be resolved in the
moderate € regime.

For tabular MDPs, a popular definition in the literature of a model-free method is one
where the space complexity is sub-linear in the amount of storage needed for a model-based
method. For example, for a finite horizon MDP, one can define a model-free method as having
space complexity o(S?AH), where S is the number of states, A is the number of actions, and
H is the horizon length (see e.g. Jin et al. [53] and Strehl et al. [109]). We note that this
definition does not generalize to the continuous setting; using LQR as an example, storing
the (A, B) matrices for the model requires O(n(n+d)) space, whereas storing the Q-function
requires O((n + d)?) space. Sun et al. [110] present a new information-theoretic definition
of model-free algorithms. Under their definition, they construct a family of factored MDPs
with horizon length H where any model-free algorithm incurs sample complexity Q(2%),
whereas there exists a model-based algorithm that has sample complexity polynomial in H
and other relevant quantities.

6.2.2 Policy Evaluation

Given a controller K € R¥*" that stabilizes (A, B), the policy evaluation task is to compute
the (relative) value function VX (z):

T-1
VE(r) = jlgn E Z@IQ%& +ul Ru; — \g) | 2o = x] , u = Kuxy . (6.2.1)
=0

Above, A is the infinite horizon average cost. It is well-known that VX (z) can be written
as:

VE(z)=022"V,x, V, =dlyap(A+ BK,Q + K'RK) . (6.2.2)

From the Lyapunov equation, it is clear that given (A, B), the solution to policy evaluation
task is readily computable. W study algorithms which only have input/output access to
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(A, B). Specifically, we study on-policy algorithms that operate on a single trajectory,
where the input u; is determined by u; = Kx;. The variable that controls the amount of
information available to the algorithm is T, the trajectory length. The trajectory will be
denoted as {z;}_,. We are interested in the asymptotic behavior of algorithms as T — oo.

Model-based algorithm. In light of Equation (6.2.2), the plugin estimator is a very
natural model-based algorithm to use. Let L, := A + BK denote the true closed-loop
matrix. The plugin estimator uses the trajectory {x:}L, to estimate L, via least-squares;
call this L(T) The estimator then returns Vplug(T) by using L(T) in-place of L, in (6.2.2).
Algorithm 4 describes this estimator.

Algorithm 4 Model-based algorithm for policy evaluation.
Require: Policy 7(z) = Kz, rollout length T', regularization A > 0, thresholds ¢ € (0,1)
and ¥ > 0.
1: Collect trajectory {x;}L, using the feedback u; = w(z;) = K.
2: Estimate the closed-loop matrix via least-squares:

- () (£t )

-1

3. if p(L( )) > ¢ or |L(T)| > 1 then

4: Set Vplug(T) =0.

5: else

6:  Set Voug(T) = dlyap(L(T), Q + KTRK).
7. end if

8:

return f/pmg (T).

Model-free algorithm. By observing that VX (z) = 022 V,z = o2 (svec(V,), svec(xzT)),
one can apply Least-Squares Temporal Difference Learnmg (LSTD) [22 25] with the feature
map ¢(x) := svec(zz") to estimate V,. This is a classical algorithm in RL related to the
LSTD-Q algorithm studied in Section 6.1.2; the pseudocode is given in Algorithm 5.

We now proceed to compare the risk of Algorithm 4 versus Algorithm 5. Our notion of risk
will be the expected squared error of the estimator: E[||V — V;||%]. Our first result gives an
upper bound on the asymptotic risk of the model-based plugin Algorithm 4.

Theorem 6.2.1. Let K stabilize (A, B). Define L, to be the closed-loop matrizv A + BK
and let p(Ly) € (0,1) denote its stability radius. Recall that V, is the solution to the discrete-
time Lyapunov equation (6.2.2) that parameterizes the value function VE(z). We have that
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Algorithm 5 Model-free algorithm for policy evaluation (LSTD) [25].
Require: Policy m(z) = Kz, rollout length T

1: Collect trajectory {z;}, using the feedback u; = 7(z;) = K.

2: Estimate \; ~ o2 tr(V,) from {z;}L,.

3: Compute (recall that ¢(z) = svec(zzT)):

wlstd<T) = ( ; ¢(9Ut)(¢($t) - ¢($t+1))T> (Z(Ct - )\t)¢($t)) )

t=0 t=0

4: Set Vlstd(T) = smat(Wiq(T))-

A~

5: return Viga (7).

Algorithm 4 with thresholds ((,v) satisfying ¢ € (p(Ly), 1) and ¢ € (|| Ly||, 00) and any fized
reqularization parameter X > 0 has the asymptotic risk upper bound:

lim T - E[||Vg(T) = VillF] < 4te((7 = L] @ L) LIV Ly @, 00 P = LI @, L)) .

T—00

Here, Py, = dlyap(L],c21,) is the stationary covariance matriz of the closed-loop system

*wTn

T = Lyxy +wy and ®4 denotes the symmetric Kronecker product.

We make a few quick remarks regarding Theorem 6.2.1. First, while the risk bound is
presented as an upper bound, the exact asymptotic risk can be recovered from the proof.
Second, the thresholds (¢, %) and regularization parameter A do not affect the final asymp-
totic bound, but do possibly affect both higher order terms and the rate of convergence to
the limiting risk. We include these thresholds as they simplify the proof. In practice, we
find that thresholding or regularization is generally not needed, with the caveat that if the
estimate L(7T) is not stable then the solution to the discrete Lyapunov equation is not guar-
anteed to exist (and when it exists is not guaranteed to be positive semidefinite). Finally,
we remark that a non-asymptotic high probability upper bound for the risk of Algorithm 4
can be easily derived by combining the single trajectory learning results of Simchowitz et al.
[105] with the Lyapunov perturbation results of Chapter 4.

We now turn our attention to the model-free LSTD algorithm. Our next result gives a
lower bound on the asymptotic risk of Algorithm 5.

Theorem 6.2.2. Let K stabilize (A, B). Define L, to be the closed-loop matriz A+ BK.
Recall that V, is the solution to the discrete-time Lyapunov equation (6.2.2) that parameter-
izes the value function VX (x). We have that Algorithm 5 with the cost estimates \; set to
the true cost \, := o2 tr(V,) satisfies the asymptotic risk lower bound:

lim inf 7 - E[| Viga(T) = Val}] = 4Rpiug
+ 800 (Poo, LI VZ2L,) tr((I — L] ®, L)) (Pt ®s P ) (I — L] ®, L])™T)

[e.e]
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Here, Rpjg = limp_,oo T'- ]E[H\A/plug(T) — V. ||%] is the asymptotic risk of the plugin estimator,
P, = dlyap(L],021,) is the stationary covariance matriz of the closed loop system x4, =
L.z, +wy, and ®, denotes the symmetric Kronecker product.

Theorem 6.2.2 shows that the asymptotic risk of the model-free method always exceeds
that of the model-based plugin method. We remark that we prove the theorem under an
idealized setting where the infinite horizon cost estimate \; is set to the true cost A,. In
practice, the true cost is not known and must instead be estimated from the data at hand.
However, for the purposes of our comparison this is not an issue because using the true cost
A over an estimator of A\, only reduces the variance of the risk.

To get a sense of how much excess risk is incurred by the model-free method over the
model-based method, consider the following family of instances, defined for p € (0,1) and
1<d<n:

F(p,d,K) ={(A,B): A+ BK =7Pg+~7I,, (1,7) € (0,1), 7+~ < p, dim(F) < d}.
(6.2.3)

With this family, one can show with elementary computations that under the simplifying
assumptions that Q + KT RK = I,, and d =< n, Theorem 6.2.1 and Theorem 6.2.2 state that:

R 2,2
i 7 B[ (1)~ VI < 0 (1205 )

T —p?)?
. R , p2n3
llTIglofng ) E[Hvlstd(T) - V*”F] > ((1 _ ,02)3) )

That is, for #(p,d, K), the plugin risk is a factor of state-dimension n less than the LSTD
risk. Moreover, the non-asymptotic result for LSTD-Q from Section 6.1.2 can be modified
to give a bound ||[Viga(T) — Vil|% < O(n?/T) w.h.p., which matches the asymptotic bound
of Theorem 6.2.2 in terms of n up to logarithmic factors.

Our final result for policy evaluation is a minimax lower bound on the risk of any estimator
over .7 (p,d, K).

Theorem 6.2.3. Fiz a p € (0,1) and suppose that K satisfies S+ K'RK = I,,. Suppose
that n is greater than an absolute constant and T = n(1 — p*)/p?. We have that:

% 2 p°n’
inf  sup  E[|V -V} 2 %5
V (A,B)eF(p,2 K) TN (- 2T

where the infimum is taken over all estimators V taking input {2},

Theorem 6.2.3 states that the rate achieved by the model-based Algorithm 6 over the
family . (p, d, K) cannot be improved beyond constant factors, at least asymptotically; its
dependence on both the state dimension n and stability radius p is optimal.
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6.2.3 Policy Optimization

Given a finite horizon length T, the policy optimization task we study in this section is to
solve the finite horizon optimal control problem:

T—
J, = mlnE Z TSz, +u] Ru) + 21.Swr| | 41 = Axy + Buy + w, . (6.2.4)

w ( "

We will focus on a special case of this problem when there is no penalty on the input:
S = 1I,, R =0, and range(A) C range(B). In this situation, the cost function reduces to
E[ZtTZOthH%] and the optimal solution simply chooses a u; that cancels out the state x;
that is v, = K,z, with K, := —BTA. We work with this simple class of instances so that
we can ensure that policy gradient converges to the optimal solution; in general this is not
guaranteed.

We consider a slightly different input/output oracle model in this setting than we did in
Section 6.2.2. The horizon length T' is now considered fixed, and N rounds are played. At
each round i =1, ..., N, the algorlthm chooses a feedback matrix K; € R?™. The algorlthm
then observes the traJectory {xt };F o by playing the control input ug )= K, %(t Dy nt , where

~ N(0, azld) is 1.i.d. noise used for the policy. This process then repeats for N total

rounds. After the N rounds, the algorithm is asked to output a K (N) and is assigned the
risk E[J(K(N)) — J,], where J(K(N)) denotes playing the feedback u; = K(N)x; on the
true system (A, B). We will study the behavior of algorithms when N — oo (and T is held
fixed).

Model-based algorithm. Under this oracle model, a natural model-based algorithm is
to first use random open-loop feedback (i.e. K; = 0) to observe N independent trajectories
(each of length T'), and then use the trajectory data to fit the state transition matrices (A, B);
call this estimate (E(N), B\(N)) After fitting the dynamics, the algorithm then returns the
estimate of K, by solving the finite horizon problem (6.2.4) with (E(N), E(N)) taking the
place of (A, B). In general, however, the assumption that range(A(N)) C range(B(N)) will
not hold, and hence the optimal solution to (6.2.4) will not be time-invariant. Moreover,
solving for the best time-invariant static feedback for the finite horizon problem in gen-
eral is not tractable. In light of this, to provide the fairest comparison to the model-free
policy gradient method, we use the time-invariant static feedback that arises from infinite
horizon solution given by the discrete algebraic Riccati equation as a proxy. We note that
under our range inclusion assumption, the infinite horizon solution is a consistent estimator
of the optimal feedback. The pseudo-code for this model-based algorithm is described in
Algorithm 6.

L A sufficient condition for the existence of a unique positive definite solution to the discrete algebraic
Riccati equation when R = 0 is that (A, B) is stabilizable and B has full column rank (Lemma 6.2.19).
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Algorithm 6 Model-based algorithm for policy optimization.

Require: Horizon length 7', rollouts NV, regularization A, thresholds ¢ € (0,1),¢, 1, 7.
1: Collect trajectories {{(:ct ,ugi))}fzo}f\il using the feedback K; = 0 (open-loop).
2: Estimate the dynamics matrices (A, B) via regularized least-squares:

(S]] = e,

=1 t=0 i=1 t=0

Set (A B) @(N)
if p(A) > g or ||A]| > ¢ or || B|| > ¢ or 64(B) < 7 then
Set K ppug(V) = 0.
else
Set V = dare(;l, é, I,,0) as the positive definite solution to':

V=A"VA-A"VB(B'VB)'BTVA+1,.

8¢ Set Kpug(N)=—(BVB)'BTVA.
9: end if
10: return Kppg(N).

Model-free algorithm. We study a model-free algorithm based on policy gradients (see
e.g. [92, 126]). Here, we choose to parameterize the policy as a time-invariant linear feedback.
The algorithm is described in Algorithm 7.

Algorithm 7 Model-free algorithm for policy optimization (REINFORCE) [92, 126].
Require: Horizon length T, rollouts N, baseline functions {W(-;-)}, step-sizes {a;}, initial
K, threshold (.
: fori=1,...,N do
Collect trajectory TO = {(:vt ! )}t o using feedback K.
Compute policy gradlent gi as: g; = = (@ Tw(TO: K;).

0.2

: endAfor
: Set Kpg(N) = Kx.

1

2

3

4: Take policy gradient step: K; 1 = PrOJ” 1<c (i — aigi).
5

6

7. return Kg(N).

In general for problems with a continuous action space, when applying policy gradient
one has many degrees of freedom in choosing how to represent the policy 7. Some of these
degrees of freedom include whether or not the policy should be time-invariant and how much
of the history before time ¢ should be used to compute the action at time ¢. More broadly,
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the question is what function class should be used to model the policy. Ideally, one chooses
a function class which is both capable of expressing the optimal solution and is easy to
optimize over.

Another issue that significantly impacts the performance of policy gradient in practice
is choosing a baseline which effectively reduces the variance of the policy gradient estimate.
What makes computing a baseline challenging is that good baselines (such as value or ad-
vantage functions) require knowledge of the unknown MDP transition dynamics in order to
compute. Therefore, one has to estimate the baseline from the empirical trajectories, adding
another layer of complexity to the policy gradient algorithm.

In general, these issues are still an active area of research in RL and present many
hurdles to a general theory for policy optimization. However, by restriction our attention
to LQR, we can sidestep these issues which enables our analysis. In particular, by studying
problems with no penalty on the input and where the state can be canceled at every step, we
know that the optimal control is a static time-invariant linear feedback. Therefore, we can
restrict our policy representation to static linear feedback controllers without introducing any
approximation error. Furthermore, it turns out that the specific assumptions on (A, B) that
we impose imply that the optimization landscape satisfies a standard notion of restricted
strong convexity. This allows us to study policy gradient by leveraging the existing theory
on the asymptotic distribution of stochastic gradient descent for strongly convex objectives.
Finally, we can compute many of the standard baselines used in closed form, which further
enables our analysis.

We note that in the literature, the model-based method is often called nominal control
or the certainty equivalence principle. As noted in Section 5.2, one issue with this approach
is that on an infinite horizon, there is no guarantee of robust stability with nominal control.
However, as we are dealing with only finite horizon problems, the notion of stability is
irrelevant.

Our first result for policy optimization gives the asymptotic risk of the model-based
Algorithm 6.

Theorem 6.2.4. Let (A, B) be such that A is stable, range(A) C range(B), and B has full
column rank. We have that the model-based plugin Algorithm 6 with thresholds (o,(,,7)
such that ¢ € (p(A),1), ¢ € ([|A]l,00), ¥ € (||B]l,00), and v € (0,04(B)) satisfies the
asymptotic risk bound:

Jim N B[ (Roug (V) — ] = O(d(tx(P2) + [K.J[3) + o (1)
Here, P, = dlyap(A,agBBT + 02 1,) is the steady-state convariance of the system driven

with control input u; ~ N(0,0‘%Id), K, is the optimal controller, and O(-) hides constants

- 2 2
depending only on oy, 0,.

We can interpret Theorem 6.2.4 by upper bounding P! =< o0.%I,. In this case if
| K]|% < O(n), then this result states that the asymptotic risk scales as O(nd/N). Sim-
ilar to Theorem 6.2.1, Theorem 6.2.4 requires the setting of thresholds (g, (,%,v). These
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thresholds serve two purposes. First, they ensure the existence of a unique positive definite
solution to the discrete algebraic Riccati solution with the input penalty R = 0 (the details
of this are worked out in Section 6.2.7.2). Second, they simplify various technical aspects of
the proof related to uniform integrability. In practice, such strong thresholds are not needed,
and we leave either removing them or relaxing their requirements to future work.

Next, we look at the model-free case. As mentioned previously, baselines are very in-
fluential on the behavior of policy gradient. In our analysis, we consider three different
baselines:

T
U,(T K) = Z (e (Simple baseline by(x;; K) = ||lz¢]|3.)

=t+1
T
(T K) = Z”[Eg”% —V&(z,), (Value function baseline b,(z;; K) = V;*(2,).)
=t
U (T K) = AX (24, uy) - (Advantage baseline AX (zy,u,) = QF (x4, u,) — VX (2,).)

Above, the simple baseline should be interpreted as having effectively no baseline; it turns out
to simplify the variance calculations. On the other hand, the value function baseline V;¥ is a
very popular heuristic used in practice [92]. Typically one has to actually estimate the value
function for a given policy, since computing it requires knowledge of the model dynamics.
In our analysis however, we simply assume the true value function is known. While this is
an unrealistic assumption in practice, we note that this assumption substantially reduce the
variance of policy gradient, and hence only serves to reduce the asymptotic risk. The last
baseline we consider is to use the advantage function AX. Using advantage functions has
been shown to be quite effective in practice [101]. It has the same issue as the value function
baseline in that it needs to be estimated from the data; once again in our analysis we simply
assume we have access to the true advantage function.

Our main result for model-free policy optimization is the following asymptotic risk lower
bound on Algorithm 7.

Theorem 6.2.5. Let (A, B) be such that A is stable, range(A) C range(B), and B has full
column rank. Consider Algorithm 7 with Ky = Ogxn, step-sizes o; = [2(T —1)o204(B)?-i] 7!,
and threshold ¢ € (|| K,||,00). We have that the risk is lower bounded by:

. = 1

hNHi)loféfN'E[J(Kpg<N)) -] = oa(B)2(1+ | B|?) X
Q(T?*d(n + || B||%)?) + or(T?) (Simple baseline)
Q(Td(n+ ||B||%)(n+ [|BTB||%)) + or(T)  (Value function baseline) .
Q(d(n + ||B||%)||BTB||%) (Advantage baseline)

2 2

Here, €)(-) hides constants depending only on o), o, .
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In order to interpret Theorem 6.2.5, we consider a restricted family of instances (A, B).
For a p € (0,1) and 1 < d < n, we define the family ¥(p, d) over (A, B) as:

G (p,d) = {(pU U], pU,) : U, e R UMU, = I} .

This is a simple family where the A matrix is stable and contractive, and furthermore we
have range(A) = range(B). The optimal feedback is K, = —U] for each of these instances.

Theorem 6.2.5 states that for instances from ¢(p, d), the simple baseline has risk Q(7? -
dn3/N), the value function baseline has risk Q(7 - dn?/N), and the advantage baseline has
risk Q(d?n/N). On the other hand, Theorem 6.2.4 states that the model-based risk is
upper bounded by O(nd/N), which is less than the lower bound for all baselines considered
in Theorem 6.2.5. For the simple and value function baselines, we see that the sample
complexity of the model-free policy gradient method is several factors of n and T more
than the model-based method. The extra factors of the horizon length appear due to the
large variance of the policy gradient estimator without the variance reduction effects of the
advantage baseline. The advantage baseline performs the best, only one factor of d more
than the model-based method.

We note that we prove Theorem 6.2.5 with a specific choice of step size «;. This step size
corresponds to the standard 1/(mt) step sizes commonly found in proofs for SGD on strongly
convex functions (see e.g. Rakhlin et al. [94]), where m is the strong convexity parameter.
We leave to future work extending our results to support Polyak-Ruppert averaging, which
would yield asymptotic results that are more robust to specific step size choices.

Finally, we turn to our information-theoretic lower bound for any (possibly adaptive)
method over the family ¥ (p, d).

Theorem 6.2.6. Fix a d < n/2 and suppose d(n — d) is greater than an absolute constant.
Consider the family 4 (p,d) as describe above. Fiz a time horizon T and number of rollouts
N. The risk over any algorithm A which plays (possibly adaptive) feedbacks of the form
u = Kixy +n with || K] < 1 and n ~ N(0, a%]d) is lower bounded by:

1 dn—d
inf  sup  E[J(A) - J] 2 (n—d)
pe(0,1/4), oy o5 N

(A,B)e¥(d,p)

Observe that this bound is Q(nd/N). Therefore, Theorem 6.2.6 tells us that asymptoti-
cally, the model-based method in Algorithm 6 is optimal in terms of its dependence on the
state and input dimensions n and d over the family ¢(p, d).

6.2.4 Asymptotic Toolbox

Our analysis relies heavily on computing limiting distributions for the various estimators we
study. A crucial fact we use is that if the matrix L, is stable, then the Markov chain {z;}
given by x4 = L,z + wy with w, ~ N(0,021,) is geometrically ergodic. This allows us
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to apply well known limit theorems for ergodic Markov chains. In what follows, we let ~>»

denote almost sure convergence and 2 denote convergence in distribution.
Our main limit theorem is the following CLT for ergodic Markov chains.

Theorem 6.2.7 (Corollary 2 of Jones [54]). Suppose that {z;}2, C X is a geometrically
ergodic (Harris) Markov chain with stationary distribution w. Let f : X — R be a Borel
function. Suppose that E.[|f|*T°] < oo for some § > 0. Then for any initial distribution, we
have:

vn (% Z flai) = En[f(x)}) 2 N(0,0%),
where
o} = Varg(f(zo)) + 2 Z Cov(f(wo), flzi)) -

We first state a well-known result that concerns the least-squares estimator of a stable
dynamical system. In the scalar case, this result dates back to Mann and Wald [76].

Lemma 6.2.8. Let xy.1 = Lyxy + w; be q\dynamical system with L, stable and w; ~
N(0,021). Given a trajectory {z:},, let L(T) denote the least-squares estimator of L,
with reqularization A > 0:

T-1

~ 1 A

L(T) = in = — L5 + SIILII -
(T) = arg min 5 t:0||$t+1 il + SILF

Let P, denote the stationary covariance matriz of the process {x;}2,, i.e. L,Py L] — Py +
021, =0. We have that L(T) => L, and furthermore:

VTvee(L(T) — L) % N(0,02(PL @ 1,,)) .

Proof. Let X € RT*" be the data matrix with rows (xg,...,27_;) and W € RT*" be the
noise matrix with rows (wy, ..., wr_1). We write:

L(T) = Ly = =ML, (X X + ML) '+ WTX(XTX + \I,,)~".
Using the fact that vec(AXB) = (BT ® A)vec(X),
VTvee(L(T) — L) = —VTvecAL (X X + ML) ™) + (T XTX) "' @ L,)vec(T*WTX) .

It is well-known that {z;} is geometrically ergodic (see e.g. Mokkadem [82]), and therefore
the augmented Markov chain {(x;,w;)} is geometrically ergodic as well. By Theorem 6.2.7
combined with the Cramér-Wold theorem we conclude:

T
vec(TY2WTX) =171/ Z vec(w,r; ) 2 N(0, By, w[vec(wz vec(wz ")) .

t=1
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Above, we let vy denote the stationary distribution of {x;}. We note that the cross-
Correlatlon terms disappear in the asymptotic covariance due to the martingale property
of 1wyl . We now use the identity vec(wzT) = (z ® I,)w and compute

Eomr wvec(wa T )vec(wr )] = Epop wl(z @ L)ww' (27 @ 1))
= 00 Epn (2 ® In)(xT ® 1,)]
= 02 By (22T ® 1,)]
=02 (Pe®1,) .

We have that T-'XTX 2% P by the ergodic theorem. Therefore by the continuous
mapping theorem followed by Slutsky’s theorem, we have that

(T'XTX) ' ® L)vec(TV*WTX) 2 N(0,02 (P2 ® 1)) .

On the other hand, we have:

1 a.s.
VTvec( AL (XTX + \I,,)7Y) = ﬁvec()\L*(T_lXTX +T7AL)™H 22 0.

The claim now follows by another application of Slutsky’s theorem. O

We now consider a slightly altered process where the system is no longer autonomous,
and instead will be driven by white noise.

Lemma 6.2.9. Let x;1 = Az, + Bu; + wy be a stable dynamical system driven by u; ~
N(0,0214) and w, ~ N(0,0%1,). Consider a least-squares estimator © of @* = (A,B) €

R™("+d) pased off of N independent trajectories of length T, i.e. {{ZISZ = (xt U )}t NS

-1
~ 1 i 7 7 )‘
O(N) =arg  min -§ :E oy = Ax? = BuP |3+ ZII[A - BlIl5-.

Let Py, denote the stationary covariance of the process {x1}52,, i.e. Py solves
APLAT — Py, +0.BB" + 0,1, =0.

We have that O(N) % ©, and furthermore:

VNvee(®(N) — ©,) wN( % [Pg;l (1/53)&} ®In+o(1/T)) |
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Proof. Let Z®) € RT*("+4) be a data matrix with the rows (2, ..., 24 ), and let W@ € RT*"
be the noise matrix with the rows (w((f), s wgﬁ)_l). With this notation we write:
Ny Tl SN -1
By @—(zfz;JQ)(zTZ$ww»Mm)_&
i=1 " t=0 =1~ t=0

-1
1 . .
> F (2020 + ”n+d)

N 1 N -1
T (%) T (%)
+ (Z z ) (z Laoyrz0 m)
1
Taking vec of G5(N):

1w 1 A - 1 e 1
— “(7N\T7(@) o - - (@) ¢ (ONT
vec(Gy(N)) = (N;T(z 'z +N]"+d> @ I, | vec (N;T 3 w” (z) ) .
Now we write vec(w;z] ) = (2 ® I,)w; and hence
= ] Tl T =
E | vec (T Zwtz,T) vec (T ngj) =73 Z E[(z, ® I)wy, wy, (21, ® 1,)]
=0 =0 t1,t2=0
02—
= T—“2’ E[ztth] ® I, .
=0
We have that:
N
1 1 A
N ]

Hence by the central limit theorem combined with the continuous mapping theorem and
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Slutsky’s theorem,

VNvec(G(N)) 220,

-1

® I,

9 —
O

1
? ? Z E{th;r]
t=0

- (0. e [t Bl 6 Ten)

To finish the proof, we note that Eza]] = Sj_t A‘M(A)T := P, with M := 0:BB" + o1,
and Py = 0 (since zp = 0). Since A is stable, there exists a p € (0,1) and C' > 0 such that
| A¥|] < CpF for all k > 0. Hence,

VNvec(Go(N)) 2 N | 0,

2t
CA(ADT 2 20 2 P
|1Poc — Bl = ZA (A7 < ¢ |M||;P = C7l|M]1
Therefore,
= T 1
72 P P = TZH o) + 7P
t=0 t=1
-1
Z — Bl + = HP |
M| N~ o, 1
Sorm—m 2P0 + 5P
clmy 1
L e = o0/T).
Therefore, [+ VBl )7t = P24 O(1/T) from which the claim follows. O

Next, we consider the asymptotic distribution of Least-Squares Temporal Difference
Learning for LQR.

Lemma 6.2.10. Let xy.1 = Az, + Bu; + wy be a linear system driven by u; = Kx; and
wy ~ N(0,021,). Suppose the closed-loop matriv A + BK is stable. Let v, denote the
stationary distribution of the Markov chain {x:}{2,. Define the two matrices As, Boo, the
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mapping ¥ (x), and the vector w, as

Awi=  E o) (o) — o),

o ( Jo(2))
Buim B (06— v@)Two@)o@)T],

' ~op(-|z,m ()

Ya)= E  [o()],

o' ~p(-|z,m(z))
w, = svec(Vy) .

Let Wiq(T') denote the LSTD estimator given by:

Biaa(T) = (2 $a) (6(w) —¢<xt+l>>T) (2@ - At>¢<xt>> .

t=0
Suppose that LSTD is run with the true Ay = A\, = U?U tr(V,) and that the matriz Ay is
invertible. We have that Wia(T) ~= w, and furthermore:
VT (@a(T) — w,) % N(0, AL B ALT) .

Proof. Let ¢; = 2] (S + KTRK)x;. From Bellman’s equation, we have ¢; — A, = (¢(x;) —
¥(xy))Tw,. We write:

-1

alstd<T) — Wy = i ¢($t)(¢($t) - ¢(l’t+1))T - (Ct - )\*)¢(l‘t)> — Wi

= Z ¢(x1)(p(w) — P(we41))T o(xe)(D(zr) — w(l‘t))T> Wy — Wy

o~
=)
o~
Il
— O

S

—

|
—

|
(]

d(20)(P(x) — P(w141))" (2:)(P(we41) — w(ﬂft))Tw*>

il
%O

|
N[ =
(]

—_

d(xe)(P(xe) — ¢<$t+1>>T> (% i D(x) (P(Te41) — ¢($t))Tw*) .

t= =0

[e=]

We now proceed by considering the Markov chain {z; := (z;,w;)}. Observe that z;; is
zi-measurable, and furthermore the stationary distribution of this chain is v, x N(0,021,).
From this we conclude two things. First, we conclude by the ergodic theorem that the
term inside the inverse converges a.s. to A, and hence the inverse converges a.s. to A
by the continuous mapping theorem. Next, Theorem 6.2.7 combined with the Cramér-Wold
theorem allows us to conclude that

= ) Olaan) = o)) T B N0, B)

The final claim now follows by Slutsky’s theorem. [
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As a corollary to Lemma 6.2.10, we work out the formulas for A, and B, and a useful
lower bound.

Corollary 6.2.11. In the setting of Lemma 6.2.10, with L, = A+ BK, we have that the
matrix As 18 invertible, and:

As = (P ® Po) — (P L] ®, PiL])

By = (Ufu (Pro, LIVEL*> + 20-,3}“‘/;”%‘)(2(P00 ®s Poo) + SVGC(POO)SVGC(POO)T)
4 2072 (svec(Pa )svec(Pa LT V2L, Pyy) T + svec(Pa L] V2L, Ps, )svec(Ps) ")
+ 802 (P L] V2L, Poy ®; Puy) .

Furthermore, we can lower bound the matriz A Boo AL by:

AL Boo AL = 800 (Poo, LIVZL)(I = L] @, L)) (P! @ PN = L @, L) T

o)

+ 1602 (I — L] @, L)) (L] V2L, ®s POY(I — L @, L))" T, (6.2.5)

o0

The proof of Corollary 6.2.11 is involved and deferred to the end of this section. Next, we
state a standard lemma which we will use to convert convergence in distribution guarantees
to guarantees regarding the convergence of risk.

Lemma 6.2.12. Suppose that { X, } is a sequence of random vectors and X, 2 x. Suppose
that f is a non-negative continuous real-valued function such that E[f(X)] < co. We have
that:

liminf E£(X,)] > E[f(X)].

n— oo
If additionally we have sup,>, E[f(X,)'*¢] < oo holds for some ¢ > 0, then the limit
limy, 00 E[f(X,)] exists and

Tim E[f(X,)] = E[f(X)]
Proof. Both facts are standard consequences of weak convergence of probability measures;
see e.g. Chapter 5 of Billingsley [17] for more details. O

The next claim uniformly controls the p-th moments of the regularized least-squares
estimate when 7' is large enough. This technical result will allow us to invoke Lemma 6.2.12
to obtain convergence in LP.

Lemma 6.2.13. Let 2;,1 = L,x; + w; with wy ~ N(0,021,) and L, stable. Fiz a reqular-
ization parameter A > 0 and let L(T) denote the LS estimator:

-~

T-1
1 A
L — in — — La,|I2 + =\ LII% .
(T) arg min o ;ZOHI}H |3 + 7 I L]I%
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Fiz a finite p > 1. Let Cp, xn and Cp, xn,p denote constants that depend only on L., \,n
(resp. Ly, \,n,p) and not on T,§. Fix a § € (0,1). With probability at least 1 — §, as long
as T > Cp, xnlog(1/6) we have:

log(1/9)

L(T) - L,|| <,
I1L(T) | <CLian T

Furthermore, as long as T' > Cp, \np, then:

1

E(IL(T) = Lull") < CL snp gz

Proof. Recall in the notation of the proof of Lemma 6.2.8,
L(T) = Ly = AL, (X X + ML) '+ WTX(XTX + \,,)~".

Now let us suppose that we are on an event where X T X is invertible. Let X = ULV denote
the compact SVD of X. We have:

L.
Amin(XTX + A1)
@ L

T Anin(XTX + ML)

IZ(T) = Ll < A WX (XTX + ML) 7|

+HWTX(XTX) .

The inequality (a) holds due to the following. First observe that (XTX +A1[,,)72 < (XTX)2.
Therefore with M = WTX | conjugating both sides by M, we have M (XTX + \I,)2MT
M(XTX)2MT. Hence,

IM(XTX + ML) = vV Amax(M(XTX + A\I,,)~2MT)
<V Amax (M (XTX)2MT)
= [MXTX).

By Theorem 2.4 of Simchowitz et al. [105] for T > Cy, ,, log(1/d), there exists an event &€
with P(€) > 1 — 4 such that on £ we have:

| Zais(T) — Ly|| < €}, \/log(1/8)/T, X'X = C} T -1,.

Hence on this event we have | L(T) — L, | < CL, naV/10g(1/9)/T.
For the remainder of the proof, O(-) will hide constants that depend on L,,n,p, A but

not on 7" or 4. We bound the p-th moment as follows. We decompose:
E[[|L(T) = Li[]"] = E[|[L(T) = Ly|["1e] + E[| L(T) — Ly|[P1e] -
On &€ we have by the inequality (a + b)? < 2P~!(a? + b?) for non-negative a, b,

IZ(T) = Ll < 27O /T?) + O((log(1/)/T)""?))
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On the other hand, we always have:
IL(T) = Lo P < 227 (| LI + (IWT X /A)P) -
Hence:
~ 1 2p71 -
E[|L(T) = Lu["Lee] < 27| L. ["P(E°) + —-E[[W X" Lee]

p—1

2
< 27| LJP5 + S VRV TX |75

We will now compute a very crude bound on E[HWTX ||??] which will suffice. For non-negative

ay, we have (a; + ... + ap)?® < T*~1(32]_, a;”) by Holder’s inequality. Hence

T-—1

t=0

T
antnﬁpnxm?ﬁ]

t=1

2p

E[|W'X|*] =E

S T2p_1E

~

= T K|y || Z [EA

< TQ”E[IIw1II2p]||PooIlpEg~N<o,z>[|lgll2p]
= O(T*).

Above, P, denotes the covariance of the stationary distribution of {z;}. Continuing from
above:

-~ or—1
B[IE(T) = LulPled = 271 |1 + =~ /O[T)3

We now set § = O(1/T°) so that the term above is O(1/T?/?). Doing this we obtain that
for T sufficiently large (as a function of only Ly, p, A),
E[||L(T) - L[] < O(1/T*"?).
O

The next result is the analogue of Lemma 6.2.13 for the non-autonomous system driven
by white noise.

Lemma 6.2.14. Let 2441 = Az, + Buy 4+ wy with wy ~ N(0,07,1,), uy ~ N(0,0215), and A
stable. Fix a regularization parameter X > 0 and let (:)(N) denote the LS estimator:

T-1
~ 1 i 7 7 )‘
O(N)=arg  min § D Nl = Aal? — B+ DI [A Bl

n><(n+d)§
(A,B)ER i1 1=0
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Fiz a finite p > 1. Let Co, rpna and Co, 7 rndp denote constants that depend only on
O,, T, \,n,d (resp. ©,, T, \,n,d,p) and not on N,§. Fix a 6 € (0,1). With probability at
least 1 — 0, as long as N > Ceg, 1anqlog(1/d) we have:

~ , log(1/d
IO(N) ~ 4] < Tl ) 2L

Furthermore, as long as N > Ceo, 7 xn.dp, then:

1

E[|O(N) = O] < Co, rnnin s -

Proof. The proof is nearly identical to that of Lemma 6.2.13, except we use the concen-
tration result of Proposition 3.1.1 instead of Proposition 3.2.1 to establish concentration
over multiple independent rollouts. We omit the details as they very closely mimic that of
Lemma 6.2.13.

We note that in doing this we obtain a sub-optimal dependence on the horizon length
T. This can be remedied by a more careful argument combining Proposition 3.1.1 with
Proposition 3.2.1. However, as in our limit theorems only N the rollout length is being sent
to infinity (e.g. T is considered a constant), a sub-optimal bound in 7" will suffice for our
purpose. ]

Our final asymptotic result deals with the performance of stochastic gradient descent
(SGD) with projection. This will be our key ingredient in analyzing policy gradient (Algo-
rithm 7). While the asymptotic performance of SGD (and more generally stochastic approx-
imation) is well-established (see e.g. Kushner and Yin [60]), we consider a slight modification
where the iterates are projected back into a compact convex set at every iteration. As long
as the optimal solution is not on the boundary of the projection set, then one intuitively does
not expect the asymptotic distribution to be affected by this projection, since eventually as
SGD converges towards the optimal solution the projection step will effectively be inactive.
Our result here makes this intuition rigorous. It follows by combining the asymptotic analy-
sis of Toulis and Airoldi [113] with the high probability bounds for SGD from Rakhlin et al.
[94].

To state the result, we need a few definitions. First, we say a differentiable function
F : RY — R satisfies restricted strong convezity (RSC) on a compact convex set © C R if it
has a unique minimizer 6, € int(0) and for some m > 0, we have (VF(0),0—0,) > m|/0—0,|*
for all # € ©. We denote this by RSC(m, ©).

Lemma 6.2.15. Let F € C3(©) and suppose F' satisfies RSC(m, ©). Let 0, € © denote the
unique minimizer of F' in ©. Suppose we have a stochastic gradient oracle g(0;&) such that
g is continuous in both 0,& and VF(8) = E¢[g(0;€)] for some distribution over £. Suppose
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that for some G1,Gy, L >0, for all p € [1,4] and § € (0,1), we have that

glelg]Ee[Hg(H;ﬁ)llp] <GY, (6.2.6)
P (suplo(0:6)] > Gapolvog(1/6)) <3, (627)
Eelllg(0:€) — g(0:€)2) < LI — 0P Vo € © (623)

Given an sequence {&}:2, drawn i.i.d. from the law of £, consider the sequence of iterates
{0:}2, starting with 0, € © and defined as:

1

Or1 = Proj@(Ht —oug(0&)), ar= i

We have that:

lim mT - Var(6r) = =, (6.2.9)

T—o0

where 2 = lyap(2ly — V2F(0,),Ee[g(0x;€)g(0.;€)T]) solves the continuous-time Lyapunov
equation:

(51— V2F(0.)) E+E (51— VEF(0.)) +Eelg(0::9(0:9 = 0. (62.10)
We also have that for any G € C*(©) with VG(0,) = 0 and V2G(6,) = 0,

liminf T - E[G(07) — G(0,)] > QL tr(V2G(0,) - 2) . (6.2.11)

T—o00 m

We defer the proof of this lemma to Section 6.2.5 of the Appendix. We quickly comment
on how the last inequality can be used. Taking trace of both sides from Equation 6.2.10, we
obtain:

— m 1
(= (VF(0.) — 210) = SEellg0:6)|7] .
We now upper bound the LHS as:

tr(Z - (V2F(6,) — %Id))
= tr(2- V2G(0,)"2 - V2G(0,) (VP F(6,) — %Id)V2G(0*)‘1/2 - V2G(6,)'?)
< 2(2 - V2G(0,) Amax (V2G(0,) V2 (V2F(6,) — %]d)VQG(H*)‘W)

= t2(2 - V2G(6,)) A (V2G(0,) " (V2F(6,) — %Id)) .
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Combining the last two equations we obtain that:

L | P
liminf 7 - E[G(07) - G(6.)] > 5~ tr(E- V*G(6.))
1

2 I (V2G (0 L(VPE(6) — 21))

2

Eellg(6.: )17 -
(6.2.12)

We will use this last estimate in our analysis.

6.2.4.1 Deferred Proof of Corollary 6.2.11

Proof. In the proof we write ¥ = 02 I,,. First, we note that a quick computation shows that
P(x) = svec(LaxTLT +%).

Matrix A,,. We have

o(z) — (') = svec(wx’ — (Lo + w)(Lx +w)")

=svec(za' — Lea' LT — Law" — w2 LT —ww') .
Hence, conditioning on z and iterating expectations, we have
As = By [0(2)svec(za’ — Loz LT — %)7].
Now let m,n be two test vectors and M = smat(m), N = smat(n). We have that,
m' Agn = By [v" Ma{zz" — Loa"LT — X, N)]

=By [t"Mz(2™(N — LTNL)z — (X, N))]

=Epu [t"Mzz"(N — LTNL)z] — (X, N)Eyo,. [2" M2

= Eylg" PXPMPgg" PL*(N = LTNL)P?g] — (8, N)(M, Px)

= 2(PY2MPY? PY2(N — LTNL)PY?) + (M, P,,))(N — LTNL, P..)

— (X, N)(M, Py)
— 2(PUAMPL, PN — LTNL)PY?).

where the last identity follows since LPs, LT — Py, + X = 0. We therefore have:

Aso = (Poo ® Pyy) — (Poo LT @4 Py LT)
= (P ®s Po)(I = LT @, LT).

Note that this writes A, as the product of two invertible matrices and hence A, is invertible.
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Matrix B,,. We have

(p(z') — ¥(x),w,) = svec(Law" +wr' LT +ww' — ¥)Tw,
=22 L"Vow + (ww' — %, V) .

Hence,

(p(2)) — (x),w,)? = 4(x"LTV,w)? + (ww' — X, V)2 + 42" LTVwlww' — %, V,)
= T1 + TQ —|— T3 .
Now we have that mTB,n is
m' Bon = E[Tya" Mxx" Nx) + B[Tya" Moz No| + B[Tsa" Mox" Na] . (6.2.13)
First, we have
E[T\a" Mzz" Nx| = 4E[(x" LT V,w)?2" M2z N
= 4R[z" L™V, ww "V, Lea" Mz Nx]
= 4R[z"LTV, YV, Lex" Mzx" Na]
— 4R, [g" (PXPLTV.SV,LPY?)gg" (P> M PY?)gg" (PY/*N PY*)g]
Now we state a result from Magnus to compute the expectation of the product of three
quadratic forms of Gaussians.
Lemma 6.2.16 (See e.g. Magnus [72]). Let g ~ N(0,1) and Ay, Az, A3 be symmetric ma-
trices. Then,
Elg" A1gg" Agg" Asg] = tr(Ay) tr(Ay) tr(As)
+ 2(t1'(A1) tI'(AQAg) + tI'(Ag) tI‘(AlAg) + tI'(Ag) tI'(AlAQ))
+ Str(AlAQAg) .

Now by setting
Ay = PALTV, RV, LPY?
Ay = P2PM P2,
A3 = PYANPY?,
we can compute the expectation E[T}x" Mzx" Nx| using Lemma 6.2.16. In particular,
tr(Ay) tr(Ay) tr(As) = (Ps, LTV,XV, LYym svec(Ps )svec(Ps ) '
tr( A1) tr(AsAz) = (Poo, LTV,SV,LYm" (P ®5 Poo)n
tr(Ag) tr(A; As) = m svec(Py)svec(Poo LTV, SV, LPs) 0,
) =
) =

n
tr(As) tr(A;Ay) = m'svec(Ps LTV, XV, L Py )svec(Ps) ',
tr(A;AgAs) = mT (P LTV, SV, LPy, @, Pso)n
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Hence,

Elg" A1g9" Asgg" Asgl = m" ((Pao, LTViEVLL)(2(Poo ® Pao) + svec( Pao)svec(Pac)T)
+ 2svec( Py )svec(Po LTV, XV LPy) T + 2svec(Pa LTV, XV, L Py )svec( P )"
+ 8(Poo LTV, XV, LPys, @ Poo))n .

Next, we compute
E[Tya" Mzz" Nx] = E{ww’ — %, V)2 Moz Nz
= E[(ww" — %, V,)’|E[z" Maz Nx] .
First, we have
E[(ww' — 5, V.)?] = E[(w'Viw)?] — 203, Vo) E[w Vow] + (3, V)

= 2| SV EYR L + (Vi 2)2 — 2(8, Vi)? + (Vi B)°
= 2| S22

On the other hand,
E[z"Mzz"Nz] = 2(PY2MPY? PY2NPY?) + (M, P,.)(N, P..) .
Combining these calculations,
E[Tyx" Mzx" Nz] = 2||SY2V, 512 2(2(PY2 M PY? PY2NPY?) 4+ (M, Py ) (N, Py))
= 2|22V, B2 ||2m T (2(Pae @5 Pso) + svec(Ps )svec(Pso) "0

Finally, we have E[T32T Mxz" Nx| = 0, which is easy to see because it involves odd powers
of w. This gives us that B, is:

Boo = ((Poo, LTV, XV, L) + 2|22V, 52 ||2)(2( Pae @4 Pao) + svec(Paso)svec(Ps)T)
+ 2svec( Py )svec(Pa LTV, XV, LPy)T + 2svec( P LTV, XV, LPy )svec(Pa )T
+ 8(Py L'V, XV, LPy @, Ps.) .
This completes the proof of the formulas for A, and B..

To obtain the lower bound, we need the following lemma which gives a useful lower bound
to Lemma 6.2.16.

Lemma 6.2.17. Let A; be positive semi-definite and let Ay be symmetric. Let g ~ N(0,1).
We have that:

E[gTAlg(gTAgg)z] > 2tr(Ay) tr(A3) + 4tr(A A7) .
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Proof. Suppose that A; # 0, otherwise the bound holds vacuously. From Lemma 6.2.16,
ElgTA1g(g" A29)?] = tr(Ay) tr(Ag)? + 2tr(Ay) tr(A2) + 4tr(Ay) tr(A; Ay) + 8tr(AL A2) .
Since A; is PSD and non-zero, this means that tr(A;) > 0. We proceed as follows:

tr(A;As)

tr(Ap)1/2

tr(A; Ag)?
tr(A;)

tr(A}/2 AL 4,)?

tr(A;)
A0 A4 As |
tr(A;)
= tr(A;) tr(Ay)? + 4tr(A,A2)

4| tI'(Ag) tr(AlAQ)‘ = 2| tI‘(AQ) tl"(Al)l/2| 2

(a)
S tI'(Al) tl"(Ag)Q + 4

= tr(A;) tr(Ag)* +4

(b)
< tr(Ay) tr(A)? + 4

where in (a) we used Young’s inequality and in (b) we used Cauchy-Schwarz. The claim now
follows. O

We now start from the decomposition (6.2.13) for By, with m = n and noting that
E[Ty(x"Mz)?] > 0 and E[T3(z" Mz)3] = 0:

m' Boomn > E[Ty (2" Mz)?]

(a)
> 8(Py, LTV,XV,LYM" (Py ®; Poo)m + 16m" (P LTV, XV, LPy, @4 Pog)m. .

Above in (a) we applied the lower bound from Lemma 6.2.17. Hence since m is arbitrary,
Bao = 8(Ps, L"V,XV,L)(Pso ®4 Ps) + 16( Py LTV, XV, LPs, ®, Ps.) .

We also have that Ay, = (P ®s Poo)(I —LT®LT), and hence Al = (I - LT L") (P ' ®,
P_Y). Therefore,

[e.9]

AL BLAL = 8(Po, L'V,EV,LYI — LT @, L") (P! @, P — LT @, LT)™T

o0

+16(I - LT @, L") M LTV.XV, L@, P -~ LT @, L") T.

o0

6.2.5 Asymptotic Analysis of Projected SGD

We now state a high probability bound for SGD. This is a straightforward modification of
Lemma 6 from Rakhlin et al. [94] (modifications are needed to deal with the lack of almost
surely bounded gradients), and hence we omit the proof.
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Lemma 6.2.18 (Lemma 6, Rakhlin et al. [94]). Let the assumptions of Lemma 6.2.15 hold.
Define two constants:

M :=supl|0]|, Gz :=sup|VF(@)] .
66 66

Note that since © is compact, both M and G3 are finite. Fix a T >4 and 6 € (0,1/e). We
have that with probability at least 1 — 6, for allt < T,

2 2
16— 0,2 < polylotg(T/(S) (Gl + G3 N M(Gy + Gg)) |

m2 m

We are now in a position to analyze the asymptotic variance of SGD with projection. As
mentioned previously, our argument follows closely that of Toulis and Airoldi [113]. For the
remainder of the proof, O(-) and Q(-) will hide all constants except those depending on ¢
and d. Introduce the notation:

ét—i—l =0, — atg(et; ft) )
Or+1 = Projg(0e+1) -
Let & := {ét = 6;} be the event that the projection step is inactive at time ¢. Recall that
we assumed that 6, is in the interior of ©. This means there exists a radius R > 0 such that
{0 : |0 — 6,]| < R} C O. Therefore, the event {||6; — 0,]| < R} C &. We now decompose,
Var(0t+1) = Var(0t+1 - ét-}—l + ét+1)
== Var(§t+1) + Var(0t+1 — §t+1) + COV(9t+1 — §t+1, ét+1) + COV(§t+1, 0t+1 - ét-l—l) .

We have that,

9t+1 - 9~t+1 = (9t+1 - ét+1)1£§+1 .

Hence,

[Var(f41 — 01)|| < E[[|f11ep,, — Opralee, |17

t+1 t+1

< 2(E[|ei1|*Leg,, ] + Eller|*Le,,])

t+1 t4+1

< 2(\/E[H9}+1H4]E[155+1] + ME[1g]).

t+1

We can bound E[||f,41]|*] by a constant for all ¢ using our assumption (6.2.6). On the other
hand,

Elg, ] < P([|6141 — 6]l > R) .

By triangle inequality,

161 = 6ull < 16 — 6.l + cvellgell -
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By Lemma 6.2.18 and the concentration bound on ||g:|| from our assumption (6.2.7), with
probability at least 1 — 4,

1641 — 04]] < O(polylog(t/5)/ V1) .

Hence for ¢ large enough, E[lg | < O(exp(—t*)) for some o > 0. This shows that

[Var(fys1 — bi1)|| < O(exp(—t®)). Similar arguments show that
max{||Cov (01 — Ops1, 0141) ||, [[Cov(Brsr, Or41 — Bry1) ||} < Ofexp(—t%)) .
Hence:
Var(6,,1) = Var(f;41) + O(exp(—t)) .
Therefore,

Var(0;11) = Var(041) + O(exp(—t*))
= Var(; — ag(01: &) + O(exp(—t*))

= Var(6,) + o?Var(g(0;;&)) — a.Cov(8y, g(0s; &) — aCov(g(0s;&,),0,)  (6.2.14)
+ O(exp(—t%))

= Var(6;) + a;Var(g(0s;&)) — a:Cov (8, VF(6;)) — a;Cov(VF(6;),0;) (6.2.15)
+ O(exp(—t7)) .

Now we write:

Var(g(0s; &) = Var(g(0.; &) + (904 &) — 9(04:&)))
= Var(g(0; &) + Var(g(0:; &) — 9(04: &)
+ Cov(g(0s; &), 9(04 &) — 9(0x5&)) + Cov(g(Os; &) — 9045 0), 9(04; &) -

We have by our assumption (6.2.8),

[Var(g(6s; &) — 9(0s; €| < Ellg(0:; &) — 9(0x; €0)[I°]
= EetE§[||g(9t; &) — g(0s; ft)“z]
< LE[)|6; — 6,]°] .

On the other hand,

||COV(9(8*§§t)79<9t§§t> - 9(9*;51:))” < QE[HQ(@*;§t)||||g(9t§§t) - 9(9*3&)”]
< 2v/E[l9(0s; &) Pl 9(0:; &) — 965 &)%)
< 2\/LG%E[||9t — 0,7 .
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The same bound also holds for [[Cov(g(6:;&) — (04 &), 9(04;&))||. Since we know that
E[]|0; — 6,]|*] < O(1/t), this shows that:

Var(g(0:; &) = Var(g(6;€)) + oi(1) -
Next, by a Taylor expansion of VF(6;) around 6,, we have that:

VE(0,) =V*F(0,)(0; — 0,) + Rem(0; — 0,),
where ||Rem(6;—0,)|| < O(||6;—6.]|?). Therefore, utilizing the fact that adding a non-random

vector does not change the covariance,
Cov (6, VF(0,)) = Cov(8,, V2F(0,)(0; — 0,) + Rem(6, — 0,))
= Cov(0;, V*F(0,)(6; — 0,)) + Cov(6;, Rem(6; — 6.,))
= Cov/(0;, V2F(¢9*)9t) + Cov(0; — 0,,Rem(6;, — 0,))
= Var(6,)V*F(0,) + Cov(6; — 0,,Rem(0; — 6,)) .
We now bound Cov(6; — 0,,Rem(6; — 6,)) as:
ICov(8; — 6., Rem(6; — 6.))[| < OE[[|6; — 6.[]) < O(polylog(t)/t*?).

Above, the last inequality comes from the high probability bound given in Lemma 6.2.18.
Observing that Cov(6;, VF(6;))" = Cov(VFE(6;),0;), combining our calculations and contin-
uing from Equation (6.2.15),
Var(0y41) = Var(6;) + of (Var(g(6,;€)) + 0:(1)) — au(Var(6,) V2 F(0,) + V*F(6,)Var(6,))
+ auO(polylog(t)/#2) + Ofexp(~t2))
We now make two observations. Recall that oy = 1/(mt). Hence we have O(exp(—t®)) =
g

220(t? exp(—t*)) = a?o,(1). Similarly, a,O(polylog(t)/t*/?) = a2O(polylog(t)/t'/?) =
ozfot(l). Therefore,

Var(0;41) = Var(6;) — ay(Var(0,)V2F (0,) + V2F(0,)Var(6;)) + of (Var(g(6,; €)) + o:(1)) .

This matrix recursion can be solved by Corollary C.1 of Toulis and Airoldi [113], yielding
(6.2.9).

To complete the proof, by a Taylor expansion we have:
T T A
E[F(6r) — F(0,)] = 3 tr(V2F(0,)E[(07 — 0,) (07 — 0,)T]) + E]E[st(Q)(GT —0,)%%.

As above, we can bound IE[V3£(0)(Or — 0,)%%]] < O(E[||07 — 6.]]3]) < O(polylog(T)/T3/2),
and hence T - [E[V3f(0)(©r — 0,)®%]] — 0. On the other hand, letting pur := E[07], by a
bias-variance decomposition,
E[(0r — 0.)(07 — 0.)] = E[(0r — pr)(0r — pir)"] + (pr — 0.) (ur — 0.)7
> E[(0r — pr)(0r — pr) "] = Var(6r) .
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Therefore,
T E[F(0r) ~ F(0.)] > 5 - tr(VF(6,)(mT)Vax(0r)) — B[V (6)(0r — )]

Taking limits on both sides yields (6.2.11). This concludes the proof of Lemma 6.2.15.

6.2.6 Analysis of Policy Evaluation Methods
In this section, recall that S, R, K are fixed, and furthermore define M := S + K"RK.

6.2.6.1 Proof of Theorem 6.2.1

The strategy is as follows. Recall that Lemma 6.2.8 gives us the asymptotic distribution
of the (regularized) least-squares estimator L(7") of the true closed-loop matrix L,. For a
stable matrix L, let V(L) = dlyap(L, M). Since the map L +— V(L) is differentiable, using
the delta method we can recover the asymptotic distribution of v/Tsvec(V (L(T)) — V5.
Upper bounding the trace of the covariance matrix for this asymptotic distribution then
yields Theorem 6.2.1.

Let [DV(L)] denote the Fréchet derivative of the map V(-) evaluated at L, and let
[DV(L)](X) denote the action of the linear operator [DV(L)] on X. By a straightforward
application of the implicit function theorem, we have that:

[DV(L,)](X) = dlyap(L,, X "V,L, + L]V, X) .

Before we proceed, we introduce some notation surrounding Kronecker products. Let I"

denote the matrix such that (A ®, B) = 3TT(A® B+ B ® A)I for any square matrices

A, B. It is a fact that I'vec(S) = svec(S) for any symmetric matrix S. Also let IT be the
orthonormal matrix such that ITvec(X) = vec(XT) for all square matrices X. It is not hard
to verify that II"(A ® B)Il = (B ® A), a fact we will use later. With this notation, we

proceed as follows:

svec([DV(L)|(X)) = (I — L] ®, L]) 'svec(X "V, L, + LTV, X)
= (I - L@, L) 'T'vec(X"V,L, + LTV, X)
= (I - L] @ L)' T((L{ Vi @ L)1+ (I, ® L] V,))vee(X) .

Applying Lemma 6.2.8 in conjunction with the delta method, we obtain:

VTsvec(V(L(T)) — V,.) 2 N, 05(I — L] ®, LT)'S(I = LT @, L])7T)
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where,

S i=T[((L]Vi ® L)+ (I, ® LIV)) (P! @ L) (LT V. ® L)+ (I, ® L]V,))TTT

A
NS

(L] V, ® I)I(PL @ L)Y (V. L, @ I,) + (I, ® LIV,)(PL' ® 1) (I, ® V,L,)]I'T
=2I[(L]V, ® L), ® P, Y(ViL, ® 1) + (I, ® L] V,) (P! ® L) (I, ® V. L))"

= 2U((L]V?L, ® P') + (P! @ LyV2L)TT

= 4(L]V?L, ®, P .

o0

In (a), we used the inequality for any matrices X,Y and positive definite matrices F, G, (see
e.g. Chapter 3, page 94 of Zhang [128]):

X+ F+G) X+ < XF'XT+vea YT,

Suppose that the sequence {||Z7|2} is uniformly integrable, where Z := v/Tsvec(V (L(T))—
V.). Then:

lim T-E[|V(L(T)) = Val}] < 46((I = L] @, L) LIV Lo @, 0n PO = LT @, LT) 7)),
which is the desired bound on the asymptotic risk.

We now show that the sequence {||Zr|%} is uniformly integrable. Fix a finite p > 1.
Since L, is stable and ¢ € (p(L,), 1), there exists a C, such that || L¥|| < C.¢* for all k > 0.
For the rest of the proof, O(-),Q(-) will hide constants that depend on L, Cy,n,p, A, , v,
but not on 7. Set ép = O(1/T7/?) and let T be large enough so that there exists an
event Egyq promised by Lemma 6.2.13 such that P(Egqq) > 1 — 07 and on Egqq we have

HE(T) — L,|| < O(y/log(1/67)/T). Let T also be large enough so that on Egyy, we have
|L(T) — Ly|| < min((y — px)/Cy, 0 — || Li||). With this setting, we have that on Egqq, for any
€ (0,1),

L(e) := aL(T) + (1 — )L,

e {reripw <. el <min (120 + 520 ) b= 6.

Therefore on Egqq, for some a € (0, 1),

I[V(Z(T)) = Vil = DV (L(a)](I(T) = L)

< iugH[DV(Z)HWL(T) — L]l = Cipl L(T) — L. -

Here the norm [|[H]|| := sup x| < [I[HH](X)||. We have that Cy, is finite since G is a compact
set. Next, define the set Gajg as:

Oaig == {L € R - p(L) < ¢, |IL] <9},
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and define the event Epjg as Eag == {E(T) € Gaig}. Consider the decomposition:

Ell[Vorg (T) = VAl = EllVong (T) = Vil Legaa] + El[[Vorg(T) = VilP1eg, ]

< E[”Viﬂug(T) - ‘/*“plgde} + E[valug(T) - ‘/;”p]'géddﬂgmg]
+ E[H%lug(T) - ‘/:*legéddﬁg/gllJ )

In what follows we will assume that T is sufficiently large.

On Egyq- On this event, since we have Egyq C Ealg, We can bound by Lemma 6.2.13:

E([Vorug(T) = VallP L) = Ell|Vog (T) = Vil Legaareng] < CHLEIIL(T) = Lo|F] < O(1/T"?).

On &§yq N Eng- On this event, we use the fact that Gajg is compact to bound:

E[[[Vorg (T) = Vil["1eg

Bdd

néwe) < sup [|diyap(L, S + KTRK) — V,|[PP(Eg4q N Enig)

LegAIg

< sup ||dlyap(L, S + KTRK) — V;|Pdr

EegAlg

<O(1/T"?).
On &4y NERE-  On this event, we simply have:

E[[|Vone(T) = Vil eg, oz, ] = IV IPP(ESas N Exg) < IVallPor < O(1/T??) .

Putting it together. Combining these bounds we obtain that IE[||17plug(T) — Vi||P] <
O(1/T7/?). Recall that Zy = svec(V(L(T)) — V,). We have that for any finite ¥ > 0 and
T > Q(1):

E[|ZrlF") = T*PE|V(L(T)) - Villz ]
nGENPTENLE(|V(L(T)) = V4]
nGANRTEEN2O(1 ) TE/2)
n(2+v)/2(9(1) )

N

N

A

On the other hand, when T' < O(1) it is easy to see that E[|Zp||%"] is finite. Hence we
have supzs, E[|| Z7||57] < oo which shows the desired uniformly integrable condition. This

concludes the proof of Theorem 6.2.1.
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6.2.6.2 Proof of Theorem 6.2.2

Lemma 6.2.10 (specifically (6.2.5)) combined with Lemma 6.2.12 tells us that:
lim inf 7+ B[] uwa(T) = Val[}] > tr(AL B AL)
— 00
> 807, tr({Poo, LIVL)(I = L @4 L) (P! @4 P = LY @4 L7)7T)
+ 1602 tr((I — L] @, L™ (LIV?L, @, PLY(I — L] @, L]))77) .

[e.e]

The claim now follows by using the risk bound from Theorem 6.2.1.

6.2.6.3 Proof of Theorem 6.2.3

Let Ey, ..., Ex be d-dimensional subspaces of R" with d < n/2 such that || Pg, — Pg, || r 2 Vd.
By Proposition 8 of Pajor [90], we can take N > e™™~9. Now consider instances A4; with
A; = 7Py, + I, for a 7,7 € (0,1) to be determined. We will set 7 4+ v = p so that each A;
is contractive (i.e. [|A4;]| < 1) and hence stable. This means implicitly that we will require
T < p. Let P; denote the distribution over (z1, ..., ) induced by instance A;. We have that:

T
KL(P;, ) = Y Eagpup, [KLN (Aizy, 0°1), N (Aj, 1))
t=1

1 T
=52 > Ecrl
t=1

(A = Aj)a3]

T
14; — A;|”
< TQJ tr(Eqy o, (122 )
=1
-2
_ 2p d n—d
1—p2 1-—72
< 77 i
1—p?

Now if we choose n(n — d) > 4log2 and T' 2 n(1 — p?)/p?, we can set 72 < “U222 and

. I(V;X)+1og 2
obtain that % <1/2.

On the other hand, let P; = dlyap(A;, I,,). We have that for any integer k£ > 0:

k
k
(TP, + 1) = (7P, +91n)" =) ( €>W#<Péi — Pp,)

=0
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Hence,
Pi— Py = ((AN)TA} — (A))TA))
k=1
= S a2
k=1
o0 oo 2k ok
— (Z 2kl 4 Z Z ( ’ )7%57'6) (Pg, — Pg;)
k=1 k=2 (=2
2T = (k?) k—¢ z)
<<1 -7 = o\
Therefore,

2yt T
P, — Pj|\lp > ——<||Pe, — Pe,llr 2 ——Vd.
IP. = Pl 2 = 5511Pe. = Palr 2 =5V

The claim now follows by Fano’s inequality and setting d = n/4.
6.2.7 Analysis of Policy Optimization Methods

6.2.7.1 Preliminary Calculations

Given (A, B) with range(A) C range(B) and rank(B) = d, let Jy (K) for a K € R denote
the following cost:

T
=k Z||$t||2] , Tppy = Az + Bug +wy, up = Ko, we ~ N(0,W).

Here we assume 7' > 2 and W is positive definite. We write J(K) = J,2;, (K) as shorthand.
Under this feedback law, we have z; ~ N (0, ZZ% L(K)"W (L(K))T) with L(K) := A+ BK.
Letting L be shorthand for L(K), the cost can be written as:

—_

t— t—

=) e @WELHT) =Ta(W)+ > > (LWL .

t=1 ¢ t=1 1

[y

I
)
~
I

Let K, denote the minimizer of Jy (K); under our assumptions we have that K, = —BTA.
Furthermore, because of the range condition we can write A = BBTA. Therefore, L(K) =
B(B'A + K). While the function Jiy (K) is not convex, it has many nice properties. First,
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Jw (K) satisfies a quadratic growth condition:

Jw (K) = Jw(K,) > (T = 1) tr(LWLT)

= (T - 1) tr(B(B"A+ K)W(B'A + K)"BT)

= (T — 1)vec(B'A+ K)"(W ® B"B)vec(B'A + K)
> (T = 1) Ain(W)0min(B)*|| K — K| % -

108

(6.2.16)

Next, we will see Jy, (K) satisfies restricted strong convexity. To do this, we first compute
the gradient V.Jy (K). Consider the function M + M?* for any integer ¢ > 2. We have that

the derivatives are:

-1 =1
[DMZ](A) _ ZMkAMZ—k—l 7 [D(MZ)T](A) _ (Mé—k—l)TAT(Mk)T
k=0 k=0
By the chain rule,
1
[DL(K))(A) =Y L(K)*BAL(K)“F 1,

=
Il

0

Hence by the chain rule again,

[Dtr(L(K)"W (LY)M)](A) = (wa Z(Lf-k—l)TATBT(L’“)T>

k=0

/-1
( L BALZ"‘”W(LK)T)

k=0
-1
— < T Lk)Twa(Lkafl)T A> .

We have shown that:

-1
Vi tr(L(K)'W(L(K))T) =2 BT(LF)TLW (LT

Therefore we can compute the gradient of Jy (K) as:

'ﬂ

-1 /-1

VJw(K)=2(T —1)B"LW +2 (T — )BT (L*)TL'W (LT .

~
||
(V]

k=0
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Now observe that L(K) = B(K — K,) and therefore:

<VJW<K)7 K — K*> = tr(VJW(K)(K - K*)T)

~

-1 ¢-1
2(T — 1) tr(LWLT) + 2 (T — 0) tr(L*W(LHT)

2 0

o~
[|
£
Il

—~
N

a

2(T — 1) tr(LWLT)

>
> 2<T - 1>)‘min(W)‘7min(B)2HK - K*H% .

Above, (a) follows since tr(AB) > 0 for positive semi-definite matrices A, B. This condition
proves that K = K, is the unique stationary point, and establishes the restricted strong
convexity RSC(m, R%*") condition for Jy (K) with constant m = 2(T — 1) Apin(W)Omin(B)?.

Finally, we show that the Hessian of Jy (K) evaluated at K, is positive definite. Fix a
test matrix H € R¥" and define the function g(t) := (H,VJw (K, + tH)). By standard
properties of the directional derivative, we have that HessJy (K, )[H, H] = ¢’(0). Observing
that L(K, +tH) =t - BH, we have that:

9(t) = 27 = eV HT 5T BH)

N

+ 2 (T — Ot* " tr(H'BT(H"BY)*(BH)W (HTBT)**1) |

(=2 k=0

from which we conclude:

HessJyw (K,)[H, H] = 2(T — 1) tr(WHTBTBH) = 2(T — 1)vec(H) (W @ BT B)vec(H) .

6.2.7.2 Proof of Theorem 6.2.4

Recal that the pair (A, B) is stabilizable if there exists a feedback matrix K such that
p(A+ BK) < 1. We first state a result which gives a sufficient condition for the existence
of a unique positive definite solution to the discrete algebraic Riccati equation.

Lemma 6.2.19 (Theorem 2, Molinari [83]). Suppose that V = 0, (A, B) is stabilizable, and
B has full column rank. Then there exists a unique positive definite solution V' to the DARE:

V=A"WA-A"VB(B'VB)'BTVA+S. (6.2.17)

This V' satisfies the lower bound V' = S, and if A is contractive (i.e. ||A|| < 1) satisfies the

upper bound ||V < - HHHQ

Proof. Define the map U(z; A) := BT (27, — A)""V(zl, — A)"'B. Let K be such that
A+ BK is stable. We observe that for |z| = 1, we have that:

U(z; A+ BK) = B*(z1,, — (A+ BK))™*V(zI, — (A+ BK))"'B = 0.
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This is because V > 0, B*B > 0, and the matrix zI,, — (A + BK) does not drop rank since
A+ BK has no eigenvalues on the unit circle. Therefore by Theorem 2 of Molinari [83], there
exists a unique symmetric solution V' that satisfies (6.2.17) with the additional constraint
that BTV B = 0 and that p(A4.) < 1 with A, := A— B(BTVB)"'BTV A. But (6.2.17) means
that:
AlVA, = (A—-B(B'VB)'B'WA)'V(A - B(B'"VB)'BTV A)
= ATVA-A"VB(B'VB)'B'WVA-ATVB(B'VB)'B'VA
+A"VB(B'VB) 'B'VB(B'"VB) 'BTVA

=ATVA-ATVB(B'VB)'BTVA

=V-5.
Hence, we have ATV A. —V + S = 0, and since A, is stable by Lyapunov theory we know

that V' = S. Furthermore, since V' = 0, (6.2.17) implies that V' < ATV A + S from which
the upper bound on ||V follows under the contractivity assumptions. O

Next, we state a result which gives the derivative of the discrete algebraic Riccati equa-
tion.

Lemma 6.2.20 (Section A.2 of Abeille and Lazaric [5]). Let (S, R) be positive semidefinite
matrices. Suppose that (A, B) are such that there exists a unique positive definite solution
V(A,B) to dare(A, B, S,R). For a perturbation [Ay Apg] € R™"D we have that the
Fréchet derivative [Da,5)V (A, B)] evaluated at the perturbation [AA AB] is given by:

[Deas) V(A B)|([Aa Ap]) = dlyap (AC,AIV [As Ap] Bﬂ + Bd [Aa AB}TVAC> :

where V.=V (A,B), K = —(BTVB+ R)"'BTVA, and A. = A+ BK.

With these two lemmas, we are ready to proceed. We differentiate the map h(A, B) :=
—(B"W(A,B)B + R)"'BTV (A, B)A. By the chain rule:

[Diap)h(A,B)|(A) = —(BVB+ R) " (B"VA,+ ALVA+ BT [DiapV](A)A)
+(B'"VB+ R) " (ALVB+ B"VAp+ BT [DapV]|(A)B)(B'VB+R)'B'"VA.

We now evaluate this derivative at:
A=A B=B,V=1,,R=0.

Note that V(A, B) = I,, and also by Lemma 6.2.20, we have that [D4 )V (A, B)| = 0, since
A. = 0. Therefore the derivative [D4 gyh(A, B)|(A) simplifies to:

[Dianh(A,B)(A)=—(B"B)"Y(B"As+ ALA) + (B'B) "(ALB+ BTAp)B'A
— _—B'A,+ B'AgBTA .
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Hence we have:

vec([Da,pyh(A, B)|(A)) = [—(In ® BY) (BTA)T® BT} vec(A) .
Now using the assumption that A is stable, from Lemma 6.2.9 we have that by the delta
method:

VNvee(h(A(N), B(N)) — K,) % N(0,¥) = ¢,

where
v ltem) wares) ([T o) (WA Y] rom.
We now make use of the second order delta method. Recall that the Hessian of J at K, is
HessJ(K,)[H, H] = 2(T —1)o2(H, BTBH). If v/Nvec(K(N)—K,) 2 ¢, then by the second

order delta method:

N (J(K(N)) = J.) 2 (T = 1)o2¢ (I, ® B'B)y.

Next we make an intermediate calculation:

el |t BB e BY (BT e B
| L,®BB —((B'A)T @ BBY)
B [—(BTA ® BB") B'AAT(BY)T ® BBTl

I, —(BTA)T
[—BTA BIAAT(B)T

]@BBT.

Let Zy :=N- (J([A((N)) —J,). To conclude the proof, we show that the sequence {Zy} is
uniformly integrable. Once we have the uniform integrability in place, then by Lemma 6.2.12:

~

Jim N (J(K(N)) =)

I (15 o)) L o) o
oS w (%5 ) [Ba maaran] ) 5B +or)

tA112
15 Al A”F) d+ or(1).

2
0-7)

T—1
=0l —— (tr(Pool) +

To conclude the proof, let C,,p, be such that [|A*|] < C,pF with p, € (0,1): these
constants exist because A is stable. Now define the events:
Eng = {p(A(N)) <o, [[AWN) <¢, IBIN)| <4, ga(B(N)) >},
1—ps

Egaa = {|A(N) — A < o IB(N) - B|| < 0a(B)/2} .
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Fix a finite p > 1. We write:
E[Z%] = N?E[(J(K(N)) — J.)"1ey,,] + NPE[(J(K(N)) — J.)"1e, ]

= NPE[(J(K(N)) — J.)"Ley,,] + NPE[(J(K (N)) — J.)"1eg
+ NPE[(J(K(N)) — J)PLeg, nes

Bdd' 'CAlg

[

[ S saNEnie)

]

= NPE[(J(K(N)) = J)"ley,,| + NPE[(J(K(N)) = J,)"1eg
+ NP(J(O) J)PP(Eggg N Enig)

< NPE[(J(K(N)) = J)"1gg,,] + NPE[(J(K(N)) = J)"1e
+ N?(J(0) = Jo)"P(Egaq) -

Bdd m“:Alg]

We now consider what happens on these three events. For the remainder of the proof, we
let C' denote a constant that depends on n,d, p, C,, ps, 0,¢, 0,7, A, B, T,e,02, Un but not on
N, whose value can change from line to line.

On the event £gyy. By a Taylor expansion we write:
B(A(N), BN)) = h(A, B) = [Diash(A, B)] ([AV) — 4 Bv) - B]) |

where A = tA+ (1—t)A(N) and B = tB+ (1 —t)B(N) for some ¢ € [0,1]. Observe that on
Egdd, we have that

A,Beg:{< B llA) < 1Al + 5552 HBHSHBHHd(B)/?,od(B)zad(B)/2}-

By Proposition 4.0.1 each (A, B) € G is stabilizable (since A is stable) and B has full column
rank. Therefore by Lemma 6.2.19, for any (A, B) € G we have that dare(A, B, I,,,0) has a
unique positive definite solution and its derivative is well defined. By the compactness of G
and the continuity of h and its derivative, we define the finite constants

Ck = sup ||h(A,B)||, Caeiv := sup ||[D,ph(A, B .
A,Beg

A,Beg

We can now Taylor expand J(K) around K, and obtain:

~ 1 A ~
J(K(N)) =3 HessJ (K — K., K(N) - K,]
1 ~
<3 ( sup  |[HessJ (K )H) K (N) = K[
1K <Cre+II1 K|
d ~
<3 ( sup  |[Hess.J (K )ll) Clarn (IA(N) = AP + | B(N) = BI) .
IKII<Cr -+ K|
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Hence for N sufficiently large, by Lemma 6.2.14 we have

N?-E[(J(K(N)) = J,)P1gs,,] < CNP(E[|A(N) — A|[*] + E[|| B(N) — B||*)

<ON(3)=C.

On the event £y N Ea. In this case, we use the bounds given by 5A|g to bound the
controller K'(N). Lemma 6.2.19 ensures that the solution V = dare(A(N), B(N), 1,,0)
exists and satisfies > I,,. Let the finite constant Cp be

Cp:= sup ||dare(A, B, I,,0)|| .
p(A) <o, AII<CIIBlI<Y,0a(B) 2y

We can then bound ||K (N)|| as follows. Dropping the indexing of N,

~ At~ s AT~ 1 C
IR = WBTVB) BTV A < s BTV A < rue
O min
Therefore:
NP -E[(J(K(N)) = J)P1eg, nen,) < NP - Sup M(J(K) — )" | P(Egga) < ONPP(Egyy) -
IKlI<=Ly=

By Lemma 6.2.14, we can choose N large enough such that P(Egyy) < 1/NP so that NP -
E[(J(K(N>) J )plgdemgAlg] < C

On the event g4y NEL,.  This case is simple. We simply invoke Lemma 6.2.14 to choose
an N large enough such that P(E5,,) < 1/(N(J(0) — J,))P.

Putting it together. If we take NV as the maximum over the three cases described above,
we have hence shown that for all NV greater than this constant:

E[Z%] < C.
This shows the desired uniform integrability condition for Zy. The asymptotic bound now
follows from Lemma 6.2.12.
6.2.7.3 Proof of Theorem 6.2.5

The proof works by applying Lemma 6.2.15 with the function F(0) = Jy (K) with W =
0:BB" + 0,1, and G(0) = J(K). We first need to verify the hypothesis of the lemma. We
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define the convex domain © as © = {K € R¥" : | K|| < ¢}. Note that K, is in the interior
of ©, since we assume that || K| < . Recall that the policy gradient g(K;¢) is:

T-1
1
9(K; ) = ;mef% , &= (Mo, Wo, M1, Wi, ooy NT—1, WT—1) -

n t=1

It is clear that x; is a polynomial in (K, &). Furthermore, all three of the W,’s we study are
also polynomials in (K, ¢). Hence [Dkg(K;€)] is a matrix with entries that are polynomial
in (K,&). Therefore, for every &, for all fixed K7, Ky € ©,

19(K1;€) — g(Ka;8)||r < ;%%H[DKQ(K;@]HFHK — K|

Hence squaring and taking expectations,

Eelllg(K1;€) — 9(K2;€)|17] < Ee ;%%H[DKQ(K;@]H% | Ky — K5 .

We can now define the constant L := E¢ [supgco||[Drg(K;€)]||F]. To see that this quantity
L is finite, observe that ||[Drg(K;&)]||% is a polynomial of ¢ with coefficients given by K
(and A, B). Since K lives in a compact set ©, these coefficients are uniformly bounded and
hence the their moments are bounded. In Section 6.2.7.1, we showed that the function Jx(K)
satisfies the RSC(m, ©) condition with m = 2(T — 1)020min(B)?. Also it is clear that the
high probability bound on ||g(K;€)||r can be achieved by standard Gaussian concentration
results. Hence by Lemma 6.2.15, and in particular Equation 6.2.12,

. ~ Ee[llg(Ky; )%
Hminf V- E[J(K) = L] 2 g7 1)afuomin(B)2>\mai((VZJ(K*))_I(VQJz(K*) )

R0l
ST = Draia (B + o BIP)

(6.2.18)

Above, the inequality holds since we have that,

V2J(K,) =2(T —1)(c21, ® B'B),
V2Is(K,) =2(T = 1)((opIn + 02BBT) ® B'B) = V*J(K,) + 2(T — 1)o2(BB" ® B'B),

and therefore,

_ m 02 Umin(B)2 _
(VEI(E)) VP In(KL) = S lna) = Ia + —3 (BB @ L) = —=——([,® (B'B) ™)
02
< I+ —(BB"®1,).
Jw

The remainder of the proof is to estimate the quantity E¢[||g(K,;€)[|%]. Note that at
K = K,, x; = Bn;_1 +w;_; since the dynamics are cancelled out. Define ¢;_,p := ZethngHQ.
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At K = K,, we have ¢; 7 = Y., || Bne + we||2. Observe that we have for t, > t,, for any
h that depends on only (7, Wiy, Mgy 41, Wey 415 --- )

E[(nt17nt2><xt1v xt2>h] = ]E[<77t1777t2>(<B77t1—1’ Bnt2—1> + <wt1—17 wt2—1>
+ <B77t1—17wt2—1> + <BTIt2—1= wt1—1>)h]
=0.

As a consequence, we have that as long as W, only depends on (9, wy, 41, Wit1, -..):

T-1

T-1
1
Elllg(K; &)%) = ;ZE[HWH [EA(RvA Z E[(eys 0e2) (@11 00) Wy W |
n t=1 77 to>t1=1
T-1

1
= — > Elllml*l ]93]

n ¢t=1

Simple baseline. Recall that the simple baseline is to set b;(xs; K) = ||2¢||?>. Hence, the
policy gradient estimate simplifies to g(K;¢&) = 0% Zthzl nixl cii17. Since we have that
n

ct41-57 at optimality only depends only on (9;, wy, Ng1, Wit1, --.), we compute E[||g(K,; &)||%]
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as follows:
E[||g(K.; &)7]
=
; ]E ||77t|| ||$t| Ct+1—>T]
n =1
=
= — > E||nl?|Bre—1 + wi|]?
=
T—1 T—1
< (Bt vl +2 3 1B+ wal B + wal?)|
=t lo>01=t
=
= > E[| By + wet [P mel* 1| Be + wil|)
n t=1
| T-1 Tl
+ 5> > BBy w1 B+ e
T t=1 f=t+1
T-17T-1
3 E B 2 2 B 2 B 2
+U4 [B7—1 + w0 17| Bne + w71 Bne, + we, ||7]
m t=1 K2>t
T-1 T-1
3 ENB 2 2 B 2 B )
+— 1B7:—1 + we [0 1° | Brey, + we, [|7]| By, + we,||7]
T t=1 Lo>01=t+1
g T-1 T-1
=1 E[||Bni—1 + w1212 |1 Bre, + we, |2 Bne, + we,||*] + o(T?)
M =1 Ly>l=t+1
g T-1 T-1
== (B[ B + wol|2))* + o(T*)
M t=1 ly>01=t+1
1
= T d(@3| Bk + o) + o(T°)
n

Value function baseline. Recall that the value function at time ¢ for a particular policy

K is defined as:
T
=E ZHWHQ Ty = f] :
=t

We now consider policy gradient with the value function baseline b;(z; K) = V5 (x;):

T-1

= =2 Wtﬂft Ct—»T — K(xt))
n =1
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Recalling that under K, the dynamics are cancelled out, we readily compute:

Vi (@) = 2l + (T = t)(o | BIIF + oun) -

Therefore:

T-1
9(Ki€) = — met (ctr1mr — (T = t)(oyl| Bll5 + oun) -

=1
Define (8 := o7||B||% + o,n. We compute the variance as:

T-1

E[llg(H.: ©)1F] ZE

t=1

el Bpe— + wes |I*

117

T-1 T-1
X ( (I1Bne +well* = 8> +2 > (|Bns, +wel|!2—5)(HB%+wez||2—ﬂ)>]

=t o>l =t

T-1
= = > Elll B+ wiea |2(1 B+ will? - B
M t=1
1 T-1 T-1
T3 Z E[|[7:]12 1| Bne—1 + we_1||*(|| Bne + wel|* — 8)?]
077 t=1 (=t+1
1 T-1 T-1
T ol Elllm|1*| B + wer |21 Be + wel> = )] + o(T?)
M t=1 f=t+1
d
= T2§( a2|| Bl% + oon) (B[ Bre + wel|'] = %) + o(T?)
n
a d
LTS @BI + o) @3 BTBI + obn + o3 BI) + ofT?)
n

Above, (a) follows because:

E[| Bie + wel|'] = 2(0y | BT Blfi: + oun + 205,05 | BlE) + (o3| Bl + oin)? .

Ideal advantage baseline. Let us first compute Qf(* (x4, uy). Under K, xpyq =

So we have:

Qi (e ue) = arl|* + Bu [ Azs + Bur + wi|*] + (T = t = D(og|| Bl[i- + o)
= ||lzll* + [ Azt + Bud* + oyn + (T =t = 1) (0| Bll7 + o) -

Recalling that V;** (z) = [|z||> + (T — t)(c2|| B||% + o2n),

Al (g w) = QF (e, ug) — Vi () = || Azy + Buy||” — 03,||B||2F :

Bny+ wy.
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Therefore, if u, = K,z; + 1, we have A (24, u,) = ||Bn||> — o7||B||%. Since AP (2, uy)
depends only on 7,

T-1
1
= = > Ellml* =P Bull” — o3 BIE)?)

n t=1

(T = D (0, IBIlE + oun)Elllm [ (1BmI* — oyl BIIE)°] -

E[[lg(K.: OIIF]

|~

g

3

We have that E[l|ln:[*] = opd, E[| B |*[m|°] = oy(d + 2)| Bl and E[| B [|*|m|]*] =
od((d+4)[|B||% + (2d + 8)||[ BT B||%) (this can be computed using Lemma 6.2.16). Hence,

E(llm*(Bm|* — o2l BlI%)%

= E[|BmI*llml* + oyl Bl Elm1* — 205 BIE | B | m 1|)

= oy((d+4)||B||x + (2d + 8)|B" B||%) + oy || Bl -d — 20, B||1-(d + 2)
=0p(2d +8)|| B"B||3 .

Therefore,

Ellg(K ONF] = T(ogl|Blf + oyn)ogd|| BT B[ -

Putting it together Combining Equation (6.2.18) with the calculations for the variance
Ee[l|g(Ky; €)]1%], we obtain:

= 1
liminf N - E[J(Ko(N)) — J,] >
im in [J(Kpg(N)) 12 (B2 (02 + 2| BIP) X
1?5 (o3| Blff + oin)® + o(T?) (Simple baseline)
TU%(U%HBH% + ain)(a;‘;HBTBH% +oin+ Jﬁ,a%HBH%) +o(T) (Value function baseline)
(o2l|B||% + oan)ozd|| BT B|% (Advantage baseline)

from which Theorem 6.2.5 follows.

6.2.7.4 Proof of Theorem 6.2.6

Our proof is inspired by lower bounds for the query complexity of derivative-free optimization
of stochastic optimization (see e.g. Jamieson et al. [52]).
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Recall from (6.2.16) that the function J(K) satisfies the quadratic growth condition
J(K)—J, > (T —1)p*c?||K — K,||%. Therefore for any 9 > 0,

inf  sup E[J(K) — J,]
R (A,B)e¥(p,d)

>inf sup (T —1)pPond” - P(J(K) = J, > (T = 1)p*050°)
R (A,B)e%(p,d)

>inf sup (T —1)p%020? P((T — 1)p*a2||(-U]) = K|} > (T — 1)p*020?)
R (AB)ES(pd)

Sif s (T 120k B((~UT) — Rlle > 9).
K (A,B)e¥(p,d)

Above, the first inequality is Markov’s inequality and the second is the quadratic growth
condition.
We first state a result regarding the packing number of O(n, d), which we define as:

O(n,d) :={U e R . UU = I} .

Lemma 6.2.21. Let 6 > 0, and suppose that d < n/2. We have that the packing number M
of O(n,d) in the Frobenius norm ||-||r satisfies

d(n—d)
MO, d), [Hlr0d") = (5)

where ¢ > 0 is a universal constant.

Proof. Let G, 4 denote the Grassman manifold of d-dimensional subspaces of R". For
two subspaces E,F € G, 4, equip G4 with the metric p(E,F) = ||Pr — Pr||r, where
Pg, Pp are the projection matrices onto E, F' respectively. Proposition 8 of Pajor [90] tells
us that the covering number N(G,.4, p,6d"/?) > (g)d(nfd). But since M (G, 4, p,dd*/?) >
N(Gh.a, p,0d*/?), this gives us a lower bound on the packing number of G,, 4. Now for every
E € (), 4 we can associate a matrix £y € O(n,d) such that span(E;) = E. The projector
Pg is simply Pgr = EyE. Now let E, F € G,, 4 and observe the inequality,

|Pg — Prllr = |EBLE] — FyF || < 2| By — Fi|F

Hence a packing of G, 4 also yields a packing of O(n,d) up to constant factors. m

Now letting Uy, ..., Uy be a 20-separated set we have by the standard reduction to mul-
tiple hypothesis testing that that the risk is lower bounded by:

I(V;Z) +log2
log M '

(T — 1D)p?o20? - inf P(V £ V) > (T — 1)p*029> - (1 - (6.2.19)
\%4

where V' is a uniform index over {1,..., M} and the inequality is Fano’s inequality.
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Now we can proceed as follows. First, we let Uy, ..., Uy be elements of O(n, d) that form
a 20 < V/d packing in the ||-||p norm. We know we can let M > ¢4"=9) by Lemma 6.2.21.
Each U; induces a covariance %; = o7, 1, + p*0;U;U] < (02, + p*07)1,. Furthermore, the
closed-loop L; given by playing a feedback matrix K that satisfies || K| <1 is:

Li = pU(Ui + KT)T

It is clear that ||L;|| < 2p and hence if p < 1/2 then this system is stable. Furthermore, we
have that rank(L;) < d. With this, we can control:

tr(Elzew/]) = tr (iLfZi(Lf)T> < (o3, + 0’0, Z“LZHF

d(c? —|—pa)
Ao, + o) YL < =t
ZH P S

Hence for one trajectory Z = (xo,uo, 1, U1, ..., Tr_1, ur_1, 7 ), conditioned on a particular
K,

T

-1
1
KL(Pjjx, Pjiic) < ﬁEwauK[H(Li — Lj)a|?]
t=0 w
8p? T-1
< oy tr(Elz.z]])
W t=0

0]

(o0, + p*o})p*Td
= T2 (20

This allows us to bound the KL between the distributions involving all the iterations as:

N
8(0 + p*ol)p*NTd
KL(P: Py) = D Erconr KL (Prcr Prie)] < — 57— (555
/=1 v

Assuming d(n — d) is greater than an absolute constant, we can set p to be (recall we have
N different rollouts):

2 04 n—d
P C 2o TN

](V Z)+log 2

and bound et =1 /2. The result now follows from plugging in our choice of p into

(6.2.19).
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Chapter 7

Experiments

7.1 Model-based Methods

Here, we show the empirical performance of the methods described in Chapter 5. We fo-
cus our experiments on a particular example system. Consider the LQR problem instance
specified by

1.01 001 O
A= 1001 1.01 001|, B=13, S=10"I;, R=1;. (7.1.1)
0 0.0l 1.01

The dynamics correspond to a marginally unstable graph Laplacian system where adjacent
nodes are weakly connected, each node receives direct input, and input size is penalized
relatively more than state. Dynamics described by graph Laplacians arise naturally in con-
sensus and distributed averaging problems. For this system, we estimate the dynamics with
the estimator (3.0.3), using inputs with variance o> = 1 and noise with variance o2 = 1.
The error bounds of ||A — A|| and || B — B|| are estimated via a simple bootstrap procedure
described in Dean et al. [31].

Using the estimates of the system in (7.1.1), we synthesize controllers using two robust
control schemes: the convex problem in (5.2.27) with filters of length L = 32 and V set to 0,
and the common Lyapunov (CL) relaxation of the static synthesis problem (5.2.28). Once the
FIR responses {®,(k)}_, and {®,(k)}}_, are found, we need a way to implement the system
responses as a controller. We represent the dynamic controller K = ®,®_! by finding an
equivalent state-space realization (Ag, By, Ck, Dk ) via Theorem 2 of Anderson and Matni
[9]. In what follows, we compare the performance of these controllers with the nominal
LQR controller (described in Section 5.1), and explore the trade-off between robustness,
complexity, and performance.

The relative performance of the nominal controller is compared with robustly synthesized
controllers in Figure 7.1. For both robust synthesis procedures, two controllers are compared:
one using the true errors on A and B, and the other using the bootstrap estimates of the
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Figure 7.1: The performance of controllers synthesized on the results of the 100 identification
experiments is plotted against the number of rollouts. Controllers are synthesis nominally, using
FIR truncation, and using the common Lyapunov (CL) relaxation. In (a), the median suboptimal-
ity of nominal and robustly synthesized controllers are compared, with shaded regions displaying
quartiles, which go off to infinity in the case that a stabilizing controller was not found. In (b), the
frequency that the synthesis methods found stabilizing controllers.
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Figure 7.2: The performance of controllers synthesized with varying FIR filter lengths on the
results of 10 of the identification experiments using true errors. The median suboptimality of
robustly synthesized controllers does not appear to change for FIR lengths greater than 32, and the
common Lyapunov (CL) synthesis tracks the performance in both upper bound and actual cost.

errors. The robust static controller generated via the common Lyapunov approximation
performs slightly worse than the more complex FIR controller, but it still achieves reasonable
control performance. Moreover, the conservative bootstrap estimates also result in worse
control performance, but the degradation of performance is again modest.
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Figure 7.3: The performance of controllers synthesized on the results of 100 identification ex-
periments is plotted against the number of rollouts. The plot compares the median suboptimality
of nominal controllers with fixed-y robustly synthesized controllers (v = 0.999).

Furthermore, the experiments show that the nominal controller often outperforms the
robust controllers when it is stabilizing. On the other hand, the nominal controller is not
guaranteed to stabilize the true system, and as shown in Figure 7.1, it only does so in roughly
80 of the 100 instances after N = 60 rollouts. It is also important to note a distinction
between stabilization for nominal and robust controllers. When the nominal controller is
not stabilizing, there is no indication to the user (though sufficient conditions for stability
can be checked using our result in Corollary 5.2.4 or structured singular value methods [93]).
On the other hand, the robust synthesis procedure will return as infeasible, alerting the user
by default that the uncertainties are too high. We observe similar results when we fix the
number of trials but vary the rollout length.

Figure 7.2 explores the trade-off between performance and complexity for the computa-
tional approximations, both for FIR truncation and the common Lyapunov relaxation. We
examine the tradeoff both in terms of the bound on the LQR cost (given by the value of the
objective) as well as the actual achieved value. It is interesting that for smaller numbers of
rollouts (and therefore larger uncertainties), the benefit of using more complex FIR models
is negligible, both in terms of the actual costs and the upper bound. This trend makes sense:
as uncertainties decrease to zero, the best robust controller should approach the nominal
controller, which is associated with infinite impulse response (IIR) transfer functions. Fur-
thermore, for the experiments presented here, FIR length of L = 32 seems to be sufficient
to characterize the performance of the robust synthesis procedure in (5.2.18). Additionally,
we note that static controllers are able to achieve costs of a similar magnitude.

The SLS framework guarantees a stabilizing controller for the true system provided that
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the computational approximations are feasible for any value of v between 0 and 1, as long
as the system errors (¢4, ep) are upper bounds on the true errors. Figure 7.3 displays the
controller performance for robust synthesis when ~ is set to 0.999. Simply ensuring a stable
model and neglecting to optimize the nominal cost yields controllers that perform nearly
an order of magnitude better than those where we search for the optimal value of «. This
observation aligns with common practice in robust control: constraints ensuring stability
are only active when the cost tries to drive the system up against a safety limit. We cannot
provide end-to-end sample complexity guarantees for this method and leave such bounds as
an enticing challenge for future work.

7.2 Model-free Methods

In this section we look at the performance of the model-free methods described in Section 1.3
and Chapter 6: policy gradients, derivative-free optimization, and policy iteration. We will
compare these model-free methods to the model-based nominal control (Section 5.1) as a
baseline.

We consider the stable system:

0.95 0.01 0 1 0.1
A= 1001 095 001, B=10 01|, S=IL, R=1,. (7.2.1)
0 0.0l 0.95 0 0.1

We choose an LQR problem where the A matrix is stable, since the model-free methods
we consider need to be seeded with an initial stabilizing controller; using a stable A allows
us to start at Ky = 0ay3. We fix the process noise o,, = 1. As before, the model-based
nominal method learns (A, B) using (3.0.3), exciting the system with Gaussian noise that
has variance o, = 1.

For policy gradients and derivative-free optimization, we use the projected stochastic
gradient descent (SGD) method with a constant step size p as the optimization procedure.
After every iteration, we project the iterate K; onto the set {K : ||K||r < 5||K.||r}, where
K, is the optimal LQR controller (we assume the value || K,||r is known for simplicity).
We tune the parameters of each algorithm as follows. We consider a grid of step sizes
p given by [1073,107*,107°,107%] and a grid of o,’s given by [1,107!,107%,1073]. We fix
the rollout horizon length 7" = 100 and choose the pair of (o,, 1) in the grid which yields
the lowest cost after 10° timesteps. This resulted in the pair (o,, ) = (1,107°) for policy
gradients and (o), 1) = (1072,107*) for DFO. We use the two point evaluation for derivative-
free optimization (1.3.13), so each iteration requires 27" timesteps. For policy gradient,
we evaluate two different baselines. One baseline, which we call the simple baseline, uses
the empirical average cost %Zthl ¢; from the previous iteration as a constant baseline.
The second baseline, which we call the value function baseline, uses the value function
V(z) = 2"V(K)x with V(K) = dlyap(A + BK,S + KTRK) as the baseline. We note
that using this baseline requires exact knowledge of the dynamics (A, B); it can however be
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Comparison of Model-free Methods
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Figure 7.4: The performance of various model-free methods compared with the nominal (Sec-
tion 5.1) controller. The shaded regions represent the lower 10th and upper 90th percentile over 100
trials, and the solid line represents the median performance. Here, PG (simple) is policy gradients
with the simple baseline, PG (vf) is policy gradients with the value function baseline, PI is the
modified policy iteration (Algorithm 2), PI (full) is the standard policy iteration (Algorithm 1),
and DFO is derivative-free optimization.

estimated from data at the expense of additional sample complexity (c.f. Section 6.1). For
the purposes of this experiment, we simply assume the baseline is available to us.

For policy iteration, we use the least-squares policy iteration (LSPI) algorithm described
in Section 6.1. We evaluate both variants presented in Algorithm 1 and Algorithm 2. For
every iteration of LSTD-Q, we project the resulting Q-function parameter matrix onto the
set {Q : Q = vI} with v = min{\uin(S), Amin(R)}. For Algorithm 1, we choose N = 15 by
picking the N € [5,10,15] which results in the best performance after T = 10° timesteps.
For Algorithm 2, we set (N,T) = (3,333333) which yields the lowest cost over the grid
N €1,2,3,4,5,6,7) and T such that NT = 10°.

Figure 7.4 shows the results of these experiments, plotting the relative error (J(K) —
J.)/Js versus the number of timesteps. We see that the nominal method is more sample
efficient than the other model-free methods considered. We also see that the value function
baseline is able to dramatically reduce the variance of the policy gradient estimator compared
to the simple baseline. The DFO method performs the best out of all the model-free methods
considered on this example after 10° timesteps, although the performance of policy iteration
is comparable.
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Chapter 8

Conclusion

In this thesis, we studied the sample complexity of learning to control the Linear Quadratic
Regulator. We looked at both model-based methods, which use trajectory data to build an
estimate of the dynamics and design a controller from the estimated model, and also model-
free methods which learn intermediate representations or directly search for the parameters of
the optimal controller. We saw both theoretically and experimentally that for our particular
setup, model-based methods substantially outperformed model-free methods.

8.1 Future Work

This thesis raises many questions for future study. Here, we outline several possible directions
for future research.

Partial observability. In this thesis, we studied settings with full state observation. In
practice it is often not possible to fully observe the state. The canonical model for partially
observed linear systems is given by the following model:

Ti4+1 :Al't—{—BUt‘l—'lUt, thN(O,W),
yr = Cxp+ vy, v~ N(0,V). (8.1.2)

This is a specific instance of a partially observed Markov Decision Process (POMDP). Con-
sider the following optimal control problem:

T
min lim E Z x] Sz + uf Ruy| s.t. (8.1.1),(8.1.2), (8.1.3)

) T—o0
where u,(-) is allowed to only depend on v, ...,4;—1. This problem, known as the Linear
Quadratic Gaussian (LQG) problem, can also be solved exactly. Furthermore, the optimal
solution has an elegant structure known as the separation principle. In particular, the optimal
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feedback u, is given by u; = K7y, where K is the optimal LQR solution for (A, B, S, R), and
Ty = El[z¢|ya, ..., ye—1]. The estimate #; can be solved for using Kalman filtering.

This setup naturally raises the question of how to learn the optimal LQG controller
from input/output observations of (8.1.1)-(8.1.2). This question is much more delicate than
the analogous question studied in this thesis for LQR because there are an infinite num-
ber of realizations that generate the same input/output map represented by (8.1.1)-(8.1.2).
Nevertheless, partial progress has been made on this problem, namely that of constructing
estimates (A, B, C) of the true (A, B, C) up to a similarity transform [88, 99, 106, 114]. How-
ever, it remains open how to best use these estimate (A B C) to design an LQG controller
that has a corresponding sub-optimality guarantee. A partial solution to this was given by
Boczar et al. [19] using the System Level Synthesis machinery from Section 5.2, under the
assumption that the dynamics are represented as a single input, single output (SISO) finite
impulse response (FIR) filter of known order. The general case, however, is still open.

Adversarial disturbances. Throughout this thesis, we assumed that the process noise
w; was stochastic zero-mean and independent across time. While this assumption helped to
simplify the analysis, it is not always realistic in practice. For instance, if we consider our
linear dynamics arising from local linearization of non-linear dynamics, then the process noise
would represent the linearization error which we certainly do not expect to be uncorrelated
across time. A better model would be where the process noise sequence is chosen in a non-
stochastic (possibly adversarial) manner. In this situation, we would still like to be able
to learn how to control an unknown system, although we will need to change the type of
guarantee we are after. A particular style of guarantee that has received a lot of attention in
the machine learning community is that of regret minimization, where a proposed adaptive
algorithm is compared to the best non-adaptive algorithm which has perfect knowledge of
the adversary’s behavior. One particular problem formulation is as follows. The goal is to
design an adaptive algorithm A = {w;(-)} to minimize the following regret:

T

Regret(T; A) : Z xSy 4+ uf Ruy — min xtTSxt + u/ Ruy (8.1.4)
t=1

K:ui= th

where the comparator on the RHS searches over fixed static feedback policies with the
knowledge of the process noise {w;} sequence chosen by the adversary. Partial progress in
this formulation has been made recently. Abbasi-Yadkori et al. [3] study the closely related
problem of tracking an unknown target position that moves in an adversarial manner, under
the assumption that the algorithm has perfect knowledge of the dynamics (A, B). Cohen
et al. [29] study the problem where the cost matrices (S, R) are allowed to vary over time
in an adversarial manner. Here, it is also assumed that the (A, B) are known. Agarwal
et al. [7] study the formulation posed in (8.1.4), where the sequence {w;} is only assumed
to be uniformly bounded. They give an algorithm based on online convex optimization that
achieves O(v/T) regret. Once again, it is assumed in Agarwal et al. [7] that the dynamics
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matrices (A, B) are known. Extending this work to where the (A, B) are not known, and
even allowed to vary in some way over time, is interesting future work.

Non-linear dynamics. In general, many systems which appear in the physical world
are not linear. What kinds of guarantees can be made in a non-linear setting? There are
many possible approaches to making progress on this problem. Perhaps the most natural
way to get started is to look at techniques such as iterative LQR, differential dynamic
programming [112], and model predictive control [21], and see if it possible to analyze how
the model mismatch affects control performance. There is also a long line of research in RL
that uses Gaussian Process (GP) regression to estimate either the dynamics or the value
function (see e.g. [34, 37, 45, 96] and the references within). GP regression is appealing
because there are known powerful concentration inequalities (see e.g. Srinivas et al. [108])
which can be used to construct data-driven confidence intervals. There are also a few other
approaches which are less well-known in the machine learning communities that are also
worth exploring. One approach is based on the Koopman operator from dynamical systems
theory [27]. Brunton et al. [26] provide an overview of how the Koopman operator can be
used in the context of non-linear optimal control. The use of the Koopman operator for
data-driven control is an active area of current research. Another possibility is to model the
input/output behavior of non-linear systems using Volterra series [77], which is a non-linear
extension of the finite impulse response model.

It is worth mentioning however that regardless of approach taken, to obtain non-trivial
PAC style bounds one most likely needs to restrict both the function class of the non-linear
system and the function class of the controller considered. The question then becomes,
what is an interesting model class that is rich enough to capture practical applications, but
structured enough to be amenable to theoretical analysis? Given this, it is most likely that
true progress on the non-linear front will only be achieved by new insights that combine both
theory and practice together.
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