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1 Abstract

In the CS1 course CS61A at the University of California, Berkeley, lab as-
signments are small online programming assignments meant to be completed
during a 1.5 hour lab section. These assignments target students’ lecture com-
prehension through introductory problems; these are in addition to separate
homework assignments that target students’ ability to synthesize several con-
cepts to solve challenging problems. For several semesters, the lab assignments
were graded such that it was possible to forgo the completion of many of the
labs and still receive a full score; this caused many students to stop completing
them towards the end of the semester. The analysis in this report demonstrates
there was a significant positive association between the completion of these as-
signments and final performance in the Fall 2019 semester. This association is
demonstrated for students at all skill levels and helps support a policy change
to make the assignments more strictly required.

2 Introduction

CS 61A, Structure and Interpretation of Computer Programs [1], is the first
required course for the computer science major at UC Berkeley. It is also one
of the largest courses on campus teaching over 1800 students during the Fall
2019 semester. This course has previously been the subject of several research
projects involving tool experimentation or data analysis [3, 4, 7, 9, 11,12].

It’s important to carefully analyze the data available from a course at this
scale to iterate and improve on course policy. One such example of this is a
grading policy in place from Fall 2017 to Fall 2019. The points in the course were
split into 4 categories: exams, projects, homework, and participation. Within
the grading category of participation, a student could receive a maximum of
10 points. These could be earned by completing lab assignments or attending
discussion sections (i.e. a student could attend 10 discussions and complete no
lab assignments and receive full participation score). Students who completed



Figure 1: Plots percent of final grade assigned to each grading category.
Note: Midterm 2 and Final were lowered and raised respectively during Spring

2020 to accommodate mid-semester changes due to COVID-19

more than 10 participation activities would instead receive exam recovery points
to bump up their exam scores if they scored below 50%.

This is compared to a new policy adopted during the Spring 2020 semester,
where instead, only discussion counts for participation and lab assignments are
a separate category worth 10 points (each lab being worth 1pt). In addition,
students are allowed up to 3 dropped lab assignments and can still receive
full score. A plot comparing the point distributions for Fall 2019 and Spring
2020 can be seen in Figure 1. There are potential pros and cons to each pol-
icy. Requiring students to do more labs may help them better understand the
concepts they cover; however, since there are also projects and homework, it
may be more effective for them to instead spend this time better understand-
ing the other assignments. Several studies in other subjects have attempted
to measure the impact that requiring homework assignments has on student
achievement [5, 6, 10]; however, they have had differing results. Additionally,
it is unclear how immediately applicable their results would be as the differ-
ence between the Fall 2019 and Spring 2020 policies are more of a comparison
between half-way required and completely required as opposed to completely
optional compared to completely required.

The analysis in this report was done using Fall 2019 and Spring 2020 data.
The data is a mixture of enrollment exports and exports from the course’s online
grading platform, Okpy [2].

3 Analysis

3.1 Completion Rate

First, we will analyze the completion rates of discussion and lab assignments
to determine if the change in policy is warranted. If all students complete labs
then little useful analysis can be made.



Figure 2: Example lab problem

During Fall 2019, we see from Figure 3a and Figure 3b that as the semester
progresses lab completion and discussion attendance trend downwards. Specifi-
cally, week 1 starts at 96% completion for labs but drops down to 50% comple-
tion by week 15, and week 1 starts at 90% attendance for discussion but drops
down to 54% attendance by week 15. Notable exceptions are week 7, where all
students automatically received discussion attendance due to California PG&E
outages and subsequent cancellation of in-person class as well as week 9 where
the lab solutions were released with the assignment to assist in studying for the
midterm.

In comparison, after the policy change was made in Spring 2020, we see
from Figure 3a and Figure 3b that as the semester progresses, lab completion
stays comparably higher. Specifically, week 1 starts at 97% completion for lab
and only drops to 75% at a minimum for week 8. This would agree with the
hypothesis that the policy change gives more of an incentive to complete labs
in comparison to before; however, due to the presence of COVID-19 for the
latter half of Spring 2020, it is difficult to tell if this is due to policy or due to
the environmental change. The effect of COVID-19 is clearly demonstrated in
the Spring 2020 discussion data due to all discussions after week 7 being made
optional and credit given automatically.



(a) Lab assignment completion rates by week, Fall 2019 & Spring 2020
week 4 had a midterm so no lab assignment, week 9 had a midterm and a lab was

assigned but all students automatically received credit, week 10 was spring break for
Spring 2020, week 14 had an optional lab for Spring 2020 and was Thanksgiving

break for Fall 2019

(b) Discussion attendance rates by week, Fall 2019 & Spring 2020
For Fall 2019, week 7 was cancelled due to city wide power outages, week 9 had a
midterm so discussion was cancelled, and week 14 was Thanksgiving break for Fall
2019; for Spring 2020, weeks 7 through 14 were made optional due to COVID-19

Figure 3: Completion rates for lab/discuussion for Fa19 and Sp20 semesters
Data was pulled from Okpy [2] and scores were aggregated accross students for
each assignment, filtered to only include students who received a final grade in

the course (ie did not drop early)



3.2 Lab Completion Effect on Grades

Note: All analysis in the following sections were done after filtering out
students who received a 0 on either Midterm 1 or the Final as they are a mix of
students who were excused from the exam as well as actually received a 0.

3.2.1 Correlation

This analysis was used to primarily inform the decision to change from the
original grading policy to the newer grading policy in Spring 2020. To inform
this decision, we wanted to analyze how much of an impact, if any, complet-
ing lab assignments has on final grade prediction. Running a randomized trial
where students had different grading policies wasn’t a feasible option. The most
common approach to running a randomized experiment, as seen in [5, 6, 10], is
to run two concurrent courses with the only difference being a change in grad-
ing policy; however, all computer science courses at University of California,
Berkeley are taught with a single lecture section, so attempting to run this ex-
periment would cause several logistical challenges. Another potential approach
is to compare two different semesters that were run similarly except for one pol-
icy change; however, due to the onset of the COVID-19 pandemic this was made
impossible for the time being. Because of this, we relied on lab assignments’
correlation on final grades to make a reasonable guess on whether the policy
change was warranted.

A simple way to measure the relation between lab completion and final
grades is to compute a simple correlation. Computing the correlation between
the number of lab assignments a student completes and their final exam scores
results in a correlation coefficient of 0.25 signifying a small to medium correla-
tion. Using bootstrapping with 5000 iterations gives a 95% confidence interval
of 0.21-0.30. This alone, however, isn’t sufficient to warrant a policy change; it
is also important to look at how this changes for students at different levels.

Prior research demonstrates that prior experience strongly predicts success
in a CS 1 course [8]. Because of this, it’s important that the policy change
doesn’t hurt low performing students while assisting high performing students.
Dividing students by their midterm 1 score and then computing the correlation
between their lab totals and their final score results in Table 1.

We see that no matter the score on midterm 1, there is a similar positive
correlation between lab scores and final exam scores. There are two clear ex-
ceptions to this: students who scored in the 0-5 range and students who scored
in the 5-10 range; however, because there are a very small number of students
in both of these categories, the confidence intervals are very wide making it dif-
ficult to make any strong conclusions regarding those ranges of students. Note:
Because there were only 6 samples in the 0-5 range, bootstrap resampling occa-
sionally selected 6 of the same points. That made it impossible to calculate the
correlation coefficient, requiring the sample to be discarded and replaced.



Midterm 1 Average # of Average Correlation 95% Confidence Number of
Score Labs Completed Final Score Interval Students

0 - 5 9.67 15.67 -0.55 -0.99 - 0.51 6
5 - 10 9.67 18.92 0.060 -0.26 - 0.31 30
10 - 15 10.00 23.37 0.24 0.28 - 0.422 68
15 - 20 9.87 31.33 0.29 0.12 - 0.45 118
20 - 25 9.89 40.06 0.29 0.18 - 0.40 233
25 - 30 10.15 49.98 0.24 0.14 - 0.33 349
30 - 35 10.30 58.54 0.26 0.15 - 0.37 378
35 - 40 10.41 64.46 0.24 0.12 - 0.37 273

Table 1: Correlation between the number of lab assignments completed and
the raw final exam score. Students were grouped using their raw midterm 1

score. Confidence intervals computed using bootstrapping with 5000 iterations.

3.2.2 Prediction

Another way to analyze the impact of lab assignment completion is to mea-
sure how much higher on average a student who completes most of the lab
assignments scores compared to the rest of the students.

Correlation Between Midterm 1 and Final Exam Score
Doing a simple correlation between the raw point score of students’ midterm 1
score and their final exam score gave a value of 0.79 demonstrating a high cor-
relation between the two scores. Doing bootstrap sampling with 5000 iterations
gives a relatively tight 95% confidence interval of 0.77 - 0.81.

Predictor Function
Because the correlation between the two exams is significant, we will create
a function to predict a final exam score from a midterm 1 score. To capture
the non-linear relationship between midterm 1 and final scores, we use a local
regression model where the predicted value is the average final exam score of
all students who were within a radius (for this analysis the chosen radius was 2
points) of their midterm 1 score. The graphed function can be seen in Figure 4.
Note: Small noise was added to students’ scores to prevent exact identification
of students from the graph. Calculations, however, were made using the original
data.

Using this predictor function, we can calculate the distance between a stu-
dent’s final exam score and their predicted score using their midterm 1 score.
Comparing the average distance between the dataset predictions and the actual
scores gives insight into the impact of lab completion.

Figure 5 depicts the distribution of differences between students’ actual fi-
nal score and their predicted final score. The students are divided into two
groups: those who completed 11 or more of the 12 lab assignments and those
who completed fewer than 11.



Figure 4: Red line signifies the predicted final exam score

On average, students who completed 11 or more lab assignments scored 1.9
points higher than the prediction. Students who completed fewer labs scored
an average of 2.6 points lower than the prediction. An average difference of
4.5 points between these groups is worth about 6% of the final exam score for
reference. Using bootstrap sampling for 5000 iterations gives a 95% confidence
interval of 3.54 - 5.47 on the difference between these two groups. If we run a
t-test on these distributions, we get a p-value of 1.99× 10−19. This implies that
the difference in these distributions is statistically significant.

We can once again divide students by their midterm 1 scores to get more
insight into the potential differences between differently performing students.
The results of this can be seen in Table 2.

Midterm 1 Average Difference Number of 95% Confidence p-value
Score Between Prediction Students Interval

0 - 5 -4.74 6 -13.62 - 1.87 0.33
5 - 10 -2.91 30 -10.41 - 4.44 0.48
10 - 15 4.45 68 -1.32 - 10.02 0.13
15 - 20 6.54 118 2.03 - 10.65 0.0039
20 - 25 6.46 233 3.42 - 9.83 0.000096
25 - 30 5.09 349 2.68 - 7.37 0.000021
30 - 35 3.67 378 2.13 - 5.55 0.000031
35 - 40 2.22 273 0.65 - 3.79 0.00602

Table 2: Average distance from actual final score of 11+ lab completion and
below 11

This demonstrates that even high performing students may benefit from
completing lab assignments. A concern with changing the policy is that high



Figure 5: Distribution of Differences to Predicted Final Score

performing students would be hindered by being forced to complete lab assign-
ments when they may have another way to study. Similarly, because of how few
students fall into the 0-10 category we see a wide confidence interval making it
difficult to make any strong claims about low performing students.

4 Conclusion

Preliminary results of this report were used to inform the policy change
between the Fall 2019 and Spring 2020 semesters. The analysis presented sup-
ports the decision to make the grading policy change in two ways. Firstly, by
demonstrating that many students were not completing the lab assignments and
the policy change effectively incentivized students to complete more lab assign-
ments, and secondly, by demonstrating that there is a statistically significant
positive correlation between final exam scores and lab assignment completion.

As this is only a correlation, it’s possible there are other confounding factors
that could be pulled out via future experimentation. One potential factor could
be a measure of student burnout. As the semester progresses, students may
be unable to keep up with the work required by the course and a declining lab
completion rate may be a symptom of declining course engagement. In Spring
2020, we see what appears to be a faster declining lab completion rate; however,
it’s possible that because the semester was moved online, due to COVID-19,
students found it harder to engage and burned out quicker. In future semesters,
it may be possible that the semesters will be similar enough to make a policy
comparision analysis possible to better understand whether this is simply cor-



related or if there is a causal link. Additionally, work can be done to extend
this analysis to previous semesters to see how generalizable these results are.
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