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Abstract

Broadband mm-Wave Transceivers for
Sensing and Communication

by

Andrew Townley

Doctor of Philosophy in Engineering — Electrical Engineering and Computer Sciences

University of California, Berkeley

Professor Ali M. Niknejad, Chair

Scaling in silicon semiconductor process technology, although driven by digital applica-
tions, has also enabled the operation of analog integrated circuits (ICs) at higher and higher
frequencies. Over the past 15-20 years, ICs operating at millimeter-wave (mm-Wave), the
frequency range between 30 GHz and 300 GHz, have been demonstrated with increasing
performance and complexity.

One important application for mm-Wave ICs has been in automotive radar, where they
have been used to make accurate measurements of distance and velocity with minimal pro-
cessing required. There also has been significant interest in adapting this technology for
non-vehicular applications, such as gesture recognition, room occupancy detection, or heart-
rate monitoring, where performance and energy efficiency are both important. The first part
of this thesis describes a custom IC for gesture recognition radar demonstrating state-of-
the-art energy efficiency. The IC consists of four transmitters and four receivers with shared
frequency generation circuitry, and is packaged onto a 1.2x1.2cm antenna module containing
eight antennas.

The other key application for mm-Wave technology has been for wireless communication.
Products are finally coming to the market now that offer nearly 5 Gigabits per second of
wireless data throughput for indoor wireless LAN applications, and mm-Wave technology will
likely play a role in the next generation of wireless cellular standards as well. To demonstrate
the possibility for yet-higher data rates to be achieved, a broad-bandwidth custom integrated
circuit transceiver has been designed targeting a factor of 10 improvement in wireless data
throughput beyond commercially available technology. The second half of this thesis will
discuss the details of a transceiver and antenna design for broad-bandwidth and high data
rate operation.
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5.17 Phase of ỹ21ỹ12 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.18 Magnitude of DAC loop gain under various loading conditions . . . . . . . . . . 60
5.19 AM-AM and AM-PM nonlinearity of DAC . . . . . . . . . . . . . . . . . . . . . 60
5.20 I and Q DACs with current-combining at output . . . . . . . . . . . . . . . . . 61
5.21 DAC schematic highlighting “half-DAC” cells. . . . . . . . . . . . . . . . . . . . 62
5.22 DAC schematic highlighting segmentation of bits within DAC. . . . . . . . . . . 63
5.23 Layout of DAC cell including top level metal routing. . . . . . . . . . . . . . . . 64
5.24 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.25 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.26 Design iterations for quadrature hybrid . . . . . . . . . . . . . . . . . . . . . . . 66
5.27 Quadrature hybrid layout in between flip-chip pads . . . . . . . . . . . . . . . . 68
5.28 Simulated S-parameters of final quadrature hybrid design. . . . . . . . . . . . . 69
5.29 DAC output transformer / PA input transformer . . . . . . . . . . . . . . . . . 69
5.30 Power Amplifier Schematic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.31 Simulated PA input and output return losses. . . . . . . . . . . . . . . . . . . . 70
5.32 Simulated PA gain and group delay. . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.33 Simulated PA efficiency and gain compression curves. . . . . . . . . . . . . . . . 71
5.34 Static TX constellations from 110GHz to 120GHz . . . . . . . . . . . . . . . . . 72
5.35 Simulated QPSK eye diagram and constellations for 40ps symbol period, corre-

sponding to 50Gb/s data rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.36 Simulated 16QAM eye diagram and constellations for 80ps symbol period, corre-

sponding to 50Gb/s data rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.37 Simulated 64QAM eye diagram and constellations for 120ps symbol period, cor-

responding to 50Gb/s data rate . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.38 Baseband amplifiers and output driver . . . . . . . . . . . . . . . . . . . . . . . 74
5.39 Voltage gain of baseband amplifier and output driver (including transmission line

routing) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75



vii

5.40 Double balanced active mixer core schematic . . . . . . . . . . . . . . . . . . . . 76
5.41 Different strategies for the DC load of the mixer: Resistor load (a), PMOS load

(b), PMOS load with TIA (c). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
5.42 Range of gain and bandwidth possibilites for different mixer baseband loads. . . 78
5.43 Finalized mixer schematic. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.44 Mixer layout floorplan. Due to IO pad constraints, the I and Q baseband amps

both need to be on the same side of the mixers, necessitating routing the mixer
baseband outputs a long distance (shown in thin cyan lines). . . . . . . . . . . . 80

5.45 LNA schematic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.46 Simulated LNA input impedance seen from PCB (including chip-to-PCB transi-

tion model) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5.47 Simulated LNA Gain and Group Delay (including 3dB loss from I-Q split) . . . 82
5.48 Simulated LNA Noise Figure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
5.49 Simulated conversion gain of the full receiver chain, including LNA, mixer, and

baseband amplification. The x-axis represents the frequency offset from the
115GHz LO signal and the baseband tone frequency that it downconverts to. . . 84

5.50 Simulated double sideband noise figure for the full RX chain with 115GHz LO
frequency. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

5.51 Selected PCB stackup. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.53 Simulated antenna radiation pattern (θ representing the polar angle from the

z-axis) versus frequency for thick and thin substrates . . . . . . . . . . . . . . . 87
5.54 Dielectric slab which supports TM0 surface waves. . . . . . . . . . . . . . . . . . 88
5.55 Calculated H field of grounded slab TM0 surface wave mode according to theory.

The horizontal axis is the direction of propagation, and the vertical distance from
the bottom of the image. The white horizontal line represents the air-dielectric
interface. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

5.56 Sievenpiper “mushroom” EBG structure, side view. . . . . . . . . . . . . . . . . 89
5.57 Patch antenna gain (at 115GHz) with and without guard ring, as the PCB sub-

strate size is varied. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
5.58 Antenna gain (at 115GHz) with two guard rings, as PCB substrate size is varied. 91
5.59 Antenna gain and group delay at broadside with one and two guard rings . . . . 91
5.60 Patch with grounded via ring and partial substrate removal . . . . . . . . . . . 92
5.61 Different surface wave suppression technques. Trench/substrate removal areas

are shown in yellow. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.62 Worst-case gain variation (minimum to maximum) of various surface wave miti-

gation techniques, as the (square) substrate size is varied from 12 to 15mm. . . . 94
5.63 Fabricated antenna with partial substrate removal. . . . . . . . . . . . . . . . . 95
5.64 Input impedance of final antenna design, shown for various substrate dimensions 95
5.65 Design process for optimized rat-race hybrid without sum port termination. . . 96
5.66 Final balun design and simulations . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.67 Fabricated rat-race hybrid on PCB. . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.68 Die photo. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98



viii

5.69 Flip-chip footprint, differential routing, and mm-Wave baluns as fabricated on
PCB. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

5.70 Antenna PCB with chip attached. . . . . . . . . . . . . . . . . . . . . . . . . . . 100



ix

List of Tables

4.1 Performance Comparison of Published W-Band Phased Array Transceivers . . . 38

5.1 Mapping from DAC bits to amplitude values . . . . . . . . . . . . . . . . . . . . 53
5.2 Characteristics of Various PCB Materials . . . . . . . . . . . . . . . . . . . . . . 86
5.3 Performance and Energy Efficiency of mm-Wave Wideband Transmitters . . . . 101
5.4 Performance and Energy Efficiency of mm-Wave Wideband Receivers . . . . . . 101



x

Acknowledgments

First and foremost, I cannot thank my advisor Ali Niknejad enough for his technical
advice and project guidance. I’ve had the luxury and flexibility of choosing my projects
throughout most of my PhD, and I think few advisors would be willing to do that. It’s
been fantastic to work for someone who has such a depth of technical expertise. Ali has
also been a great advocate for my ambitious system-scale projects, and hopefully they will
continue on in the center after I leave. I also want to thank Elad Alon who basically acted as
an informal coadvisor during the design of the “Hummingbird” 120GHz chip, and provided
many valuable insights.

I had the benefit of having great lecturers for all of the courses I’ve taken at Berkeley,
and thank Ali, Elad, Bernhard Boser, Simone Gambini, Bora Nikolić, Chris Hull, Joseph
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Chapter 1

Introduction

Since the introduction of digital wireless communication into the industrial and consumer
space, the evolution of wireless technology has been a self-reinforcing cycle, with each new
generation of technology generating the demand for the next. Wireless LAN on laptops first
paved the way for internet access without being tied to a desktop PC. This was followed by
the popularization of smartphones, which provided users wireless connectivity anywhere a
cellular connection could be found. In turn, the maturation of smartphone technology has
taken place alongside dramatic increases in cellular data capacity. Basic internet connectivity
and picture sharing has been joined by video messaging and live streaming, and perhaps in
the near future will be joined by augmented or virtual reality.

To enable these developments to take place, wireless technology has had to advance
continuously. But satisfying the demand for higher and higher wireless data rates, at some
point, will inevitably be constrained by physical limitations. Once that happens, there are
really only two ways to improve the situation, according to Shannon’s capacity theorem [1]:

C = BW · log2

[
1 +

S

N

]
(1.1)

When up against fundamental limits, either the signal-to-noise ratio or the signal band-
width should be increased. Increasing signal-to-noise ratio allows for the use of more complex
modulation schemes, but requires a higher transmit power and/or a lower receiver noise level
to achieve. Because of the logarithm in the capacity equation, there are also diminishing
returns in increasing the SNR. For high SNR, a further doubling of SNR only leads to a
linear increase in channel capacity. At some point, increasing the SNR becomes prohibitive
from a DC power consumption point of view, or even simply impossible due to regulatory
constraints on transmitted power level or interference from other users.

If that is the case, the only available route forward is to scale bandwidth. This, too,
has costs when it comes to the physical implementation of the communication link. Trans-
mitters, receivers, and antennas cannot be made arbitrarily broadband without taking some
performance hits (or causing significant headaches for the circuit, antenna, and system de-
sign engineer). The performance hit (or the size of the engineer’s headache) is not related
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Figure 1.1: United States Frequency Allocations Chart, 30–300GHz band.

to the absolute bandwidth required, but in fact the fractional bandwidth — the ratio of the
bandwidth to the center frequency. It is quite difficult to design a 5 GHz carrier frequency
wireless link with 5 GHz of bandwidth, while a link bandwidth of 5 GHz is readily achievable
at 60GHz carrier frequency.

Shannon’s law does not say anything about the center frequency of the available chan-
nel, so any 5 GHz chunk of spectrum is equally usable. But in order to more practically
and efficiently take advantage of broad bandwidth channels, we need to operate at higher
frequency. This is the motivation behind operating circuits and systems in the so-called
“millimeter-Wave” band.

Millimeter-Wave (mm-Wave) refers to radio frequencies with a wavelength of between 1
and 10mm, or equivalently frequencies between 30 and 300GHz (Figure 1.1). Until fairly
recently, this spectrum was limited to military and radioastronomy applications. However,
in the last 15-20 years, there has been significant development of circuits and systems op-
erating in the mm-Wave band. Initially, 60GHz-band wireless communications were the
driving force, culminating in the development of fully integrated transceivers supporting
large antenna arrays, supporting up to 7Gb/s of peak data rate [2][3].

More recently, the major application driving mm-Wave development has been automo-
tive radar [4][5][6]. Mm-Wave radar was initially proposed for driver-assist technologies such
as adaptive cruise control and lane change warning systems, which both require the high
bandwidth available at mm-Wave frequencies for accurate distance resolution. Getting au-
tomotive radar systems into the average car required driving the cost down, necessitating
a change from the very first modules using gallium-arsenide (GaAs) integrated circuits, to
lower-cost silicon solutions. Fully integrated CMOS systems will soon be reaching the mar-
ket [6], and as interest in fully autonomous vehicles continues to grow, development of this
technology will accelerate further.

1.1 Motivation

The goal of this thesis is to explore the design tradeoffs and challenges in the design of broad-
bandwidth millimeter-wave integrated transceivers, with an emphasis on the demonstration
of practical, complete systems. In this thesis, two transceiver designs are described, one
intended for mm-Wave short-range radar, and another for short-range communication. Due
to the complexity of routing signals on and off chip at millimeter-wave, it is also necessary
to consider the packaging and antenna design as part of the system design itself. Both
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transceivers are integrated using flip-chip die attach technology directly onto the printed
circuit boards (PCBs) with included antennas.
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Chapter 2

Millimeter-Wave Background

2.1 Technology: Bipolar vs MOSFET

A substantial amount of design work at millimeter-wave has been done using silicon germa-
nium (SiGe) bipolar transistor technologies. These tend to be fairly inexpensive technologies
to use, since the critical dimension for high performance is the defined not by lithography
but by layer thickness (width of the base region of the bipolar transistor, in a conventional
vertical bipolar device). In addition to reduced fabrication mask cost, bipolar transistors
also have a better gm

IC
than CMOS devices, and the gm efficiency is constant versus bias,

rather than trading off with fT as in CMOS.
Modern bipolar process offerings do almost always include some CMOS transistors as well

— this type of process is referred to as SiGe BiCMOS — though the feature size is usually
several process nodes behind the cutting edge [7][8]. Because of this, BiCMOS is best suited
for analog-heavy applications such as power amplifiers [9], where low-speed digital circuitry
may sometimes be included but it is not critical to the performance of the system.

For digitally intensive circuits, CMOS clearly has the advantage. High data-rate digital
transmitters have been demonstrated with intensive digital filtering while still maintaining
high efficiency [10][11]. This certainly would not be possible using bipolar transistor logic,
although it could perhaps be matched in performance with some efficiency cost using a
sufficiently finely scaled BiCMOS technology. Since SiGe BiCMOS scaling has not caught
up with pure CMOS scaling, it is not able to efficiently provide the high performance digital
functionality necessary to the operation of a complex mm-Wave system. CMOS is the de
facto technology of choice for any millimeter-wave SoC intended for mass-market production
[6].

As CMOS technology scales further into the FinFET regime, more challenges are in-
troduced: thinner and more resistive routing layers, higher parasitic capacitances due to
non-planar device geometry, and stringent metal fill requirements. Initial investigations
published in the literature suggest that these challenges can be overcome, and millimeter
wave CMOS can still achieve high performance even scaled below 28nm [12]. Once FinFET
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processes become more widely available and the design challenges better understood, it is
possible that performance can be improved even further — the fT of FinFET devices in
subthreshold operation may be sufficient to achieve high gain at millimeter wave, which
translates to an efficiency boost due to improved gm

ID
.

2.2 LO Generation and Distribution

One of the most challenging aspects of generating an LO signal at millimeter-wave is de-
signing a high-performance oscillator with wide tuning range. The poor analog varactor Q
at high frequency degrades oscillator phase noise [13][14]. Therefore, it is advantageous to
generate the LO frequency at a lower frequency, and use a nonlinear frequency multiplier to
scale it up by the desired amount.

In a multi-channel transceiver, where the LO signal is shared across multiple channels, a
transmission-line-based routing network is usually required to keep impedances well-matched
over long distances. This can also be a source of high power consumption, since large LO
buffers are required to drive the fairly low transmission line impedances that can be realized
on chip (which typically do not exceed 100Ω) without incurring high losses.

2.3 Modulation Techniques

2.3.1 Modulation Techniques for Radar

Of the various modulation schemes used for radar, all have the same main idea in common.
A signal is transmitted with a known time-varying modulation, which reflects off of various
scatterers in the environment, and some small amount of energy is reflected back to the
receiver. Because the received signal is simply a time-delayed and attenuated version of the
transmitted signal, it can be compared with the known transmitted waveform to determine
the time delay. From the time delay, the round-trip distance is trivial to compute: d = c

td
.

Also, because the transmitted signal and the received signal are both derived from the
same clock, their phase noise will largely cancel out. When the offset frequency of the phase
noise is equal to 1

Troundtrip
, the phase noise will add coherently, and increase the noise floor

of the receiver. This is not as much of an issue for targets that are far away — the signal
will be heavily attenuated. The greatest concern is with high amplitude signals from nearby
targets. As these signals (often referred to as “clutter”) also tend to degrade the linearity of
the receiver, it is obviously desirable to avoid them.

In practice, the transmitted signal tends to be periodic, which potentially introduces
some ambiguity. If the period of the transmitted signal is T , then a given receive waveform
could correspond to a round-trip time delay of τ, τ+T, τ+2T, . . . For millimeter-Wave radar,
this tends to not be an issue because the high signal attenuation tends to push the reflected
signals from longer distances below the noise floor of the receiver.
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A critical parameter for the performance of a radar system is the bandwidth of the mod-
ulated signal. In most types of radar system, the distance resolution is inversely proportional
to the bandwidth of the radar signal: a signal with larger bandwidth can better resolve two
close-together targets [15]. This tradeoff is broadly applicable, since time (and therefore also
distance, because of the constancy of the speed of light) and frequency are related by the
Fourier transform — a signal that is confined to a small region in time is necessarily broad
in frequency space.

2.3.1.1 Pulse-Based Radar

Pulse-based radar is straightforward to understand: a short pulse is transmitted, the pulse
reflects off of various objects in the environment, and a series of pulses is received corre-
sponding to reflections from objects at different distances. The narrower the pulse, the more
accurately closely spaced objects can be resolved. One nice feature is that the pulse need
not be detected coherently, since the information is contained only in the amplitude of the
signal. This approach is commonly used at optical frequencies in LiDAR (typically referred
to as “time of flight” imaging) [16]. It has also been demonstrated in mm-Wave integrated
circuit form, with significant design effort required to ensure sufficiently narrow pulses [17].

2.3.1.2 Continuous Wave Radar

In contrast with pulse-based radar, continuous wave radar is always transmitting a signal.
This presents significant challenges for the receiver, as it must either be carefully isolated
from the transmitter to avoid saturation at its output, or it must somehow tolerate the large
transmitter signal without compromising linearity and noise figure.

Continuous wave radar has no amplitude modulation, so in order to be able to measure
range, phase or frequency modulation must be added. Phase modulated continuous wave
radar (PMCW radar) is attractive in that it can be implemented in an extremely simple and
efficient manner, and orthogonal pseudo-random sequences can be used at different times to
reduce the probability of inter-user interfence from multiple radar systems operating in close
proximity [18]. The bandwidth in a PMCW system is set by the sample rate at which the
phase is modulated. Unfortunately, this also requires the same high bandwidth in the receiver
baseband amplification chain [18], which can become very challenging in high bandwidth /
high resolution applications.

Frequency modulation, on the other hand, requires low baseband bandwidth [19][6], and
low instantaneous transceiver bandwidth. In a frequency modulated continuous wave radar
(FMCW radar) system, high resolution still requires high bandwidth, but the bandwidth
does not come from fast frequency steps. Instead, high bandwidth is achieved using a slow,
smooth frequency ramp over multiple GHz. By removing the need for an instanenously
wideband signal, FMCW radar relaxes the specifications on the circuit design. This leads to
a more efficient overall implementation.
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2.3.1.3 Advantages of Linear FMCW Radar for Millimeter-Wave

One specific type of FMCW waveform has some very desirable properties: linear FMCW.
If the transmitted signal increases linearly in frequency, it can simply be mixed with the
received reflected signal to yield an IF tone whose frequency is proportional to round-trip
time delay [19]. Linear frequency modulated continuous wave (FMCW) radar is an attractive
radar modulation scheme for energy-efficient mm-wave applications for a few main reasons:
constant-envelope and simplicity.

Firstly, because FMCW is a constant-envelope modulation scheme, transmitter linearity
is not a concern. This allows for use of linear power amplifiers close to saturation, or even
nonlinear switching power amplifiers, either of which will improve the overall transmitter
efficiency. Also, because the modulated LO signal is constant-envelope, it can be generated
at a low frequency and scaled up to a higher frequency using a nonlinear frequency multipler,
without negative impacts from the nonlinearity of the multiplier.

In a phased-array system, the modulated LO signal can be generated centrally, scaled in
frequency, and routed out to all elements. As the LO routing network likely needed to be
there anyway, there is no penalty for doing this.

Secondly, because the modulation is simple and shared across all elements, the frequency
modulation can be incorporated into the PLL that is likely present in the system anyway. For
a pulsed radar system, a high-bandwidth modulation requires fast on/off times to achieve a
short pulse width [17], which means the circuit creating the modulation needs to be carefully
designed to support that bandwidth. In a FMCW radar system, although large overall
bandwidth is needed in the RF transmit and receive chains (as in the pulsed radar case), a
large instantaneous bandwidth is not necessarily needed, since it is the overall bandwidth of
the sweep itself that determines the resolution. So, a slowly modulated signal can be used,
as long as the frequency of the signal varies across the full bandwidth over time. Multiple
targets at different distances correspond to multiple tones, and can be easily distinguished
by applying a Fourier transform to the received IF data.

2.3.2 Modulation Techniques for Digital Communication

The most basic modulation technique, and perhaps the first modulation technique to ever
be used [20], is on-off keying. This simply consists of turning on and off the RF signal in
time:

v(t) = A(t) cos(ωt) (2.1)

Where:

A(t) =
∞∑

n=−∞

[u(t− nT )− u(t− (n+ 1)T )] a[n]

a[n] ∈ {0, 1}
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and u(t) is the unit step function, which is used to mathematically model the zero-order hold
interpolation of the discrete-time digital data sequence a[n].

Note that this inherently assumes that the digital data is sampled at a regular interval
T . Since this waveform transmits one new bit of information every T seconds, we can say
that the data rate is 1/T bits/second.

2.3.2.1 Amplitude Modulation

To improve the data rate, instead of transmitting only a one or a zero, more signal levels can
be used to convey more information per bit period. For example, if there are four possible
signal levels instead of two, log2(4) = 2 bits can be transmitted every T seconds. In this
case, a[n] can take a broader range of values. If k bits per period are desired:

a[n] ∈
{

0,
1

2k − 1
,

2

2k − 1
, . . . ,

2k − 2

2k − 1
, 1

}
(2.2)

Without even doing any math, it’s obvious that there is a tradeoff for doing this: Shan-
non’s equation (Equation 1.1) says that if the channel bandwidth is the same (which it
approximately is, if T is held constant), then the signal to noise ratio needs to increase in
order to provide increased capacity. So, in order to actually acheive the increase in data
rate, we can deduce that the SNR has to increase proportionally.

2.3.2.2 Phase Modulation

Other than by changing the amplitude of a sinusoid, the only other way to send data is by
modulating the phase or frequency of the wave. In an analog communication system, these
are essentially the same thing: since frequency is the derivative of phase, in a continuous-time
system it makes little difference for modulation and demodulation if the signal of interest is
the phase or its derivative. For a sampled, digital communication system, there is in fact a
meaningful distinction, because the phase and frequency now have to change in discretized
steps rather than smoothly.

Although it has been demonstrated at mm-Wave [21], digital frequency modulation suffers
from poor bandwidth efficiency [22] and would be extremely challenging to implement in a
broadband, coherent link. Because of this, mm-Wave transceivers generally have used almost
exclusively phase modulation rather than frequency modulation.

The simplest version of phase modulation is binary phase shift keying (BPSK). Mathe-
matically, this takes the form of a sinusoid that alternates between inverted and non-inverted
phase.

v(t) = cos(ωt+ φ(t)) (2.3)

Where:

φ(t) =
∞∑

n=−∞

[u(t− nT )− u(t− (n+ 1)T )]φ[n]
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φ[n] ∈ {0, π}
The concept can be extended to k bits per symbol by increasing the number of possible

values that φ[n] can take:

φ[n] ∈
{

0,
2π

2k
, 2 · 2π

2k
, . . . ,

(
2k − 1

)
· 2π

2k

}
This technique has the advantage of being constant envelope, which (as discussed in Sec-

tion 2.3.1.3) eases some implementation challenges arising from nonlinearity of the transmit-
ter. Similarly to the amplitude modulation case, there is a tradeoff between SNR requirement
and bandwidth efficiency of the modulation scheme.

2.3.2.3 Quadrature Amplitude Modulation

By applying both phase and amplitude modulation, arbitrary linear combinations of sine and
cosine can be transmitted. One of the most useful implementations of that idea is known as
quadrature amplitude modulation (QAM). In this modulation scheme, both sine and cosine
are scaled independently by signed amplitude values.

Typically the case of interest is when sine and cosine share the same set of possible
amplitude values, that the amplitude levels are evenly spaced, and there are a power of two
levels in total (Equation 2.4, where k is the bits per symbol):

v(t) = I(t) cos(ωt) +Q(t) sin(ωt) (2.4)

Where:

I(t) =
∞∑

n=−∞

[u(t− nT )− u(t− (n+ 1)T )] aI [n]

Q(t) =
∞∑

n=−∞

[u(t− nT )− u(t− (n+ 1)T )] aQ[n]

aI [n], aQ[n] ∈
{
−1,−2k/2 − 3

2k/2 − 1
,−2k/2 − 5

2k/2 − 1
, . . . ,− 1

2k/2 − 1
,

1

2k/2 − 1
, . . . ,

2k/2 − 5

2k/2 − 1
,
2k/2 − 3

2k/2 − 1
, 1

}
In a completely linear system, it can be shown that for the same data rate, power level,

and bandwidth efficiency, QAM can provide the same bit error rate at lower SNR than
the equivalent PSK modulation [22]. On the other hand, if the transmitter has strong
nonlinearity, the variable amplitude levels of the QAM signal will be distorted. This lowers
the effective SNR at the receiver.

Due to the complexity in implementing PSK vs QAM at mm-Wave frequencies, QAM
is used far more frequently. One exception is 4-QAM, which is also equivalent to 4-PSK
(otherwise known as quadrature phase shift keying - QPSK).



CHAPTER 2. MILLIMETER-WAVE BACKGROUND 10

2.4 Phased Array Techniques

The main challenge in any mm-Wave system design is meeting link budget requirements, in
light of the large free space path loss at high frequencies. One way of efficiently addressing the
link budget problem is by leveraging phased-array techniques to reduce the total transceiver
DC power [23]. For an N-element phased array, transmitter EIRP is increased by a factor
of N2, since electric and magnetic fields, not power, are summed, and power density is
proportional to ~E × ~H. Due to reciprocity, for the receiver array there will also be a benefit
of N2 in conversion gain.

Receiver SNR will increase as well, but only proportional to N : since the noise in each
receiver element is uncorrelated1, the total noise at the output will increase proportional to
N , resulting in an SNR increase of N2/N = N . Because these system-level performance
metrics are improved in a phased-array compared to the single-element case, it is possible to
reduce performance (and correspondingly, DC power) while still meeting system requirements
derived from the link budget.

Consider an RF power amplifier output stage, designed to operate close to saturation,
and optimized to drive a load impedance of Z0. If the device sizes in the power amplifier
are reduced by half, the power amplifier should be able to achieve the same efficiency at
saturation while driving a load impedance of 2Z0, and delivering half of the power to that
load. This scaled-down power amplifier can be used along with a matching network with
an impedance transformation ratio of 2 (or if a matching network is already present, modi-
fying its impedance transformation ratio) to drive the original load impedance of Z0, while
delivering half of the power at the same efficiency. With a real matching network, there will
be some additional losses, so the efficiency and output power will in practice be degraded
somewhat. In a phased-array system, this strategy can be used to reduce DC power and
per-element performance without sacrificing efficiency.

A similar scaling approach can be used on the receiver side. Consider an LNA designed
for power and noise matching to an impedance Z0. Because the current density for minimum
noise figure is largely invariant of emitter length [25] (or similarly, transistor width in CMOS
technologies), the LNA device sizes can be reduced by half, resulting in an LNA with the
same NFmin matched to an impedance of 2Z0. As in the transmitter case, a matching
network can be used to match the LNA back to the original Z0 input impedance. The new
LNA has half of the DC power consumption, and slightly higher noise figure due to the added
matching network losses. Of course, due to matching network complexity, added losses, and
the bandwidth narrowing effect of high-Q matching networks, it is not possible to continue
this scaling arbitrarily. Architecture or circuit topology changes must then be used to reduce
power consumption further.

1In general, correlated noise across receiver elements will mitigate some of this SNR improvement (refer
to [24] for a more detailed discussion). However, if the receiver elements are well isolated, and the noise of
the combiner is small relative to the noise from the individual receivers, the factor of N scaling will hold.
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Chapter 3

FMCW Radar Phased-Array
Transceiver Design

Highly integrated millimeter-wave transceivers, enabled by advances in CMOS and SiGe
BiCMOS process technology over the last decade, have found what is seemingly a perfect
niche in automotive radar. With many GHz of absolute bandwidth available, and a compact
antenna size due to the small wavelength at mm-wave, the W band matches up well with the
requirements for adaptive cruise control and similar technologies [26]. The development of
mature, low-cost SiGe and CMOS technologies with ft and fmax of 150GHz and beyond has
brought down the cost of such driver-assist technology and with it, widespread adoption.

More recently, mm-wave radar has also received increasing attention for short-range appli-
cations such as gesture recognition, occupancy detection, and remote heart-rate monitoring
[27][28][29][30][31]. However, existing mm-wave radar solutions intended for automotive use
are power-hungry and often bulky. These drawbacks pose a problem for mobile, power-
constrained applications. Towards this goal, in this work, a compact antenna-in-package
FMCW radar phased array solution at 94GHz with record-low per-element power consump-
tion is proposed and demonstrated.

Although some promising progress has been made on gesture recognition radar at 60GHz[30],
the higher frequency at 94GHz allows the possibility for larger sweep bandwidths (which
improves depth resolution of the radar) and smaller antenna sizes. However, the higher fre-
quency also presents a challenge from the circuit design point of view, which has a negative
impact on efficiency and achievable SNR.

3.1 Proposed System Architecture

Several works have demonstrated state-of-the-art synthesizers with integrated frequency
modulation using a digital-PLL-based architecture [19][32][33][34]. The focus of this work is
on energy-efficient array implementation and FMCW radar demonstration, so an external
synthesizer is used to generate the frequency-modulated LO waveform. The chip includes
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Figure 3.1: Complete phased-array transceiver block diagram. mm-wave IOs use a single-
ended, ground-signal-ground (GSG) pad configuration. Ground pads are shared between
adjacent phased-array elements to reduce die area.

a 47GHz VCO and 32× frequency divider, and the PLL feedback is completed externally
using a discrete off-the-shelf IC with a phase-frequency detector (PFD) and charge pump,
along with an on-board active loop filter. Most of the power consumption of the PLL is
likely to come from the high-speed dividers, so if the PLL were fully integrated, the added
power consumption would be fairly small and have little impact on the per-element power.

Because it is critical to minimize TX-RX leakage for an FMCW radar, an architecture
with separate TX and RX antennas was selected. Although it is possible to use an integrated
isolating coupler to acheive some degree of isolation [35][36], even an ideal coupler will have
3dB insertion loss due to the power-splitting nature of the coupler.

The block diagram of the full 4-TX, 4-RX phased array transceiver is shown in Figure
3.1. To simplify routing in the antenna-in-package module, a small 4-element array size
was selected, for both the transmit and receive arrays. LO generation circuitry is shared
between the transmit and receive elements, and consists of a VCO, frequency multiplier, and
integrated frequency dividers. A PLL was implemented off-chip for LO tuning and to enable
FMCW ramp generation. A single, combined differential receiver output is fed off-chip.

For phase shifting, LO path phase shifters are used [37]. LO path phase shifting is
attractive here because it removes phase shifter degradations such as nonlinearity and noise
from the signal path. This increases efficiency because amplifiers on the LO path can be
designed to operate close to compression, as the LO signal is constant envelope. Baseband
phase shifting is also attractive from a power consumption perspective, but requires two
mixers for complex downconversion. This is not necessary for a linear FMCW system; since
the TX and RX frequencies are always slightly offset, the mixer strictly speaking is not truly
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operating as a direct conversion mixer, and therefore power can be saved by only using a
single mixer.

3.2 Transmitter

To meet link budget requirements, a power amplifier was designed to provide approximately
+9dBm of output power to a single-ended 50Ω antenna port. A single-ended antenna in-
terface was selected to minimize mm-Wave IO count, which keeps the die area small and
relaxes routing constraints within the antenna module.

The main PA gain stage is based on a cascode amplifier. Because of the high output
impedance of the cascode, it is hard to achieve a good power-added efficiency (PAE) using
a cascode output stage – the load-line impedance is significantly different from the small-
signal impedance. However, the per-stage gain is still quite high relative to a simple common
emitter amplifier, which has high PAE, but low gain when driven close to saturation. The
amplifier core uses a differential topology to reduce sensitivity to modeling errors associated
with the impedance seen at the cascode node. The bases of the cascode devices in a differ-
ential pair can be shorted directly together using local routing only, and therefore present a
virtual short circuit in differential mode. In common mode, gain is not a concern, so low-Q
bypass capacitors are used to prevent any common-mode stability problems associated with
the impedance at the base of the cascode device.

To get both high gain and moderate efficiency, two cascode driver stages are used to drive
a common-source output stage (see Fig. 5.30). A minimum supply voltage of 1.8V is needed
to get good cacsode performance, but is slightly above the open-base VCE breakdown voltage
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Figure 3.2: Three-stage power amplifier schematic. R5 is chosen to result in an emitter
voltage of about 100mV under small-signal bias conditions. The annotated DC currents
correspond to the operating points in small-signal (left of arrow) and saturated large-signal
(right of arrow) conditions.
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of a single device. For the non-cascoded output stage, a moderate impedance is provided to
the base via the bias network to extend the VCE breakdown range beyond the open-base limit
of BVCEO and allow operation from a single 1.8V PA supply [38]. For additional robustness
to VCE breakdown with the 1.8V supply voltage, a small series emitter degeneration resistor
is added at the tail. This helps improve reliability issues and has no impact on gain since it
appears only in common-mode.

It is difficult to power match at the output of the cascode due to the high real part of the
output impedance, on the order of 1kΩ. Additionally, the real part of the input impedance of
the cascode amplifiers is fairly small (tens of ohms), leading to a large required transformation
ratio. The available area for matching networks is constrained due to the phased-array
element pitch and the internal power-supply flip-chip bumps in between the phased-array
lanes, making it impossible to fit a transmission-line based matching network into the small
area available for the PA. So, for a moderate impedance transformation ratio given the area
constraints, coupling between PA gain stages is best achieved using 2:1 transformers with
moderate to low coupling factors.

Because of the low coupling factor, the effective turns ratio is slightly less than 2:1 in
practice, reducing the impedance transformation ratio. However, the leakage inductance of
the transformer primary can be used to increase the impedance transformation ratio of the
transformer, by treating it as an additional inductance in series with the transformer, which
acts to increase the impedance seen at the ports of the primary transformer. The output
stage does not use neutralization because of the extra capacitive load it would present to
the output balun, which is also a 2:1 transformer. The output balun also provides ESD
protection to the signal pad, as at low frequencies it provides a low impedance path to
ground for the signal pads through the center tap of the secondary.

521μm

366μm

Figure 3.3: Full 3D EM model of PA interstage and output transformers.



CHAPTER 3. FMCW RADAR PHASED-ARRAY TRANSCEIVER DESIGN 15

PA Output Power [dBm]
-4 -2 0 2 4 6 8 10

PA
 G

ai
n 

[d
B

]

10

20

30

40

Ef
fic

ie
nc

y 
[%

]

0

5

10

15
PA Gain
PA Drain Efficiency
TX Efficiency (including phase shifter)

Figure 3.4: Simulated PA power gain and power-added efficiency at 94GHz, plotted versus
output power.

A 3D HFSS model of the full PA, including the output GSG pads and the three stages
of transformers, is shown in Figure 3.3. The individual transformers were first designed
separately using HFSS. As a final verification, all three transformers were simulated together
along with the output pads. When incorporated back into circuit-level simulations, this PA-
scale EM model predicted nearly identical performance when compared to the simulations
using separately modeled transformers.

At the intended carrier frequency of 94GHz, simulations show a small-signal power gain
of 31dB, and a peak PAE of 15% at an output power of 9.6dBm (Fig. 3.4). If the DC power
of the phase shifter driving the PA is included in the efficiency calculation, the PAE of the
full chain drops to 12%. Because of the high small-signal gain of the cascode amplifiers, the
gain starts to compress well before the output stage is fully saturated. As a result, the peak
PAE is reached well beyond the P−1dB of the amplifier.

Large-signal simulations show that the saturated output power and efficiency are rela-
tively flat across frequency (Fig.3.5) with Psat above 10dBm from 85GHz to 98GHz, and the
peak PAE of the PA is nearly a constant 15% from 85GHz to 95GHz. The peak small-signal
gain is 30.8dB at 93GHz, and the small-signal 3dB bandwidth is 12GHz (from 86GHz to
98GHz).
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Figure 3.5: Simulated PA saturated output power, power gain, and peak power-added
efficiency vs. frequency.

3.3 Phase Shifter

Passive reflection type phase shifters are an attractive option for low-power design, as they
do not consume any DC power and multiple stages can be cascaded to achieve the desired
phase-steering range [39][40]. However, this also implies the insertion loss trades off with
phase shift range. To overcome this loss, an additional amplifier stage is needed, which
consumes DC power.

Instead, in this design, a Cartesian architecture is used to ensure a full 360 degrees of
phase shift. Weighted combinations of the I and Q LO waveforms are current-combined at
the phase shifter output, meaning that the phase should be the same regardless of process
variations (provided the input quadrature matching is sufficiently accurate). The VGA
functionality is achieved by current-steering using the cascode devices (Q5 through Q8)
rather than the gm devices of the Gilbert cell. This ensures a more constant input impedance
vs code. As the hybrid is single-ended, not differential, a balun stage is needed to drive the
phase shifter LO inputs. A single-ended cascode amplifier with transformer load provides
single-ended to differential conversion, and further isolates the hybrid from any variations in
phase-shifter input impedance.

3.3.0.1 Quadrature Coupler

The quadrature coupler is designed based on the approach in [41] to provide good phase
accuracy over a broad bandwidth. It consists of three high-impedance transmission lines
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Figure 3.6: Phase shifter schematic.

connected in parallel at each end with MIM capacitors. The complete structure, including
MIM capacitors, was EM simulated to verify the final design. Simulations show a quadrature
phase accuracy within 5 degrees of 90 degrees from 87 to 105 GHz. The amplitude imbalance
is within +/-1dB from 85 to 102GHz.

3.3.0.2 Phase Interpolator Simulated Results

The phase shifter and transmitter power amplifier were simulated together to characterize
the effects of gain compression on the phase shifter resolution. The phase shifter control
voltages are driven by differential voltages on the I and Q input terminals. Each I and Q
voltage is controlled by a 4-bit DAC, so there are 256 possible codes that can be used in the
phase shifter. In practice, only the largest amplitude codes will be used. The constellation of
available gain and phase combinations at the PA output is shown in Figure 3.9a. Gain and
phase errors are then computed for each possible desired phase angle. The worst-case phase
error is about 4.5◦, and the worst-case amplitude error 0.55dB, which both occur when both
the differential I and Q voltages are at their largest (45◦ phase shift). This is because at the
highest/lowest DAC codes, the the differential pairs (Q5-Q8 in Figure 3.6) are no longer in
the linear range.
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Figure 3.7: Quadrature hybrid HFSS model. The dimensions of the simulated region are
197µm by 124µm.
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Figure 3.8: Quadrature hybrid simulated IQ mismatch.

3.4 LO Distribution

The LO generation circuitry includes an integrated VCO, frequency multiplier, frequency
dividers, and LO buffers. The integrated VCO is designed to operate at half of the RF
frequency, and is buffered and sent to a frequency doubler to generate the RF carrier wave-
form. The frequency-doubled LO waveform is buffered and distributed to the phased-array
elements.

There is a routing penalty in distributing the LO signal after the frequency multipler,
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rather than before, since the absolute losses per millimeter are worse at higher frequency.
However, it can be more efficient overall to accept those losses, since the alternative is to
have equally many power-hungry frequency multipliers as there are phased-array elements.
Since frequency multipliers typically have poor (if any) conversion gain, low output power,
and low efficiency, it makes sense to have as few as possible, as long as a moderately efficient
LO buffer can be placed afterwards to overcome the LO routing and distribution losses.
This approach does not work as the multiplier output frequency approaches the fmax of the
technology, since it becomes impossible to get any more power gain, but this is not the case
at 94GHz.

The integrated frequency divider chain has five cascaded divide-by-two stages for a 32x
total division, resulting a nominal output frequency of 1.46875GHz if the VCO is operated
at 47GHz. A discrete fractional-N PLL chip is used along with an active loop filter on the
test PCB to complete the LO chain externally.

3.4.0.1 47GHz VCO

The VCO core is a capacitively cross-coupled NPN pair. Rather than using a tail current
source to bias the VCO, a series tail resistor is used instead. This greatly improves the
simulated 1/f 3 phase noise corner.

3.4.0.2 Frequency Dividers

The first few stages are bipolar-based static CML dividers for robust high-speed performance.
No inductive peaking was used for the high-speed bipolar dividers. The last two stages are
CML dividers that use 130nm CMOS devices and consume much less power. A final NPN
buffer amplifier is used to drive the LO signal off chip.
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Figure 3.10: Schematic of LO generation and distribution circuitry.

(a)

(b) (c)

Frequency [GHz ]
20 60 100 140

A
m

pl
itu

de
 [d

B]

-8.5

-8

-7.5

-7

-6.5

Outer ports
Inner ports

1.03mm

320μm

Figure 3.11: LO distribution network and power divider, based on lumped-element artificial
transmission line. Each artificial quarter-wavelength line consists of a 1.5 turn inductor in
series with a 1.25 turn inductor, which interfaces with a 50ohm transmission line.



CHAPTER 3. FMCW RADAR PHASED-ARRAY TRANSCEIVER DESIGN 21

3.4.0.3 Frequency Doubler

The frequency doubler uses a push-push topology with an inductive load [42]. A common-
mode tail resistor is used instead of a current source, as simulations showed it provided slight
enhancement of the 2nd harmonic output current. Simulations also indicated common-mode
stability problems when using a tail current source in the frequency doubler, related to the
high-Q capacitance that it presents at the tail node, The common-mode stability issues are
ameliorated by using the tail resistor

3.4.0.4 LO Distribution Amplifiers

After the frequency doubler, the 94GHz LO waveform must be distributed to the TX and
RX phased array elements. Separate distribution networks are used for the TX and RX
elements, so that the power levels can be separately controlled. Even a lossless LO power-
splitting network will inherently represent a reduction in power level, since the input power
is divided equally to all output paths. If LO buffers are used after the LO splitting network,
the efficiency of any LO buffers will be quite poor, since the signal level will be very small due
to the splitting loss. To avoid suffering that efficiency penalty, moderate-power LO buffers
are used drive the input of the power splitting network. This results in the same power levels
at the output, but a higher efficiency and reduced overall DC power.

The LO distribution amplifiers were designed by re-using the first PA gain stage (for both
amplifier stages of the LO buffers) and redesigning the interstage matching networks. The
output matching network is a transformer balun, to drive the single-ended LO distribution
network.

3.4.0.5 Lumped-Element Power Divider Network

To simplify the design of the divider network, two nested 1:2 power splitters are used. The 1:2
splitter uses quarter wavelength Z0 = 70.7Ω lines to enable use in a cascade; when terminated
with 50Ω loads, the input impedance of the splitter is also 50Ω. Typically, a Wilkinson
power splitter is used as a 1:2 power splitter at millimeter wave [43]. The Wilkinson splitter
is an isolating power divider, which will prevent potential crosstalk between elements. A
differential-mode termination resistor is needed to provide this isolation, but requires that
the outputs of the Wilkinson are physically close. Because the inputs of the phased-array
channels are spaced apart by the array element pitch (300µm), additional routing is required
to distribute the Wilkinson outputs to the phased-array elements (Figure 3.12a), which
requires additional area and increases losses.

If a non-isolating network is used, it can also provide the required routing to the input of
each array element (Figure 3.12b). Since the LO distribution network is terminated in the
passive quadrature hybrid load whose input impedance is constant vs phase code, there is
no opportunity for crosstalk between elements even though a non-isolating splitter is used.

However, the splitter must fit within the array element pitch of 300µm, but the length
of a single quarter-wavelength line on-chip is approximately 400µm. Clearly, a straight
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Figure 3.12: Power splitter topologies considered for LO distribution.
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Figure 3.13: Receiver schematic.

transmission line will not be able to fit at this array element pitch - the transmission line
would need to be meandered to fit. Instead of using a meandered transmission line, the
splitter instead uses a lumped-element artificial transmission line to reduce the area of the
network (Figure 3.12c).

The insertion loss for an ideal 1 to 4 splitter would be 6dB - for this design, EM simulations
show excess insertion losses of 7.1dB to 7.4dB (1.1 to 1.4dB higher than an ideal power
splitter) from 80-100GHz. The simulated amplitude mismatch is less than 0.04dB, with the
outer ports receiving slightly more power than the inner ports, and less than 0.4◦ phase
mismatch up to 100GHz.

3.5 Receiver

The number of LNA stages in the receiver was limited to keep DC power consumption low.
Because of this, no inductive degeneration was used in the receiver input device (Q1 in Figure
3.13), as this would reduce the gain of the LNA and increase the noise contribution of the
mixer to the overall receiver noise figure. Effectively, this means the input of the LNA is
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Figure 3.14: Input impedance locus of the LNA, at various stages of the matching network.

designed for a power match, rather than a noise match. This adds a small amount (0.3dB)
to the overall noise figure but limits the mixer noise figure contribution (see Fig. 3.17b).

Since the current density for minimum noise figure is typically 6-10 times smaller than
the current density for peak fT [25], biasing for NFmin does have a gain penalty. As a
compromise between gain and noise figure, the LNA input stage is biased at about half of
the current density for peak fT . This leads to an increase of 0.5dB above the estimated
minimum noise figure of 3.2dB, but also allows the device to operate at nearly peak fT .

The input matching network uses a series inductor, a DC blocking capacitor, and a
quarter-wavelength transmission line shunted to ground. Nearly all of the impedance match-
ing is provided via the series base inductor. Because of the series inductor’s capacitance to
ground, it acts more like a transmission line than a simple series inductor. So, on a Smith
chart, this looks like a rotation, rather than moving on a line of constant resistance (Figure
3.14a). The DC-block capacitor is a small series impedance at RF and is only needed to
separate the bias points at the signal pad and LNA input (Figure 3.14b). The shunt trans-
mission line provides a low-impedance path from the pad to ground at low frequencies for
ESD robustness, and contributes a small amount of shunt inductance at RF (Figure 3.14c).

The first LNA stage has an inductor load designed to resonate with its output capacitance,
and is AC-coupled to the input of the second stage (Q2). The AC coupling capacitor between
the first and second stages is implemented using the standard MIM capacitor offered in the
process. Its value is large so that it contributes a negligible series reactance, reducing design
sensitivity to the modeling accuracy of the capacitor. The second LNA stage connects to
the differential mixer input using a transformer, which provides single-ended to differential
conversion.

The mixer itself is a double-balanced switching core (Q3-Q6), with RF signals coupled
in at the emitters, and LO signals at the bases. Because headroom is limited, the mixer
is implemented as a pseudo-differential rather than differential pair, and there is no RF
transconductor device in the mixer stack. The limited headroom also makes it difficult
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Figure 3.15: Receiver HFSS model.
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Figure 3.16: Simulated receiver conversion gain and noise figure vs mixer LO frequency,
for all 5 gain control settings.

to use a high-impedance active load that is sufficiently saturated. A resistive load is used
instead, largely to set the bias point, and a transimpedance amplifier (TIA) is used to provide
a low impedance at the mixer baseband output. Using this topology we are able to improve
the voltage gain of the mixer, while the headroom is constrained. Additionally, the resistive
load has improved noise performance over the active load, and suffers from less capacitive
parasitics: the PMOS ft is low relative to that of the NPN devices, and no high-speed PNP
is available in this technology. Gain control is achieved by varying the feedback resistance
in the baseband TIA via switched resistor segments. The TIA itself consists of a high-speed
op-amp using SiGe NPN devices.
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Figure 3.18: HFSS simulations of antenna module.

Simulations show a receiver conversion gain of 25-38dB and a noise figure ranging from
11.1 to 11.3dB (single-sideband) at 94GHz, depending on gain control settings. Since the
gain control is implemented at the IF amplification stage, it has little impact on noise figure
because of the front-end gain in the preceding stages. As can be seen in Figure 3.17a,
approximately 54% of the total noise at the receiver output is due to the LNA, 30% from the
mixer, 6% from the baseband amplification, and 12% from the reference noise of the input
port.

3.6 Packaging

The die was flip-chip packaged using stud bumps onto an antenna module fabricated using
an organic HDI substrate [44]. The antenna module is based on a standard BGA footprint
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(a)
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Figure 3.19: Levels of integration of radar IC. Bare die (a) is flip-chip chip packaged onto
BGA antenna module (b), which is integrated onto a test PCB (c). The test PCB is 10.2cm
x 10.2cm, sized to accomodate connectors to a separate FPGA board. If a microcontroller
were used instead of an FPGA, the board area could be reduced to a much smaller size.

and low-frequency connections fan out to BGA balls for integration onto a larger test PCB
(Figure 3.19). The substrate, 1.2cm by 1.2cm, contains two linear arrays of 4 patches each -
one array for the transmitter elements and one array for the receiver elements. For high TX
to RX isolation, the TX and RX antenna arrays are located on opposite sides of the module.
The antennas themselves are aperture-coupled patch antennas with linear polarization. To
reduce element-to-element coupling, the antenna spacing within each array is set to 0.8λ at
94GHz.

Because the antenna spacing is greater than half-wavelength, grating lobes will appear
for large beam-steering angles. HFSS simulations of the antenna array predict that a beam-
steering range of ±27◦ is possible for a grating lobe level of 3dB below the main lobe (Figure
3.18). At a simulated beam-steering angle of ±34◦, the grating lobe level is the same as that
of the main lobe. The simulated 3dB beam width of the main beam is about 16◦ in the E
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Figure 3.20: Photograph of 1.2cm×1.2cm BGA antenna module with die attached, chip
(left) and antenna (right) sides.

plane (XY plane in Figure 4.10) and 90◦ in the H-plane (XZ plane in Figure 4.10). HFSS
simulations of the package show a TX-RX isolation of 60dB from 90-98GHz (Figure 3.18c),
which is sufficient given the input linearity simulations of the receiver.
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Chapter 4

Radar IC Measurements

The 3.7x2.2mm chip was fabricated in a 130nm SiGe BiCMOS process (Fig. 4.1). The TX
and RX arrays are on opposite sides of the chip. At the TX and RX arrays, the ground-signal-
ground mm-Wave IO pads are placed vertically running up the sides of the chip. Adjacent
ground pads are shared between elements to reduce die size. Shared LO generation circuitry
is at the center of the chip and feeds in to the power divider networks, which in turn feed
directly in to the phase shifters for the transmitters and receivers. The chip was tested both
using mm-wave probes in a chip-on-board configuration, and using the packaged antenna
module for wireless measurements.

Figure 4.1: Die photograph of fabricated chip.
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4.1 Probe Station Measurements

4.1.1 LO

The measured VCO tuning range is 11%, from 44 to 49GHz . The VCO center frequency
is about 5% lower than simulated, but due to the large designed tuning range it still covers
the desired center frequency of 47GHz. The PLL locking range is from 89-95GHz, slightly
reduced from the VCO tuning range. It is limited by kV CO at low tuning voltages, and by
the output swing of the active loop filter at high tuning voltages. At 94GHz, the closed-loop
phase noise is -76dBc/Hz at 1MHz offset, measured at the PA output .
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Figure 4.2: VCO tuning curve, and measured phase noise of PLL at 94GHz.

4.1.2 Transmitter

Probe station measurements were used to characterize the output power of individual PAs,
along with a W-band power meter. At 94GHz, the output power varies over a range of about
0.5dB across elements, from 6.3dBm to 6.8dBm . The outer TX elements (1 and 4) have the
highest output power, and the inner elements have lower output power. The output power
was lower than the simulated Psat = +10.5dBm of the PA, as well as the simulated +9dBm
output power with expected LO signal levels. The decrease in output power for inner TX
elements suggests IR drop in the supply network may be a partial cause. Additionally, the
output power decreases beyond 90GHz, whereas in simulations, it decreased after about
94GHz. Unfortunately, due to the integrated LO chain and limited VCO tuning range, it is
not possible to measure outside of the 89-95GHz frequency range, so it cannot be verified
if the output power increases further at lower frequencies. The decreased output power,
and trend of power vs PA element, was consistently observed across multiple chips. The
measured PA output impedance matches closely with simulation (Fig. 4.4b). The average
output power of 6.5dBm results in a transmitter efficiency of 6.3% (PTX,RF/PTX,DC)
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Figure 4.3: Measured transmitter output power vs frequency.
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Figure 4.4: The measured LNA input impedance (a) and PA output impedance (b) showed
good agreement with simulation.

4.1.3 Receiver

The receiver noise figure was measured with the hot/cold method, using an Agilent N8974A
noise figure meter and W-band WR-10 noise source, connected to the receiver input via a
W-band GSG probe (Fig. 4.5). In the RX case, element-to-element mismatch in noise figure
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is quite small. We do not see a consistent trend of increased noise figure in the interior
elements, which makes sense because noise figure should not be as sensitive to IR drop. We
also see that the RX noise figure is improving vs frequency, unlike in the TX case where
the best performance was at lower frequency. The measured 12.5dB (SSB) noise figure at
94GHz is higher than the simulated 11.1dB (SSB) at 94GHz. Below 94GHz, the noise figure
increases quite drastically. This is potentially due to insufficient LO power at the RX mixer,
as the LO distribution network is tuned slightly high due to EM modeling error and its
output power drops off below 93GHz. The measured LNA impedance matches somewhat
closely with simulation, although detuned slightly (Fig. 4.4a). The measured P1dB of the
receiver is -19dBm at 94GHz.
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Figure 4.5: Measured receiver single-sideband noise figure (probe station) vs frequency.

4.2 Packaged Measurements

4.2.1 Array Characterization

Initial measurements of the phased array were performed at broadside, with zero phase shift
between elements, to verify that transmitter spatial combining works as expected. EIRP
measurements of the transmit array at broadside (Fig 4.6) indicate an EIRP of approximately
+22dBm at 94GHz. The measured EIRP roughly increases by 6dB when the number of
enabled PAs is doubled, which is consistent with the theoretical N2 factor for in-phase
spatial combining.

To further demonstrate phased array operation, the TX radiation pattern was measured
at various beam steering angles. First, the TX radiation pattern was characterized in the lab
at BWRC, by using a W-band power meter head (connected to a horn antenna) manually
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Figure 4.6: EIRP at broadside vs frequency, for 1, 2, and 4 PAs enabled. All possible
combinations of the 1 and 2 PA cases are plotted.

placed at different angles relative to the broadside of the array. Because the measurement
was done manually, the measurements points are in 5◦ increments, over a range of -60◦ to
60◦ from the broadside of the array (Figure 4.7).

The RX conversion gain pattern was also characterized using a similar approach, but
instead using a 94GHz source and horn antenna placed at various angles, instead of the
power meter. Similarly to the case of the TX EIRP, the conversion gain roughly increases
by 6dB when the number of enabled LNAs is doubled.

However, for both the RX and TX cases, this improvised setup led to very slow measure-
ments, required manual intervention to move the power meter or source from angle to angle,
and was only capable of doing measurements along a single cut plane.

An indirect phase shifter characterization was completed based on beamforming and
power-combining measurements at different phase shifter codes (Fig. 4.9). Because the PA
is not fully driven into saturation, amplitude error is not suppressed. The measured peak
phase and amplitude error are 9 degrees and 1.4dB, respectively.

The TX radiation pattern was also characterized at University of Nice Sophia-Antipolis
(UNS), using the measurement setup first described in [45] and extended to 90-140GHz in
[46] (see Fig. 4.10a). The digitally controllable arm can move along both φ and θ angles, so
it is possible to capture nearly a full hemisphere of the radiation pattern with single-degree-
level steps. An F-band subharmonic mixer is placed on the end of the moveable arm and the
IF output connected to a spectrum analyzer. The power level is measured by observing the
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Figure 4.7: Beam steering of transmitter at 94GHz, characterized manually at BWRC.
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Figure 4.8: RX array conversion gain vs frequency, for 1, 2, and 4 LNAs enabled. All
possible combinations of the 1 and 2 LNA cases are plotted.

peak level of the downconverted signal level on the spectrum analyzer. Due to the large size
of the F-band signal source, it was not possible to mount the signal source on the moveable
arm to measure the RX beam steering pattern. However, the results should be similar as
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Figure 4.9: Measured phase shifter constellation points, with circle showing amplitude level
with least average amplitude error.
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Figure 4.10: The measurement setup at University of Nice-Sophia Antipolis. The test PCB
is placed with the radiating side downward, and the arm with the receive antenna is swept
across phi and theta angles. The measured radiation pattern data is imported into HFSS
and plotted. The axes shown in (a) correspond to the axes in the HFSS plots (subfigures b
and c)
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Figure 4.11: 3D radiation pattern measurements at various beam steering angles (per-
formed at UNS).

the antenna arrays and phase shifters are identical for both the TX and RX.
The measured 3D radiation pattern for various beam steering angles is plotted in Figure

4.11. Similar to the HFSS simulations of the array, there are significant side lobes at the
30◦ beam steering angle. The beamforming measurements show a steering range of about
±20◦ degrees while maintaining 3dB main lobe to grating lobe levels. The beam drop-off is
about 2-3dB at +20◦ and 4 dB at -20◦(Figure 4.12). This is slightly worse than predicted
by HFSS simulations of the antenna array, which showed only 1 to 1.5dB of beam drop off.
Measurements along the E-plane of the array show little variation in radiation pattern versus
beam steering angle (Figure 4.13).

4.2.2 Radar Measurements and Characterization

As a basic demonstration of radar capability, a simple experiment was performed using a
metal reflector at different distances. A triangular frequency modulation was applied to
the reference signal of the PLL, with both 4% and 2% sweep bandwidths. At 4% sweep
bandwidth (3.68GHz RF bandwidth), the FFT of the IF waveform shows distinct peaks
in different range bins when the object is moved by 5cm (Figure 4.14a). At 2% sweep
bandwidth (1.86GHz RF bandwidth; for the 2% sweep, the center frequency was retuned
slightly higher), the peaks are still present, but in some cases the reflected signal occupies
multiple range bins (Figure 4.14b). According to the range resolution equation, there should

be a range resolution of
c

2B
=4.1cm in the 4% sweep case, and 8.1cm in the 2% sweep case.

This is consistent with the measured results of the radar experiment.
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Figure 4.12: EIRP measurement along H-plane (performed at UNS).
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Figure 4.14: Radar measurements with a single target, at various distances. (a) with wide
RF sweep bandwidth (b) with narrower RF sweep bandwidth.

4.3 Conclusion

A comparison of this work with state-of-the-art shows that this transceiver has acheived the
lowest per-element DC power, including LO overhead power, while maintaining comparable
per-element performance and demonstrating a high level of integration (Table 4.1). Further
reduction in DC power could easily be acheived by using injection-locked frequency dividers
instead of static BJT dividers (Figure 4.15).

In summary, a compact, highly integrated FMCW radar phased array transceiver module
has been demonstrated. The integrated antenna-in-package allows for a small form factor
of 1.2cm × 1.2cm for the complete module, including all TX and RX antennas. Beam
steering has been demonstrated across a ±20◦ range, and FMCW experiments show ranging
functionality in line with theoretical resolution limits.
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Table 4.1: Performance Comparison of Published W-Band Phased Array Transceivers

This work [39][47] [48] [35] [49] [50][51]

Technology 130nm SiGe 120nm SiGe 180nm
SiGe

130nm
SiGe

120nm
SiGe

65nm
CMOS

# of elements 4TX,4RX 16TX, 32RX 4TX,4RX 4TX, 4RX 16TX,
32RX

4TX,
4RX

Frequency
[GHz]

94 94 70–100 94 90–102 94

Psat [dBm] @
94GHz

6.4 3.2†‡ 7.5† 6.5 -5‡ -5

RX NF [dB] @
94GHz

12.5 8.2†‡ 6† 16.5 9–9.5‡ 10

TX DC power
per ch. [mW]
(no LO
included)

71 — — 86 137.5 —

TX DC power
per ch. [mW]
(LO included)

106*
135**

181 250 147 — 150

RX DC power
per ch. [mW]
(no LO
included)

56 — — 40 137.5 —

RX DC power
per ch. [mW]
(LO included)

91*
130**

138 (16 elem)
106 (32 elem)

250 101 — 90

Phase shifter
resolution

9◦ 11.25◦ 22.5◦ — 4◦ —

IC size 3.7×2mm2 6.6×6.7mm2 1.7×2mm2 4 chips ×
1 × 1.1
mm2

6.6 × 5.9
mm2

2.1 × 3.6
mm2

Packaging
approach

Antenna-in-
package

Antenna-in-
package

Antenna
on board

Antenna
on board

probed
testing
only

Antenna-
in-
package

Level of
integration

TX + RX
+ downcon-
verter +
VCO +
dividers

TX +
upconverter
+ RX +
downcon-
verter +
PLL

TX + up-
converter
+ RX +
downcon-
verter +
freq.
doubler

TX + RX
+ down-
converter
+ LO
buffers

TX + RX TX +
RX +
LO

†Estimated from plot

‡Includes loss from TX/RX switch

*Simultaneous TX+RX: Pelem = 1
4 (PRX or TX + 1

2PLO)

**TX or RX only mode: Pelem = 1
4 (PRX or TX + PLO)
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TX: 4 elements &
phase shifters
35% (284mW)

VCO
1% (10mW)

LO distribution
12% (100mW)

BJT dividers
12% (98mW)

CMOS dividers
1% (8mW)

Bias and control
10% (80mW)

RX: 4 elements &
phase shifters
28% (224mW)

Figure 4.15: Measured DC power consumption by supply domain.
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Chapter 5

Wideband mm-Wave Transceiver
Design

5.1 Motivation and System Architecture

There are many examples of broadband data-rate mm-Wave transmitters and receivers that
make use of simple modulation schemes to achieve high data rates. Yu et al have proposed
a wideband on-off keying (OOK) transmitter [52] and receiver [53] pair that independently
support up to 16Gb/s and 18.7Gb/s, respectively. Dolatsha et al demonstrate a full wireless
link at 130GHz supporting 12.5Gb/s, similarly using OOK modulation [54]. Prior work at
Berkeley has also used on-off keying to transmit and receive at 260GHz, demonstrating a
10Gb/s wireless link [55].

The appeal of OOK modulation is ease of implementation. It does not require anything
more complex than a switch to modulate data onto an RF carrier. The receiver design is
also simplified — only the amplitude of the received signal needs to be detected, and can be
recovered using a simple peak detector circuit. On either side of the link, the circuits operate
without any dependence on the phase (or frequency) of the RF carrier signal. Because of
this, OOK-based links can be implemented with high energy efficiency (characterized by the
energy to transmit one bit, or equivalently, the data rate divided by the DC power).

To increase the data rate transmitted by an OOK link, the bandwidth also needs to
increase proportionally. If the system uses a fixed carrier frequency, this makes the circuit
design increasingly challenging, resulting in an efficiency penalty. Wide bandwidth circuits
can be designed more easily by using a higher carrier frequency, but the efficiency suffers
if the frequency becomes too high due to poor transistor performance [55]. So, the path
forward to maximize data rate while still maintaining reasonable overall efficiency requires
switching to a different modulation technique.

In the 60GHz domain, the IEEE standard (802.11ad) is built around this idea. QAM-
based modulation schemes — 16QAM and QPSK — are supported as part of this standard
over wide bandwidths. The broad available 60GHz bandwidth is nominally split into several
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channels spanning the full band. So-called “channel bonding” transmitters can transmit
data over the full bandwidth for maximum data rate.

Recent research efforts in 60GHz transceiver design have focused on increasing data
rate by supporting higher order modulations such as 64QAM and 128QAM with the broad
bandwidth available from channel bonding [56][57], yielding impressive data rates. The
drawback is that significant amounts of equalization are required to correct for non-flat gain
and group delay in the amplifiers, circuitry, and antennas that comprise the system. Because
of the high SNR requirement of the higher order modulation schemes, the equalization must
be able to reduce the intersymbol interference of the channel to a very fine degree. While
allowing for higher data rates at 60GHz, this degrades the efficiency of the link.

Meanwhile, scaling of silicon IC technology has enabled significant improvement in the
performance of transceivers in the 100GHz to 200GHz range. Initial circuit performance
seems to be following a similar trend as in early 60GHz designs. Complete transmitters and
receivers have been demonstrated that show the promise for extremely wideband operation
[58][59].

Therefore, there is little to suggest that high performance should not be achievable at
frequencies above 60GHz. As a compromise between the higher absolute bandwidth available
at higher frequencies, and the dropoff of transistor performance when getting close to the
fT of the technology, a center frequency of 120GHz was selected for this transceiver design
as a compromise between the two contrasting requirements.

One final means to improve bandwidth efficiency as well as overall link efficiency, is
by taking advantage of polarization diversity [60][61]. There are two possible orthogonal
polarization states for electromagnetic waves, so a system designed to separately transmit
or receive on both polarizations simulatenously could double its data rate without requiring
any increase in circuit bandwidth (as would be the case for frequency-interleaved transceivers
[62]). The efficiency (pJ/bit) can be potentially increased as well, since many components
can be shared across both transceiver channels. The key challenge in this type of system
is to have antennas with extremely high polarization purity, or an energy-efficient way of
equalizing out cross-polarization.

5.1.1 System Architecture

To acheive the design goal of a high-date rate, high-efficiency mm-Wave wireless link, a
dual-channel 120GHz 50Gb/s/channel transceiver IC is proposed (Figure 5.1). The IC is
designed in 28nm CMOS to leverage the improved fT and fmax relative to longer-channel
CMOS technologies. The transceiver has fully differential mm-Wave inputs and outputs,
and differential I and Q baseband outputs for each channel. To avoid the difficulties of
feeding digital data to the transmitter at high enough speeds to fill the link capacity, an
on-chip psuedo-random bit sequence (PRBS) generator is used with an external clock signal.
The mm-Wave LO is generated from an externally fed 30GHz reference signal, which is
quadrupled to reach the desired 120GHz carrier frequency.
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Figure 5.1: Block diagram of 120GHz dual-channel communication transceiver.

Based on rough estimates of achievable performance, a link budget was computed to
determine the feasibility of this system (Figure 5.2). The link budget assumes a 10cm
communication distance and (conservatively) a 25GHz noise bandwidth. The 22dB SNR
requirement builds in 5dB margin beyond the 17dB required for QPSK with a bit error rate
(BER) of 10−12. If the same system were used for QAM16, 24dB of SNR would be required
for the same bit error rate (Figure 5.3). Given that a 7dB increase in SNR is required
to double the data rate without increasing BER, this demonstrates that 16QAM is not an
energy efficient way to increase data rate — moving to 16QAM would likely require doubling
the power consumption in both the TX and RX to meet the same link budget.

5.1.2 Packaging Approach

High-performance mm-Wave flip-chip packaging typically uses the smallest possible man-
ufacturable flip-chip bump pitch to minimize the mutual inductance between signal and
reference conductors. Stud bumps or copper pillars can offer higher performance than solder
balls at a pitch of 200µm or below, down to perhaps around 100µm, but with these fine
pitches, fabricating the printed circuit board or substrate that the chip will be attached to



CHAPTER 5. WIDEBAND MM-WAVE TRANSCEIVER DESIGN 43

PTX=10dBm
FPSL=-54dB

GTX=4dBi

GRX=4dBi

PRX=-36dBm

kTB=-70dBm

NF=12dB

PN=-58dBm

SNR=22dB

Figure 5.2: Link budget, assuming a 10cm transmit distance.
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Figure 5.3: Bit error rate versus SNR for various modulation techniques.

can become very costly. For a low-cost solution, an approach using conventional solder ball
flip chip technology at a relaxed pitch of 10mil (254µm) is proposed, that achieves moderate
packaging losses even at 120GHz.
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5.2 Building Blocks

5.2.1 Modular Common-Source Neutralized Amplifier Layout

D-

D+

G+

G-

M2,M3,M4 ground plane

neutralization
capacitor (M6-M7)

Figure 5.4: Angle view of neutralized unit cell layout

At millimeter-wave frequencies, acheiving both robust stability and high power gain is
made more difficult by the gate-to-drain capacitance of the transistor [63]. To mitigate this
effect, neutralization techniques can be used to make the transistor unilateral - in other
words, modify the circuit so that the effective y12 goes to zero. Transformer-based neu-
tralization methods can be used [64][65], but rely on matching ratios of inductors to ratios
of capacitances, which can be challenging given the care with which millimeter-wave pas-
sives must be modeled. Additionally, the transformer coils will have finite Q, lowering the
potential gain that can be achieved.

On the other hand, capacitive neutralization via cross-coupling does not require lossy
passives (MOM capacitors can be fairly high Q even at 100GHz), although it does come
at the cost of doubling the input and output capacitances of the circuit [66]. This halves
the fT of the transistor, effectively trading off fT for power gain. One downside is that
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this technique is only applicable to balanced or differential circuits, which may make it less
appealing for low-power designs.

To simplify the layout and reduce design iteration time given the complexity of layout
rules in 28nm CMOS, a modular layout approach was adopted. Amplifiers are constructed
out of a number of unit cells connected in parallel, and implemented in layout as a linear
array of unit cells. A 3D representation of a typical unit cell layout is depicted below, in
Figure 5.4.

This approach also helps with the tradeoff between high frequency modeling accuracy and
complexity. The slices themselves are extracted using local parasitic extraction only, but the
interconnection between the slices can be modeled using an electromagnetic field solver (in
this case, Integrand EMX). If the interconnect pattern is also based on unit cells, a scalable
lumped-element-based model (self and mutual inductances, and capacitances between nets)
can be fitted to the simulation results.

A representative example of a full layout cell with amplifiers and routing is shown in
Figure 5.5.

D-

D+

G+
G-

Figure 5.5: Angle view of amplifier with 7 unit cells

5.2.2 Coupled Resonators using Low-K Transformers

To understand the behavior of low-K transformer-based matching networks, we can study a
simplified/idealized version first (Figure 5.6). This has two identical coupled inductors with
equal resistances and capacitances in parallel.
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Figure 5.6: Magnetically coupled LC resonators

For a cascade of common-source amplifiers, we typically will be most interested in the
transimpedance (ZT = vo

iin
) of this circuit.

ZT (s) =
kLs[

1 + L
RP

(1− k) s+ LC (1− k) s2
] [

1 + L
RP

(1 + k) s+ LC (1 + k) s2
] (5.1)

In terms of the parallel tank Q = RP

ω0L
and ω0 = 1√

LC
of the individual, uncoupled RLC

circuits, the transfer function is:

Z (s) = RP

k s
Qω0[

1 + 1−k
Qω0

s+ 1−k
ω2
0
s2
] [

1 + 1+k
Qω0

s+ 1+k
ω2
0
s2
] (5.2)

To give an idea of what this transfer function looks like, some representative examples of
this transfer function have been plotted below in Figure 5.7 for some select values of k and
Q.

We can verify that as |k| → 1, the transfer function takes the limiting case of

Z (s) = ±RP

2

2
ω0Q

s

1 + 2
ω0Q

s+ 2
ω2
0
s2

(5.3)

as expected, with the final sign coming from the direction of mutual coupling (sign of k).
The new complex pole pairs of the coupled inductors are:

p1,2 =
ω0

2Q

[
−1± j

√
4Q2

1 + k
− 1

]
(5.4a)

ω0 (1,2) =
ω0√
1 + k

Q1,2 =
Q√

1 + k
(5.4b)

p3,4 =
ω0

2Q

[
−1± j

√
4Q2

1− k − 1

]
(5.4c)

ω0 (3,4) =
ω0√
1− k

Q3,4 =
Q√

1− k
(5.4d)
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Figure 5.7: |Z21| transfer functions for various values of the uncoupled resonator Q

The frequencies of the two resonant peaks and transimpedance minimum can be exactly
computed:

ωmax1 = ω0

√
−1 + k2 + 2Q2 −

√
1 + k4 − 4Q2 + k2 (−2 + 4Q2 + 4Q4)

2 (1− k2)Q2
(5.5a)

ωmax2 = ω0

√
−1 + k2 + 2Q2 +

√
1 + k4 − 4Q2 + k2 (−2 + 4Q2 + 4Q4)

2 (1− k2)Q2
(5.5b)

ωmin = ω0

√
−1 + k2 + 2Q2 +

√
1 + k4 − 4Q2 + 16Q4 − 2k2 (1− 2Q2 + 6Q4)

6 (1− k2)Q2
(5.5c)

For large Q these can be approximated as:

ωmax1 =
ω0√
1 + k

(
1− 1− k2

4kQ2
− (2− k)(1− k2)2

32k3Q4
+ ...

)
≈ ω0√

1 + k
(5.6a)

ωmax2 =
ω0√
1− k

(
1− 1− k2

4kQ2
− (2 + k)(1− k2)2

32k3Q4
+ ...

)
≈ ω0√

1− k
(5.6b)

ωmin ≈
ω0√

3

√
1 +
√

4− 3k2

1− k2 (5.6c)

The two resonant frequencies are plotted below in Figure 5.8 as the coupling frequency
is varied, for various tank Q factors.

The magnitude of the transfer function at each of the two peaks is (exactly) RP

2
and is

independent of k.
The magnitude of the transfer function at the minimum can be calculated, but the exact
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Figure 5.8: Frequencies of maxima and minimum of coupled RLC circuit transimpedance
for various values of Q.

result is extremely complicated:

|Z (jωmin)| = 1

G

√
3

2
kQ2

√
1− k2
β + α3/2

(5.7)

Where α and β are given by:

α = 4(4− 3k2)Q4 − 4(1− k2)Q2 + (1− k2)2 (5.8a)

β = −8(8− 9k2)Q6 + 6(1− k)(4 + k)Q4 + 6(1− k2)2Q2 + k2(1− k2)2 (5.8b)

Because of the complexity of this expression, it is not straightforward to derive a simple
equation for the ripple as a function of the coupling coefficient. Instead, the ripple is plotted
below for various values of Q (Figure 5.9).

For a maximally flat response, ωmax1 = ωmax2. This occurs at:

k = ±
√

1− 2Q2 − 2Q4 + 2
√

2Q6 +Q8 (5.9)

This can be approximated (for Q >> 1) as follows using the Taylor series for
√

1 + x
around x = 0:

k = ±
√

1− 2Q2 − 2Q4 + 2Q4

√
1 +

2

Q2
(5.10)
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Figure 5.9: Ripple of the magnitude of the transimpedance vs coupling coefficient.

Then, the term under the inner square root can be expanded via Taylor series:

k = ±
√

1− 2Q2 − 2Q4 + 2Q4

(
1 +

1

2
· 2

Q2
− 1

8
· 4

Q4
+

1

16
· 8

Q6
− 5

128
· 16

Q8
+

7

256
· 32

Q10
+ · · ·

)
(5.11)

Canceling terms:

k = ±
√

1

Q2
− 5

8Q4
+

7

8Q6
+ · · · = ± 1

Q

√
1− 5

8Q2
+

7

8Q4
· · · (5.12)

So for “large” Q, maximum flatness is acheived with:

k ≈ ± 1

Q
(5.13)

This approximation is actually quite good, even for Q as low as 3. Visually, it can also
be confirmed from Figure 5.8 — the frequencies of the two maxima become equal at about
k ≈ 1

Q
.

5.2.3 Low-K Transformers with Lossy Inductors

Not surprisingly, the analysis is not as straightforward when the inductors themselves have

finite Q. In that case, the circuit1. looks more like that of Figure 5.10, where RS =
ω0L

QL

1More generally, RS increases versus frequency due to the skin effect, but this is not a significant source
of modeling error for moderate bandwidth circuits.
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Figure 5.10: Magnetically coupled LC resonators with finite Q inductors

For narrowband circuits, it’s possible to do a series-parallel transformation and lump the
effect of RS into the tank Q. However, to correctly describe broadband behavior, this is not
strictly correct - the transfer function has to be re-computed.

With series inductor resistance, the complex pole pairs of the circuit shift to:

ω0 (1,2) =
ω0√
1 + k

√
1 +

1

QQL

(5.14a)

Q1,2 =
Q√

1 + k

√
1 +

1

QQL

1

1 +
Q/QL

1+k

(5.14b)

ω0 (3,4) =
ω0√
1− k

√
1 +

1

QQL

(5.14c)

Q3,4 =
Q√

1− k

√
1 +

1

QQL

1

1 +
Q/QL

1−k

(5.14d)

The last part of the Q term is what is problematic. Both pole pairs see a reduction in
Q, but the higher frequency pole pair associated with (1− k) sees a greater reduction in Q.
This leads to a non-flat gain response (Figure 5.11).

There are several potential solutions to this problem that have been proposed in the
literature. One solution proposes the use of capacitive coupling, in addition to the magnetic
coupling between the tanks [67]. Although attractive from a schematic point of view, adding
capacitors bridging between the two LC tanks significantly complicates the layout. Also,
this method adds loss as well, due to the long series routing lines for the bridging capacitors.

A more practical approach is to scale the sizes of the inductances, while maintaining the
same coupling factor [68]. This effectively “pre-distorts” the frequency response, so that
when the Q of the second resonance is lowered, it results in an overall flat gain response.
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Figure 5.11: |Z21| transfer functions with finite-Q inductors

5.3 Transmitter

5.3.1 Modulator Design

5.3.1.1 Common-Gate RF DAC

In a conventional RF upconversion mixer, analog baseband data is fed to the circuit at the
tail of a hard-switching current commutating pair driven at the LO frequency (Figure 5.12).
To acheive high bandwidth and linearity without sacrificing gain, the modulator architecture
presented here departs significantly from the conventional design.

Instead of using a baseband DAC to drive the transconductor stage (devices M1 and M2

of Figure 5.12), the modulator in this work uses an RF DAC architecture which directly
modulates the mm-Wave carrier with digital data [43]. This architecture minimizes the
number of analog blocks between the digital I and Q data streams and the modulated RF
signal, avoiding any added bandwidth and linearity degradations from the baseband DAC.

Another unusual design choice in this modulator is the swapping of source and gate for
the LO and baseband ports. A more conventional upconversion mixer has the LO connected
to the gate, and relies on hard-switching of the mixer devices to ensure linear upconversion
of the baseband signal at the sources. However, at mm-Wave it is difficult to achieve hard-
switching in the mixer since the LO drive is largely sinusoidal. Additionally, it can be difficult
to impedance match to the gate of the mixer which is a high-Q capacitance. Both of these
factors make it difficult to have high conversion gain with the conventional topology.

Since it is simpler to achieve high swing with a digital baseband signal, in this design,
the baseband data is used to hard-switch the mixer devices in each unit cell to control the
polarity of the RF signal. Because the LO input of the mixer is at the source rather than the
gate, impedance matching at the input is simplified. This is similar to the “power mixer”
proposed by Dasgupta [69] and the RF DAC architecture of Shopov [70].

The unit element of the DAC is a doubly-balanced Gilbert cell (Figure 5.13). The mm-
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Figure 5.12: Conventional upconversion mixer topology typically used at low frequencies.

b

vin

b b b

vout

Figure 5.13: Unit element of common-gate RF DAC.

Wave sinusoidal LO signal is current steered by the digital baseband signal D. For multi-bit
DACs, unit elements are grouped together in binary-weighted fashion [71]. Full-scale DAC
codes are reached by steering all of the LO signal to one drain or the other. Intermediate
codes rely on steering some LO signal to the “positive” drain and some to the “negative”
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drain so that the LO signal partially cancels at the DAC output (Figure 5.14).

D2 D2 D2

vin

vout

D1 D1 D1
D0 D0 D0

Figure 5.14: DAC operation for 8-level amplitude modulation. The DAC is depicted at
code 101, so the total current at the output is +4

7
− 2

7
+ 1

7
= 3

7
of the full scale value.

For a 3-bit DAC, the current gain is as follows:

iout
iin

=
1

7
(−1)D0 +

2

7
(−1)D1 +

4

7
(−1)D2 (5.15)

The full mapping of DAC bits to amplitude values is shown below in Table 5.1.

D2 D1 D0 DAC Amplitude

0 0 0 4
7

+ 2
7

+ 1
7

= 1

0 0 1 4
7

+ 2
7
− 1

7
= 5

7

0 1 0 4
7
− 2

7
+ 1

7
= 3

7

0 1 1 4
7
− 2

7
− 1

7
= 1

7

1 0 0 −4
7

+ 2
7

+ 1
7

= −1
7

1 0 1 −4
7

+ 2
7
− 1

7
= −3

7

1 1 0 −4
7
− 2

7
+ 1

7
= −5

7

1 1 1 −4
7
− 2

7
− 1

7
= −1

Table 5.1: Mapping from DAC bits to amplitude values

The DAC architecture of Figure 5.14 is a Class-A-like mode of operation, in that the DC
current of the DAC is constant versus code. An alternative Class-B-like design could turn
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Figure 5.15: Small signal model of common-gate amplifier.

off DAC elements for intermediate codes instead. This is potentially problematic in that the
DAC input impedance will vary vs code (since a different number of “on” devices are seen
in each state). Also, each code transition would inject a common-mode current step into
the output matching network which is undesirable. Although inefficient, the Class-A DAC
does ensure that the input impedance is roughly constant across all codes, and minimizes
problems from common-mode transients.

5.3.1.2 CG DAC Model

To model potential non-idealities of the DAC, we first derive a common gate equivalent
circuit model, based on the small signal model of Figure 5.15.

The Y-parameters of a common-gate circuit are shown in Equations 5.16a-5.16d.

y11 = gm + go + sCss + sCds + sCgs
1− gmRg + sRgCgd

1 + sRg (Cgs + Cgd)
(5.16a)

y21 = −gm − go − sCds + sCgs
gmRg + sRgCgd

1 + sRg (Cgs + Cgd)
(5.16b)

y12 = −go − sCds − sCgd
gmRg + sRgCgs

1 + sRg (Cgs + Cgd)
(5.16c)

y22 = go + sCdd + sCds + sCgd
1 + gmRg + sRgCgs

1 + sRg (Cgs + Cgd)
(5.16d)

Because the gate resistance is nonzero, the internal gate voltage vgg is also nonzero. The
internal gate node vgg, through the action of the gm dependent source, ends up modulating
the Y-parameters of the device.

So, with non-zero gate resistance, the transfer functions from source to vgg (vgg
vs

) and
drain to vgg (vgg

vd
) form a C-R filter and therefore have a high-pass characteristic.

The end result is that the gate resistance modifies the capacitances seen in the Y-
parameters of the circuit (Equations 5.18a-5.18d). Note that the pole/zero frequencies of the
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sCgd and sCgs terms of the Y-parameters are close to or beyond the ft of the technology, so
we can simplify each the Y-parameters to an equivalent capacitive and real part (Equation
5.17). Because of the direction of the gm source, the result is an added negative capacitance
if the drain is grounded (Equations 5.18a,b) or an added positive capacitance if the source
is grounded (Equations 5.18c,d).

y11 = gm + go + sC11 (5.17a)

y21 = −gm − go − sC21 (5.17b)

y12 = −go − sC12 (5.17c)

y22 = go + sC22 (5.17d)

where

C11 = Css + Cds + Cgs (1− gmRg) (5.18a)

C21 = Cds − CgsgmRg (5.18b)

C12 = Cds + CgdgmRg (5.18c)

C22 = Cdd + Cds + Cgd (1 + gmRg) (5.18d)

Simulations show that the simplified Y-parameters are valid (although not perfect) ap-
proximations at 120GHz.

One way of visualizing the systematic nonlinearity in the operation of this DAC is by
modeling an infinite resolution DAC. This allows for simple equations that can be used to
analytically predict AM-AM and AM-PM distortion. The Y-parameters of the CG amplifier
are simulated in the “on” case (Vg = 1V) and the “off” case (Vg = 0V). Then, they are used
to compute Y-parameters (Equation 5.19) of the “infinite resolution” DAC model of Figure
5.16. In this model, the input current is continuously steered so that the DAC acheives a
current gain of between −1 (for w = 0) to 1 (for w = 1).

The 4-port Y-parameters of the DAC model of Figure 5.16 are:i1

i2

i3

i4

 =

 yON
11 + yOFF

11 wyON
12 + (1− w) yOFF

12 0 (1− w) yON
12 + wyOFF

12

wyON
21 + (1− w) yOFF

21 yON
22 + yOFF

22 (1− w) yON
21 + wyOFF

21 0

0 (1− w) yON
12 + wyOFF

12 yON
11 + yOFF

11 wyON
12 + (1− w) yOFF

12

(1− w) yON
21 + wyOFF

21 0 wyON
21 + (1− w) yOFF

21 yON
22 + yOFF

22


v1

v2

v3

v4


(5.19)

These Y parameters are then transformed into mixed-mode Y-parameters:

idm1

idm2

icm1

icm2

 =


1
2

(
yON
11 + yOFF

11

)
2w−1

2

(
yON
12 − yOFF

12

)
0 0

2w−1
2

(
yON
21 − yOFF

21

)
1
2

(
yON
22 + yOFF

22

)
0 0

0 0 2
(
yON
11 + yOFF

11

)
2
(
yON
12 + yOFF

12

)
0 0 2

(
yON
21 + yOFF

21

)
2
(
yON
22 + yOFF

22

)

vdm1

vdm2

vcm1

vcm2


(5.20)
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Figure 5.16: DAC model with continuous current steering. w represents the proportion
of DAC unit elements steered in the “+1” state, so then 1− w represents the proportion of
DACs in the “−1” state.

Because the DAC is a fully balanced mixer, there is no mode conversion and the common
mode can be ignored. So, only the upper-left block of Eq. 5.20 needs to be considered. Then
we are left with equation 5.21.

[
idm1

idm2

]
=

[
ỹ11 ỹ12

ỹ21 ỹ22

][
vdm1

vdm2

]
=

[
1
2

(
yON
11 + yOFF

11

)
2w−1

2

(
yON
12 − yOFF

12

)
2w−1

2

(
yON
21 − yOFF

21

)
1
2

(
yON
22 + yOFF

22

) ] [vdm1

vdm2

]
(5.21)

To avoid confusion with the Y-parameters of the CG transistor, the Y-parameters of the
DAC are denoted with a tilde above the y.

The DAC Y-parameters reveal a couple of things. Firstly, the reason the DAC works
is because the Y-parameters of the common-gate transistor change between its off and on
states. If this were not the case, the differential mode y21 would vanish.

Secondly, the DAC is unilateral if the y12 of the common-gate transistor is the same
in both the off and on states. This is not inherently true (there is a finite transistor go
that varies strongly with operating point), and there are some implications to this that are
discussed in the following sections.

Leaving the unilaterality of the DAC aside for now, the source and load impedances for
a bi-conjugate match to the DAC can be computed from its Y-parameters [72].

K =
2 Re (Y11) Re (Y22)− Re (Y12Y21)

|Y12Y21|
(5.22)
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Y ∗S = y11 −
y12y21
YL + y22

(5.23a)

Y ∗L = y22 −
y12y21
YS + y11

(5.23b)

YLopt = −jb̃22
[
1− Im [ỹ12ỹ21]

2g̃11b̃22

]
+ g̃22

√
1− Re [ỹ12ỹ21]

g̃11g̃22
−
(

Im [ỹ12ỹ21]

2g̃11g̃22

)2

(5.24)

where b̃ij = Im [ỹij] and g̃ij = Re [ỹij].
So, if the DAC is unilateral (i.e. ỹ12 = 0) the optimal load impedance will just be the

complex conjugate of the ỹ22 of the DAC. Unfortunately, due to the impacts of Cds, ro,
and the nonzero gate resistance of the common-gate amplifiers that make up the DAC, ỹ12
is non-zero. In fact, the problem is somewhat worse than that - because ỹ12 and ỹ21 are
proportional to the DAC code, the variation in YLopt will be related to the DAC code.

Since the equation is quite complex, it’s reasonable to start understanding this type of
behavior in the low-frequency limit and then see how it extends to higher frequencies. So,
first consider the case where b̃11 = b̃12 = b̃21 = b̃22 = 0. Then:

YLopt = g̃22

√
1− g̃12g̃21

g̃11g̃22
(5.25)

Substituting in values from Equation 5.21 and Eq 5.24 gives:

YLopt = 1
2

(
gON
o + gOFF

o

)√
1− (2w − 1)2

(gON
o − gOFF

o ) (gON
o + gON

m − gOFF
o − gOFF

m )

(gON
o + gOFF

o ) (gON
o + gON

m + gOFF
o + gOFF

m )

(5.26)
If the “off” transistor is truly off (with gm = go = 0), then:

YLopt = gON
o

√
w − w2 (5.27)

which implies that the optimal load impedance varies versus code from 2ro (at w = 1/2) to
infinite 2 (at w = 0 or w = 1).fP This means the DAC will have gain expansion, as the
output impedance increases with code.

To get some intuition about whether this actually matters or not in practice, the tran-
simpedance of the DAC can be considered instead.

The transimpedance of the DAC cell is:

ZT = − ỹ21
(YL + ỹ22) (YS + ỹ11)− ỹ12ỹ21

(5.28)

2Of course, this should not be too surprising — the optimal output impedance to maximize power gain
for a common-gate amplifier (at low frequency) is also infinite.
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Again assuming the low-frequency limit for the DAC Y-parameters, the DAC tran-
simpedance for an arbitrary load conductance and source admittance is then:

ZT = −
1
2

(2w − 1)
(
gON
m + gON

o

)(
GL + 1

2
gON
o

) (
GS + 1

2
gON
o + 1

2
gON
m

)
−
(
2w−1

2

)2
(gON

o + gON
m ) gON

o

(5.29)

If the DAC were linear, it would have a gain proportional to 1
2

(2w − 1). By normalizing
to this gain, the effect of gain expansion is clear:

ZT (w)

2w − 1
=

2
(
gON
m + gON

o

)
(2GL + gON

o ) (2GS + gON
o + gON

m )

1

1 + T
(5.30)

Where T, given below in Equation 5.31, represents the loop gain of the two-port cir-
cuit[73].

T = − (2w − 1)2
gON
o

gON
o + 2GL

gON
o + gON

m

gON
o + gON

m + 2GS

(5.31)

The derivation can be repeated for a general set of DAC Y-parameters to arrive at the
following:

ZT (w) = − ỹ21
(ỹ11 + YS) (ỹ22 + YL)

1

1 + T
(5.32)

T = − ỹ21ỹ12
(ỹ11 + YS) (ỹ22 + YL)

(5.33)

From this equation, it is clear that if T is real-valued, then there will only be AM-AM
distortion in the DAC.

There are two possibilities that can contribute to a non-zero imaginiary part for T , and
therefore contribute to AM-PM distortion:

1. Nonzero susceptance at input/output (Im [YL + ỹ22] 6= 0 or Im [YS + ỹ11] 6= 0)

2. The product ỹ21ỹ12 has a nonzero imaginary part.

The first possibility is easy to guarantee with proper input/output matching at the de-
sired output frequency, although it is interesting to note that this implies that the AM-PM
characteristic of the DAC will degrade away from the center frequency of the match.

A sufficient (but not necessary) 3 conditon to rule out the second possibility is to ensure
that ỹ21 and ỹ12 have imaginary parts equal to zero. Referring back to equations 5.17, 5.18,
and 5.21, we want the following statements to be true:

Im [ỹ21] = ω
2w − 1

2

(
CON

21 − COFF
21

)
= 0 (5.34a)

Im [ỹ12] = ω
2w − 1

2

(
CON

12 − COFF
12

)
= 0 (5.34b)

3In particular, the necessary condition is only that Im [ỹ21ỹ12] = 0, which is true when Im [ỹ21] =
Im [ỹ12] = 0, but could also be true (though improbable) if sin (Arg [ỹ21] + Arg [ỹ12]) = 0.
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Substituting in values from 5.18:

CON
21 − COFF

21 = CON
ds − CON

gs gON
m RON

g − COFF
ds + COFF

gs gOFF
m ROFF

g = 0 (5.35a)

CON
12 − COFF

12 = CON
ds + CON

gd gON
m RON

g − COFF
ds − COFF

gd gOFF
m ROFF

g = 0 (5.35b)

Cds is a purely linear parasitic capacitance, and will be the same in both the on and off
states of the CG unit element. So, the conditions become:

CON
21 − COFF

21 = −CON
gs gON

m RON
g + COFF

gs gOFF
m ROFF

g = 0 (5.36a)

CON
12 − COFF

12 = CON
gd gON

m RON
g − COFF

gd gOFF
m ROFF

g = 0 (5.36b)

Since Cgs, Cgd, gm, and Rg will change somewhat depending on the bias point, not
necessarily in an easily analyzed way, it seems unlikely that the conditions of Equation 5.37
will be met exactly. This can be verified from simulation by computing the phase angle of
ỹ12ỹ21. Although the phase is not zero, it is fairly small ( 6.8◦ at 120GHz as shown in Figure
5.17) indicating that the imaginary part of ỹ12ỹ21 is about 8.4 times as small as the real part.
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Figure 5.17: Phase of ỹ21ỹ12

If the susceptances are matched at the DAC input and outputs, then the phase of the
loop gain will be equal to the phase of ỹ21ỹ12. Of course, the amount of AM-PM conversion
this results in depends on the magnitude of T . To try to estimate this, assume the real part
of the load admittance is provided by the parallel equivalent resistance of an inductor at the
load (GL = ωC22

QL
) and the source impedance is matched according to Equation 5.23a. The

magnitude of the resulting loop gain versus frequency under various conditions is shown in
Figure 5.18.

The loop gain is then used to calculate AM-AM and AM-PM nonlinearity of the DAC
itself (Figure 5.19). It can be seen that with realistic Q tuned loads at the gate and source
of the DAC, the AM-PM linearity becomes quite small, and the AM-AM linearity improves,
although it is still problematic. This is perhaps not catastrophic, though, since the trans-
mitter power amplifier will likely have a compressive gain characteristic, suggesting there is
potential to cancel out the nonlinearity.
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Figure 5.18: Magnitude of DAC loop gain under various loading conditions
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Figure 5.19: AM-AM and AM-PM nonlinearity of DAC

5.3.1.3 IQ DAC Model

The above analysis has focused on amplitude modulation only, but can easily be extended
to QAM. To achieve quadrature modulation, separate I and Q DACs are used, and current-
combined at their outputs (Figure 5.20). The KCL equations governing this circuit are
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iin∠0º iin∠90º

I<2:0> Q<2:0>

YS YS

YL

Figure 5.20: I and Q DACs with current-combining at output

derived and used to compute the transimpedance (ZT = vo/iin).[
iI1

iI2

]
= ỸI

[
vI1

vo

]
(5.37a)

iI1 = iine
j0◦ − vI1YS (5.37b)[

iQ1

iQ2

]
= ỸQ

[
vQ1

vo

]
(5.37c)

iQ1 = iine
j90◦ − vQ1 YS (5.37d)

voYL = −iQ2 − iI2 (5.37e)

Simplifying the above, the following expression results:

ZT,complex = − ỹI21 + jỹQ21

(YL + 2ỹ22) (YS + ỹ11)− ỹI21ỹI12 − ỹQ21ỹQ12
(5.38)

Or, written in terms of the loop gain:

ZT,complex = − ỹI21 + jỹQ21
(YL + 2ỹ22) (YS + ỹ11)

1

1 + TIQ
(5.39)

Where

TIQ = − ỹI21ỹ
I
12 + ỹQ21ỹ

Q
12

(YL + 2ỹ22) (YS + ỹ11)
(5.40)
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5.3.1.4 DAC Layout

The final RF DAC design uses three bits for each of I and Q, so that QPSK, 16QAM, and
64QAM modulations can be supported.

The 3-bit RF DAC consists two “half-DAC” cells, each of which consists of seven unit
elements (Figure 5.21). Each “half-DAC” has two source connections but only one drain
connection. This means that drain connections of adjacent devices can be shared, which
minimizes parasitic capacitances on the drain and results in a higher bandwidth at the
output. Elements are grouped together in a binary weighted fashion (Figure 5.22). The
LSB consists of only one unit element and is located in the center of the DAC. The upper
two DAC bits are distributed around the center of the DAC in a symmetric way. CMOS
inverters are included in each unit element so that the impedance seen by the gate of each
transistor are all identical.

b2 b2 b1 b1 b2 b2 b0 b0 b2 b2 b1 b1 b2 b2

b2 b2 b1 b1 b2 b2 b0 b0 b2 b2 b1 b1 b2 b2

vin vouthalf-DACs

Figure 5.21: DAC schematic highlighting “half-DAC” cells.

Because the DAC layout is fairly long, the series inductance of the drain and source
routing lines between each unit element may have an effect on overall DAC performance. To
model this effect without adding significant simulation time and complexity, local drain/source
routing at the unit element level is extracted using the PDK’s standard RC parasitic ex-
traction flow. Intermediate routing, including the long source/drain buses on thick metal
layers (Figure 5.23), is modeled using Integrand EMX which accounts for self and mutual
inductances between the routing buses.

5.3.1.5 Current Re-Use

This DAC structure can be used on its own, with the sources of the devices DC-connected
to ground and separate I and Q LO signals magnetically coupled into the sources (Figure
5.24a). This is not ideal from an energy efficiency point-of-view if the DAC gates are driven
by full-rail CMOS digital signals. A VGS of 1V is enough to drive a 28nm transistor well into
velocity saturation, which means the gm/ID of the transistor will be reduced. This might be
an acceptable penalty if the fT of the transistor showed a corresponding improvement, but
in fact the fT only shows a small increase beyond the onset of velocity saturation, because
the slope of the transistor ID − VGS curve (i.e., gm) is nearly constant in that region. One
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b2 b2 b1 b1 b2 b2 b0 b0 b2 b2 b1 b1 b2 b2

b2 b2 b1 b1 b2 b2 b0 b0 b2 b2 b1 b1 b2 b2

vin vout

b0 (LSB)
b1

b2 (MSB)

Figure 5.22: DAC schematic highlighting segmentation of bits within DAC.

way to improve the efficiency of the circuit could be to switch to a higher VT transistor flavor
for the DAC, reducing the effective overdrive and bias current, but reducing the headroom
at the output without getting much benefit in return.

Another way of improving energy efficiency (and the approach used here) is to use device
stacking to reduce the overdrive in the DAC devices. A neutralized common-source amplifier
can be stacked underneath each I and Q DAC to provide additional power gain while reusing
the same current from the DAC devices (Figure 5.24b) [70]. This actually consumes less DC
current than the non-stacked version (assuming 1V gate bias on the DAC devices) as the
overdrive of the common-gate devices is reduced, but fT is only slightly degraded. Since
the amplifier is not a true cascode, but is being switched periodically in time, neutralization
of the common-source amplifier is helpful in ensuring stability of the modulator, and also
reduces sensitivity to the impedance driving the amplifier.

The power gain of the stacked amplifier-modulator can be further increased by adding
a matching network between the amplifier and modulator stages. This matching network
should perform two goals: to resonate out the capacitances of the amplifier and modulator,
and to transform the real part of the input and output admittances of the two blocks. A
simple solution is to add a differential series inductance or transmission line between the two
blocks, which will (along with the parasitic capacitances of the devices) form an artificial
quarter-wavelength transmission line (Figure 5.24c).

Because the common-gate DAC is terminated with a non-zero load impedance, its input
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S+
S-

D+

D-

Figure 5.23: Layout of DAC cell including top level metal routing.

impedance will be higher than the 1/gm that is usually assumed [74]:

Zin =
RL + ro

1 + (gm + gmb)ro
(5.41)

For the DAC design selected above, this works out to about 100Ω with a realistic Q
inductive load. A differential, neutralized common-source amplifier biased at the same cur-
rent density has a real part of its output impedance of about 200Ω. So, the required line
impedance for a quarter wave match is 141Ω, or even higher if it is necessary to absorb
the device capacitances into the effective transmission line. It is not practical to achieve
impedances that high on-chip without incurring significant losses.

A way of getting around this problem is by combining the two common-source amplifiers
into one, and using the matching network itself to generate the quadrature LO signals (Figure
5.24d).

5.3.1.6 Lumped-Element Differential Quadrature Hybrid

Since the quadrature hybrid is stacked in between the common-gate modulator and common-
source amplifier, it should provide a suitable DC connection from one to the other. A
branchline hybrid [75] provides the right DC connections and is easily implemented on-chip
using transmission lines (Figure 5.25a). Branchline hybrids can also be constructed out
of artifical transmission lines [76][77] to reduce the area required, or to absorb parasitic
capacitances.
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(a) IQ modulator with current-
combined I and Q DACs and magnet-
ically coupled LO signals

(b) IQ modulator with current-
combined I and Q DACs and common-
source driver amplifier

(c) IQ modulator with current-
combined I and Q DACs and common-
source driver amplifier, with matching
network in between

(d) IQ modulator with current-
combined I and Q DACs and shared
common-source driver, with stacked
quadrature hybrid

Figure 5.24

The initial quadrature hybrid design was a simple differential lumped-element branchline
hybrid (Figure 5.26a), similar in concept to the one designed by Kang and Thyagarajan [77].
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(a) Differential branchline hybrid.
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(b) Lumped-element differential branchline
hybrid, using high impedance transmission
lines and lumped capacitances.

Figure 5.25

However, to satisfy the stringent metal density rules in 28nm, the differential transmission
lines are surrounded by grounded metal regions on both sides (becoming differential co-
planar waveguide (CPW), rather than coplanar stripline). Thin metal strips periodically
connect the two ground conductors of the differential CPW to suppress the slotline mode,
and also help to satisfy metal density requirements on the lower metal layers.

The gap between the two conductors in the transmission lines is fairly large to achieve

207μm
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167μm

158μm

167μm

179μm

(a) (b) (c)

1

2

3

R
R2

13

R

1

2

3

Figure 5.26: Design iterations for quadrature hybrid
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high impedance, but this means the “tee” junctions between the horizontal/vertical lines
will have a large amount of parasitic inductance which is not symmetric across the two con-
ductors. To avoid this asymmetry and the DM-CM mode conversion issues it would present,
the transmission line gaps taper close to the junctions to minimize the added parasitic in-
ductances and their inherent asymmetry.

Unfortunately, the initial design (Figure 5.26a) has the wrong aspect ratio for the chip
floorplan. In particular, it is too large to be able to fit between two flip-chip bumps. This
problem can easily be resolved by meandering the longer transmission lines to reduce the
size of the hybrid in the vertical dimension (Figure 5.26b). The revised design just barely
fits between the two flip-chip bumps (Figure 5.27).

There is one more issue with the hyrbid design: the I and Q DACs will be fairly far apart
(nearly 150µm). This means it will be difficult to current-combine the outputs of the I and
Q DACs without introducing significant routing parasitics. The solution shown here is to
add another short transmission line routing segment to each of the I and Q hybrid outputs,
that moves the two outputs closer together (Figure 5.26c). This also can perform a little
impedance transformation, stepping up the 80Ω impedance of the hybrid to a slightly higher
100Ω. By stepping up the impedance the DAC sizing can be reduced by the same factor,
lowering both the DC power of the DAC itself and the digital switching power used to drive
the DAC.

The final simulated S-parameters are plotted in Figure 5.28, along with the gain and
phase mismatch. An insertion loss of between 5 and 5.5dB to each of the I and Q ports is
achieved over the 110GHz to 120GHz band. I and Q output amplitudes are within 0.4dB
and phase error is within 5◦ (-3◦ to +5◦) between 110GHz to 120GHz. The input match
is quite broadband, as is the isolation — both are below -10dB over the extended range of
100GHz to 130GHz.

5.3.1.7 Output Matching

To couple to the input stage of the power amplifier, a low-k transformer is used. The primary
goal of the matching network design is to provide a broad-bandwidth resistive load around
120GHz to the modulator. As described in section 5.3.1.2, it is important to minimize
Im
[
Y balun
in + ỹDAC

22

]
to avoid any AM-PM distortion and associated IQ pulling effects. So,

the input impedance of the balun (loaded with the PA input capacitance) was designed
to have dual resonances surrounding the center frequency to provide a broadband match
(Figure 5.31a).

A long series transmission line connects the I and Q DAC output terminals to the primary
of the balun. This transmission line is necessary because a large space is required to route the
DAC digital input signals. A shielding ground layer is added underneath the transmission
lines and above the DAC digital signals to prevent any coupling and improve the overall
modeling accuracy.
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167μm 254μm

110μm

110μm

Figure 5.27: Quadrature hybrid layout in between flip-chip pads

5.3.2 Power Amplifier Design

The power amplifier uses a two stage design (Figure 5.30), with each stage based around the
neutralized common source unit cell described in Section 5.2.1. The first amplifier stage sizing
was determined by the output capacitance of the modulator — equalizing capacitances on
both sides of the balun maxmized the bandwidth. For the second amplifier stage, the sizing
was increased relative to the first stage. This increased capacitance lowered the bandwidth of
the interstage matching network, with the benefit of increasing the saturated output power
of the amplifier.

The simulated input (S11) and output return loss (S22) of the power amplifier are shown
below in Figure 5.31. The output return loss also includes an electromagnetic simulation
model of the chip-to-PCB packaging transistion, so the S22 plotted below is actually the
return loss seen on the PCB after the transition. Because of the low output impedance of
the PA, and the use of low-K transformer matching, an extremely broad output match has
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Figure 5.28: Simulated S-parameters of final quadrature hybrid design.

Figure 5.29: DAC output transformer / PA input transformer

been achieved, with over 30GHz of -10dB S22 bandwidth.
The small-signal gain and group delay of the PA are plotted in Figure 5.32, again including

the effects of the chip-to-PCB transition. The power amplifier has a simulated peak gain of
9.5dB, with a 3dB bandwidth of 17GHz (from 108 to 125 GHz). Over this band, the PA
exhibits a group delay variation of only 5ps.

The large signal performance of the PA peaks at 115GHz, where it has a simulated peak
PAE of 9.5% (Figure 5.33a). The efficiency curve vs frequency tracks the small-signal gain
characteristic of the PA (Figure 5.33b).
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chip to PCB
transition

Figure 5.30: Power Amplifier Schematic
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Figure 5.31: Simulated PA input and output return losses.
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Figure 5.32: Simulated PA gain and group delay.
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Figure 5.33: Simulated PA efficiency and gain compression curves.

5.3.3 TX Chain Simulated Results

To make sure that the DAC-PA combination can adequately support broadband modulation,
the full transmitter chain was simulated in each of the three supported modulation settings
(QPSK, 16QAM, and 64QAM).

5.3.3.1 TX Chain Static Characterization

First, to verify the DAC provides sufficient linearity across frequency, a quasi-static small-
signal characterization was performed. This computes the gain and phase in steady state
if the TX were to continously transmit the same code indefinitely. Each DAC code was
simulated at frequencies from 110GHz to 120GHz (in 1GHz steps) to verify that the I-Q
pulling effects in the DAC do not significantly degrade its EVM. The results are shown below
in Figure 5.34. The ideal constellation points for each modulation scheme are represented
by the black triangles, and the simulated complex gain in each DAC state is represented by
the multicolored dots (each color represents the gain at a different frequency).

By visual inspection, it is clear that there is significant gain expansion in the 64QAM
constellation at higher codes. This was predicted by the proposed DAC nonlinearity mecha-
nism described earlier. In QAM16 mode, the gain expansion is suppressed somewhat because
the LSBs of the I and Q DACs are totally disabled, reducing the loop gain of the DAC and
somewhat mitigating the gain expansion problem. In QPSK mode, gain expansion affects
all codes equally, so it has little impact on the overall linearity. Some other DAC nonide-
alities can be noticed in the QPSK constellation, such as DC offset due to some inherent
asymmetries in the DAC layout, and I-Q amplitude imbalance from the quadrature hybrid.

5.3.3.2 TX Chain Dynamic Characterization

Finally, to verify that the target data rate can be supported by the transmitter, the TX chain
was simulated in time domain with a psuedo-random symbol sequence in each modulation
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Figure 5.34: Static TX constellations from 110GHz to 120GHz

setting.
Simulations predict that 50Gb/s data rate should be achievable using either QPSK or

16QAM modulation. In QPSK mode, there is a fair amount of inter-symbol interference
(ISI) coming from the transmitter itself (Figure 5.35) which suggests that this cannot be
pushed much faster. However, in 16QAM mode, due to the lower symbol rate, the ISI is
reduced (Figure 5.36). This represents the potential to improve the data rate of the link
further, if the SNR at the receiver is sufficiently high.
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Figure 5.35: Simulated QPSK eye diagram and constellations for 40ps symbol period,
corresponding to 50Gb/s data rate
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Figure 5.36: Simulated 16QAM eye diagram and constellations for 80ps symbol period,
corresponding to 50Gb/s data rate
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Figure 5.37: Simulated 64QAM eye diagram and constellations for 120ps symbol period,
corresponding to 50Gb/s data rate
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5.4 Receiver

5.4.1 Baseband Amplification

The baseband amplification chain and output driver were designed by Sashank Krishna-
murthy, and are briefly summarized here. The main amplifier chain is designed around an
inverter-based Cherry-Hooper amplifier core [78]. This allows maximizing both gain and
bandwidth, rather than the usual gain-bandwidth tradeoff of a single-stage amplifier. Be-
cause the inverter-based amplifier does not have any inherent common-mode rejection, a
unity-gain differential buffer amplifier has been inserted before each Cherry-Hooper stage to
provide additional common-mode rejection. Series DC-blocking capacitors are used to de-
couple common-mode voltages between stages and reduce the impact of DC offset voltages
in each amplifier stage.

CESD

CESD

chip to PCB
transition

Cherry-Hooper
Gain Stages

Common-Mode
Rejection Buffers

Output driver

R
=50Ω

ℓ=190μm,
Z0=100Ω

R
=50Ω

ℓ=615μm, Z0=100Ω

Figure 5.38: Baseband amplifiers and output driver

Following the Cherry-Hooper stages, a PMOS output driver is used to drive the differ-
ential signal off chip. A PMOS output driver was selected so that the output signal from
the chip will be truly ground referenced, rather than referenced to ground through an on-
chip bypass capacitor (as in the NMOS case). A shunt peaking inductor is placed along
the transmission line to extend the bandwidth of the chain. ESD protection at the output
is provided using a series inductor with a capacitor at the center tap. This behaves as an
artificial transmission line and absorbs the impact of the ESD capacitance without impacting
the bandwidth too much.

The simulated performance of the baseband amplification chain predicts an in-band gain
of 24.7dB, with a 3dB bandwidth of 13.5GHz. Because of additional losses induced by the
skin effect in the peaking inductor and transmission line routing, the gain drops slightly from
24.7dB to 24.5dB from 100MHz and 5GHz. The DC blocking capacitors in between stages
result in a low-frequency 3dB cutoff of 7.6MHz.
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Figure 5.39: Voltage gain of baseband amplifier and output driver (including transmission
line routing)

5.4.2 Active Mixer with TIA load

It has been demonstrated that as the carrier frequency approaches the fmax of the technology,
a passive mixer can provide better noise performance than an active mixer [79]. Additionally,
because the passive mixer input impedance is an upconverted version of its baseband load
impedance, it is also straightforward to provide a wideband input impedance for the mixer.
However, in 28nm at 120GHz, the operation frequency is still only about half of fmax, so
there may still be some benefit in using an active mixer instead of a passive mixer.

For a fair comparison between active and passive mixers, the transconductor device typ-
ically present in an active Gilbert-cell mixer is omitted here. Instead, the RF signal can be
transformer coupled into the sources of the Gilbert-cell. This can easily be done for both
passive and active mixers.

If the mixer operation is viewed as purely current-commutating, there is no significant
difference in conversion gain between a passive and active mixer [80]. All of the RF current
is commutated to baseband and flows through the baseband load. Therefore, the tran-
simpedance gain of the mixer is set only by the baseband load resistance, regardless of
whether it is an active or passive mixer. However, this assumes the input signal is a true
current source, with infinite source impedance.

If the source impedance is finite, then there is a current divider between the source
impedance and mixer input impedance. There is also effectively a “current commutation
gain” which represents the fraction of current that gets downconverted to baseband, depen-
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Mixer IF port

Mixer RF port

Mixer LO port

Figure 5.40: Double balanced active mixer core schematic

dent on the swing on the LO port. So, the transimpedance gain is determined by the product
of these two factors, multiplied by the baseband load impedance (Equation 5.42).

ZT =
Zout(LNA)

Zin(mixer) + Zout(LNA)

·GI · ZL,BB (5.42)

Unlike in a passive mixer, an active mixer’s input impedance has little dependence on its
load impedance. So, it is possible to reduce the input impedance without changing the load
impedance, leading to a higher overall effective transimpedance gain.

One final drawback of a passive mixer is that its conversion gain is more sensitive to the
LO swing. For an efficiency-optimized high frequency design, it is advantageous to use an
active mixer instead to save power on the mixer LO driver.

Typically, a current-commutating mixer assumes a hard-switching LO waveform - usually
a large-amplitude square wave with fast rise and fall times. However, the mixer LO waveform
at millimeter-wave will be unlikely to be a square wave. A noise and gain analysis by
Terrovitis assumes square wave LO drive, with some approximations for large sinusoidal
LO signals [81]. For moderate or low LO signal levels, these approximations do not yield
accurate predictions.

Another paper by Melly et al provides more detailed modeling of sinusoidally driven
mixers [82]. Conversion gain can be analytically computed in the subthreshold (weak in-
version) and strong inversion modes of operation (Equations 5.4.2). The analysis becomes
too difficult for operation in moderate inversion or operation that crosses the boundaries of
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these regions of operation. For large LO swing in any region of operation, the conversion

gain is simply
2

π
.

GI =
VLO

2nkT
q

(Weak inversion, low LO swing) (5.43a)

GI =
VLO

4nkT
q

√
2IS
Itail

(Strong inversion, low LO swing) (5.43b)

GI =
2

π
(High LO swing) (5.43c)

There are a few caveats to the equations above [82]:

1. Quasistatic devices are assumed, and therefore the equations may not necessarily agree
with simulations at higher frequencies.

2. Truly differential pairs are assumed, rather than the pseudodifferential pairs of Figure
5.40.

The “typical” CMOS Gilbert-cell mixer design has been analyzed in detail for both
conversion gain and noise figure. However, this design is not quite typical in that this Gilbert-
cell mixer does not use a tail device to set the bias point, nor does it use transconductor
devices to provide current gain. To save supply headroom, instead the sources of the mixer
devices are all DC-connected to ground. The RF signal can be magnetically coupled into
the sources using a transformer.

Because of this choice of topology, with large-signal LO drive, the DC current of the
mixer will shift away from the quiescent bias point. Under these large signal conditions, the
conventional mixer analysis of equation is not strictly valid, but it serves as a good design
approximation.

RP RP

(a) (b) (c)

Cin,BB Cin,BB

Cin,BB

RF

RF

Figure 5.41: Different strategies for the DC load of the mixer: Resistor load (a), PMOS
load (b), PMOS load with TIA (c).
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The output of the mixer needs to be DC-connected to either a resistive (Figure 5.41a) or
active (Figure 5.41b) load. According to Equation 5.42, the mixer load impedance should be
maximized to maximize its transimpedance gain. With a fixed load capacitance (set by the
input capacitance of the baseband amplification), this then determines the gain-bandwidth
tradeoff of the mixer. However, if large bandwidth is desired, there is not a significant differ-
ence in the range of possibilites between active and resistive loads (Figure 5.42a). So, given
that the output of the mixer goes directly to the pseudo-differential baseband amplification
stage, the active load is preferred since it can easily be adjusted to set the output common
mode to the desired level.
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Figure 5.42: Range of gain and bandwidth possibilites for different mixer baseband loads.

However, there is another option that can break the gain-bandwidth tradeoff. An in-
termediate gain stage, in the form of a transimpedance amplifier, can provide a low input
impedance to the mixer output, while also driving the input capacitance of the baseband
amplifier with high bandwidth. By varying the feedback resistance RF in the inverter-based
TIA, a curve of possible values of gain and bandwidth can be traced out (Figure 5.42b). For
a desired mixer bandwidth of 18GHz or more, the feedback resistance is low and the added
loading of the TIA becomes harmful rather than helpful. However, for a mixer bandwidth of
14-17GHz, the TIA is helpful in providing higher gain for the same bandwidth. Similarly, for
a given gain requirement, the bandwidth in the TIA-based mixer is strictly higher. The only
penalty is DC power, which (for a small size inverter) is not a significant increase overall.

Unfortunately, due to layout-related complications, some more effort is required to acheive
this performance. To support broad bandwidth at the baseband output, the output pads
themselves need to be on the perimeter of the die, so they can be easily and cleanly routed
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away from the chip on the PCB. With a limited number of IO bumps available, this meant
that the I and Q output pads for a single channel needed to be on the same side of the chip.
To make this happen, the I signal (at either LO, RF, or baseband) needed to cross underneath
the Q signal. The least painful and most symmetric way to do this is at baseband, though
it still requires some care in layout.

The layout floorplan for the mixer (Figure 5.44) illustrates the dilemma. The baseband
output signal from the “Q” mixer is routed underneath the “I” LO input. For matching
of performance between I and Q, the I mixer is routed in a similar way, with a matched
path length. Effectively, this adds an RC routing line at the output of the mixer (Figure
5.43), which has a gain and bandwidth impact. This can be overcome somewhat by adding a
second TIA at the end of the RC routing, to absorb some of the routing capacitance with a
lower impedance termination and drive the baseband amplifier input with a high bandwidth.

(to baseband amp)

RX routing RC model

RX mixing core

Mixer active load

Mixer RF port

Mixer LO port

Figure 5.43: Finalized mixer schematic.
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(I)

LO
(Q)

RF
(I)
RF
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Figure 5.44: Mixer layout floorplan. Due to IO pad constraints, the I and Q baseband amps
both need to be on the same side of the mixers, necessitating routing the mixer baseband
outputs a long distance (shown in thin cyan lines).
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5.4.3 LNA

The LNA design is based around a common-source neutralized differential amplifier, using
the same layout neutralization style as in the power amplifier. The extremely broad-band
input match (Figure 5.46 is provided mostly by the loss of the input transformer and the
chip-to-PCB transition (the chip-to-PCB model is included in all receiver simulations).

After the first LNA stage, the signal is split into two separate amplification paths. This
is to isolate the I and Q mixers from each other and prevent the possibility of any LO or
noise coupling between them. The total LNA gain to a single output, including the 3dB loss
from the split, is simulated to be 8dB at the center frequency of 115GHz (Figure 5.47). The
LNA has a 3dB bandwidth of 31GHz, but this comes at the cost of increased group delay
ripple of 30ps.

The simulated LNA noise figure is less than 9dB over the full 100-130GHz band (Figure
5.48). The noise figure peaks significantly towards the higher end of this band. This is a
consequence of increasing packaging losses above 130GHz.

5.5fF

5.5fF119Ω

119Ω

chip to PCB
transition

Figure 5.45: LNA schematic



CHAPTER 5. WIDEBAND MM-WAVE TRANSCEIVER DESIGN 82

20 50 10
0

20
0

50
0

+j20

-j20

+j50

-j50

+j100

-j100

+j200

-j200

+j500

-j500

0.0 ∞

Frequency [GHz]
90 100 110 120 130 140

S1
1 

[d
B

]

-30

-25

-20

-15

-10

-5

0

31 GHz

100.5 GHz 131.5 GHz

Figure 5.46: Simulated LNA input impedance seen from PCB (including chip-to-PCB
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Figure 5.48: Simulated LNA Noise Figure

5.4.4 RX Chain Simulated Performance

For verification of the complete system, the full receiver chain was simulated together using
an LO frequency of 115GHz. The transceiver has nearly 44dB of conversion gain (8dB LNA
+ 11dB mixer + 25dB baseband), with a 3dB bandwidth of 10GHz (Figure 5.49).

The (double sideband) noise figure in-band for the complete chain is simulated to be
11.2dB (Figure 5.50). Because of the AC coupling capacitance in the baseband, and the
presence of flicker noise, the noise figure increases dramatically below 25MHz.
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Figure 5.49: Simulated conversion gain of the full receiver chain, including LNA, mixer,
and baseband amplification. The x-axis represents the frequency offset from the 115GHz LO
signal and the baseband tone frequency that it downconverts to.
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Figure 5.50: Simulated double sideband noise figure for the full RX chain with 115GHz
LO frequency.

5.5 PCB and Antenna Design

The choice of PCB materials and stackup is influenced by several factors. The dielectric
for the top routing layer of the PCB should be thin to minimize surface wave excitation
from the chip-PCB transition. For a symmetric board stackup, the dielectric for the bottom
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routing layer should therefore also be thin — asymmetric stackups are possible but prone to
warpage, creating issues for the assembly process.

To keep costs low, the board has only a four layer construction, with two routing layers
and two plane layers. So, the only dimension left undetermined is the thickness of the
internal dielectric between the two plane layers. A thicker dielectric means a thicker PCB
which is more rigid, and is simpler to assemble and more robust. But coupling into surface
waves from the antenna is worsened with a thicker dielectric.

solder mask (0.5mil)

1oz Cu
(1.4mil)

0.5oz Cu
(0.7mil)

0.5oz Cu
(0.7mil)

1oz Cu
(1.4mil)

solder mask (0.5mil)

Megtron6
2mil

Megtron6
2mil

Megtron6
10mil

Figure 5.51: Selected PCB stackup.

Several classes of high-performance PCB materials are available, few of which have been
characterized at millimeter-wave. Table 5.2 lists a variety of commercially available ma-
terials, with loss tangents ranging over two orders of magnitude. The lowest loss material,
CuFlon from PolyFlon, is a pure PTFE (Teflon) material, while nearly all other PTFE based
materials are reinforced with glass fibers or ceramic filled and have higher losses. The trade-
off is that pure PTFE is very difficult to work with, with reinforced PTFE being somewhat
simpler. A standard off-the-shelf FR-4 material, Isola 370HR, is the highest loss, but sim-
plest to assemble into a multilayer board. The Megtron line of materials offers a compromise
between complexity of assembly (similar to FR-4) and high-frequency performance, so it was
selected for the final antenna design.

To interface smoothly with the differential I/O from the transceiver IC, it is desirable to
have a differential antenna as well. The antenna should have broadband operation (wide S11
bandwidth, and flat gain vs frequency) while also having high polarization purity to enable
dual-polarization data transmission with two antennas.

5.5.1 Folded Dipole Antenna

Initial design investigations showed that a folded dipole antenna on a thin substrate can
provide moderate S11 -10dB bandwidth of 12GHz (Figure 5.52a). Although this is not
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Table 5.2: Characteristics of Various PCB Materials

PCB Core
Material

Dielectric
Constant

Loss
Tangent @
10GHz

Loss Tangent
@120GHz
(estimated)

Minimum
Thickness

Material Type

Rogers 5880 2.20 0.0009
0.0015 -
0.0022[83]

5mil
Glass microfiber
reinforced PTFE

Rogers
XT/duroid
8000

3.23 0.0035 — 2mil Thermoplastic

Rogers
ULTRALAM
3850

3.14 0.0025 0.007 [84] 1mil
Liquid crystalline
polymer (LCP)

Nelco NY9208 2.08 0.0006 — 30mil
Reinforced
PTFE laminate

Nelco NY9217 2.17 0.0008 — 5mil
Reinforced
PTFE laminate

Taconic
FastRise

2.74 0.0014 — 2mil
Ceramic,
thermoset and
PTFE

Taconic TLP-3 2.33 0.0009 — 5mil
Fiberglass fabric
coated with
PTFE

Taconic TLX-9 2.5 0.0015 — 2mil
PTFE fiberglass
laminate

Megtron7
R-5785(N)

3.20 0.002 0.008 2mil
PPE blend resin
system

Megtron6
R-5775(N)

3.22 0.004 0.011 2mil
PPE blend resin
system

Polyflon
CuFlon

2.05 0.00045* — 0.25mil Pure PTFE

Isola 370HR 3.63 0.03 — 2mil
FR-4 (Epoxy
resin)

*Datasheet reports loss tangent at 18GHz

sufficient to operate at the maximum designed data rate, this antenna structure was a good
enough starting point to justify further investigation.

The antenna, depicted in Figure 5.52b, is designed using a single thin sheet (2mil) of
dielectric, with a differential microstrip transmission line feed referenced to a ground plane
underneath the dielectric. There is a ground plane cutout around the antenna region to
allow the antenna to radiate properly. Without the cutout, image currents will form in the
ground plane that cancel out the currents in the antenna, which would significantly decrease
the radiated power.

However, it’s not possible to package the entire chip on such a thin substrate, since mul-
tiple routing layers are required for all of the other non-RF I/O from the chip. A thicker,
multilayer substrate presents additional challenges. The added dielectric material under-
neath the antenna effectively increases the capacitance of the distributed structure, lowering
its input impedance. It also impacts the front to back ratio of the antenna, as it becomes
difficult to prevent radiation out of the back side of the antenna. Most problematically, the
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antenna couples its energy into surface waves much more easily on the thicker substrate.
This can be seen by looking at the radiation pattern of the antenna at different frequencies
(Figure 5.53).

The surface waves impact the radiation pattern by traveling through the substrate until
they reach a discontinuity (a via, piece of metal, or the edge of the board). At the point of
discontinuity, the surface wave diffracts and couples some energy into free space [85]. Because
the surface waves undergo a different phase shift at different frequencies, this effect appears
as a “ripple” superimposed on a plot of gain versus frequency. In Figure 5.53, this effect
appears as smaller side lobes of the radiation pattern that change location with frequency.
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Figure 5.53: Simulated antenna radiation pattern (θ representing the polar angle from the
z-axis) versus frequency for thick and thin substrates
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5.5.2 Surface Waves

In general, a surface wave is defined as a wave that propagates at the interface of two
dielectrics [75]. The fields in a surface wave drop off exponentially when moving away
from the interface surface [86]. Surface waves can propagate with various configurations of
dielectrics and conductors, but the most relevant surface wave configuration for this PCB
structure is the grounded dielectric sheet (Figure 5.55). This structure supports both TM
and TE modes, and interestingly (but problematically) the lowest order TM mode has a
cutoff frequency of zero (Eq. 5.44) [75].

fc,TM =
nc

2d
√
ε− 1

, n = 0, 1, 2, ... (5.44a)

fc,TE =
(2n− 1) c

4d
√
ε− 1

, n = 1, 2, 3, ... (5.44b)

For a dielectric with a relative permittivity of 3.2, and a thickness of 12mil, the cutoff
frequency for the first TE mode is 166GHz. So, the only surface wave mode of concern is
the TM0 mode.

0.5oz Cu
(0.7mil)

1oz Cu
(1.4mil)

solder mask (0.5mil)

Megtron6
2mil

Megtron6
2mil

Megtron6
10mil

Figure 5.54: Dielectric slab which supports TM0 surface waves.

Figure 5.55: Calculated H field of grounded slab TM0 surface wave mode according to
theory. The horizontal axis is the direction of propagation, and the vertical distance from
the bottom of the image. The white horizontal line represents the air-dielectric interface.
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5.5.3 Methods for Dealing with Surface Waves

Because of the difficult-to-predict and problematic impact of surface waves on the radiation
pattern of the antenna, several methods have been proposed to mitigate those issues.

Figure 5.56: Sievenpiper “mushroom” EBG structure, side view.

Sievenpiper et al. proposed an artificial surface made of sub-wavelength structures that
prevents surface wave propagation within a forbidden band [85]. This structure, also known
as an “artifical magnetic conductor”, behaves similarly to a theoretical magnetic conductor
over the band of operation. The exact structure proposed uses conductive patches on the
top metal layer of a PCB, connected to the ground plane through a central via (Figure 5.56),
and is referred to as a “mushroom” or “Sievenpiper” EBG (electromagnetic band gap) in the
literature. Resonance between the inductance of the vias/ground plane and the capacitance
between the patches results in the desired EBG behavior around the resonant frequency [87].

There are few examples in the literature of this type of EBG structure at mm-Wave;
only a handful of 60GHz designs have made use of the technique [88][89]. For operation
above 100GHz, the large electrical size of the available vias in this PCB technology (both
diameter and height) makes it prohibitive to use this approach. Artificial magnetic conductor
techinques have been demonstrated that do not use vias [90] for the purpose of replacing
a back reflector ground plane in an antenna. However, it is not clear if these types of
constructions can also be used to suppress surface wave propagation.

Another approach is to try to capture and re-radiate whatever surface waves are launched
by the antenna structure [91]. This has the added benefit of increasing the gain of the
antenna because of the larger effective aperture that is contributing to free-space radiation.
A potential drawback is that, due to the nonzero propagation delay of the surface wave from
the main antenna to the re-radiation structure, the two radiated signals will only be in phase
at one frequency. Away from that frequency, the gain will drop off as the two waves start to
interfere destructively.

Based on the design from University of Nice[91], an aperture coupled patch antenna with
a grounded-via guard ring was designed using the PCB stackup in Figure 5.51. By looking at
the radiation pattern as the substrate size is swept, the effectiveness of the ring in capturing
surface waves is clear (Figure 5.57). In contrast, the radiation pattern of the antenna without
the guard ring is very unstable as the substrate size is varied, indicating a large amount of
energy coupled into surface waves.
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To capture even more surface waves, a second via ring can be added, although this does
not provide a significant increase in antenna gain. It does create a radiation pattern that is
very stable versus PCB size, so there is little energy that propagates outside the structure
as surface waves (Figure 5.57). The downside is a more narrow-band radiation pattern.
Because the distance to the second ring is further, this added time delay means the phase
of its radiated field, relative to that of the main patch, will change more quickly versus
frequency. This also leads to greater and steeper group delay variation versus frequency
(Figure 5.59).

Another potential solution to the surface wave problem is to surround the antenna with
a trench. This will prevent surface waves from propagating, since there is no media for
the wave to travel through any more (in practice, some nonzero amount of energy will still
couple across the gap). A thorough investigation based on a design at 2.4GHz has shown that
broadside gain can be enhanced by up to 2.7dB by removing the substrate around the patch
[92]. The substrate is removed right up to the edge of the patch, so the fringing fields extend
out of the substrate material into the air. Partial and complete removal is investigated in
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Figure 5.57: Patch antenna gain (at 115GHz) with and without guard ring, as the PCB
substrate size is varied.
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Figure 5.58: Antenna gain (at 115GHz) with two guard rings, as PCB substrate size is
varied.
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Figure 5.59: Antenna gain and group delay at broadside with one and two guard rings

the paper, including the effect of removing substrate on only the radiating or non-radiating
sides of the patch, with the conclusion that substrate removal on the radiating ends of the
patch is more effective in suppressing surface waves.
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Similar techniques have been tried at 60GHz [93], and a 2.3-2.8dB increase in gain is
reported for the removed-substrate antennas. A downside is that this effect also appears to
correspond with a reduction in impedance bandwidth, hypothesized by the authors of that
publication to be because of higher field concentration near the edge of the removed region
that increases the Q of the antenna resonance.

Because of this bandwidth reduction effect, and concerns about the sensitivity of antenna
input impedance to the tolerances of the substrate removal process, the substrate removal
strategy used here was somewhat different than that has been shown in the literature. In-
stead, the grounded via ring described earlier is included in the design, and the substrate is
only removed in the area outside of the ring (Figure 5.60), forming a “trench” around the
ring. This ensures that any surface waves that are not captured by the ring are re-radiated
in a controlled way, and do not travel further away from the antenna. Simulations show
that there is little impact on the antenna input impedance from PCB features outside the
ring, so surface waves can be suppressed effectively by the cavity without any unpredictable
impacts on the input impedance.

h

feed
dir.

Figure 5.60: Patch with grounded via ring and partial substrate removal

Simulated results predict that a trench surrounding a patch with a single via ring (design
B) is fairly effective at suppressing surface waves (Figure 5.62). The simulations capture the
effect of surface waves by proxy: the substrate dimensions of the PCB material are varied
and the variation in antenna gain at broadside is recorded. Notably, the “trench all around”
(B) and “trench only on radiating sides” (E) have nearly identical surface wave suppression,
while having the trench only on the non-radiating sides (D) is the same or worse than no
trench at all (A). These results are consistent with what has been reported in the literature
[92]. None of these solutions are as effective at suppressing surface waves as having two
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via rings, but they do not have the negative side effect of significantly narrowed 3dB gain
bandwidth.

A B C

D E
Figure 5.61: Different surface wave suppression technques. Trench/substrate removal areas
are shown in yellow.

Unfortunately, due to the fabrication constraints of the PCB vendor, it was not possible
to have the trench fully surround the antenna. The solution to this issue was to keep the
antenna region supported on the left and right (along the direction of the feedline), so
the feedline is mechanically well-supported during the PCB multilayer lamination process.
Unfortunately, this also implies that the substrate cannot be removed along the radiating
edges of the patch, leading to reduced overall surface wave suppression. To form a complete
trench, the last bit of substrate material would need to be removed by an external vendor
after the multilayer PCB has been pressed together and vias added (the vias would be
necessary to mechanically support the patch region after complete trenching). A photo of
the final antenna design, with partial substrate removal, is shown in Figure 5.63.

The final simulated input impedance is plotted below in Figure 5.64, and has minimal
dependence on the size of the substrate (i.e., is not impacted by surface waves).
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Figure 5.62: Worst-case gain variation (minimum to maximum) of various surface wave
mitigation techniques, as the (square) substrate size is varied from 12 to 15mm.

5.5.4 Planar Balun on PCB

Because the patch antenna is single-ended, but the chip has a fully differential interface, a
balun is required to interface between the two. A planar microwave solution to this problem
is the so-called “rat-race” hyrbid [75] (Figure 5.65a).
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Figure 5.63: Fabricated antenna with partial substrate removal.
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For a 50Ω hybrid, the impedance of the transmission line of the ring should be 50
√

2Ω =
70.7Ω. The line width required to implement a microstrip line of this impedance would be
smaller than the minimum trace width of 3mil for the moderate cost PCB fabrication run.
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Smaller line widths can be fabricated, but at significantly higher cost. To avoid this problem,
a 35Ω hybrid is designed using a 35Ω impedance for the ring, and a series quarter wavelength
line is used to match back to 50Ω (Figure 5.65b).

This requires a matched termination on all ports to provide ideal isolation and common-
mode rejection. However, it is extremely difficult to create an ideal 50Ω termination at
120GHz on a PCB (even an ideal resistor would require a via to the ground plane underneath,
contributing significant inductance). It has been shown that the termination on the “sum”
port can be omitted at the cost of reducing the isolation of the balun [94] (Figure 5.65a).

The final balun design is shown in Figure 5.66a. The two differential ports are tapered
with a smooth bend to interface with a differential microstrip transmission line. Simulations
predict a loss of between 0.83 to 0.7 dB and 7ps variation in group delay over the 100 to
130GHz band (Figure 5.66b). Simulated return losses for the differential and single ended
ports are below -15dB from 101 to 130GHz (Figure 5.66c). Common-mode conversion is
worst at the low end of the frequency range, but still better than -15dB (Figure 5.66d).
Since the common-mode impedance of the chip is not specifically designed to be matched,
the common-mode performance will likely vary from this result in practice.
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Figure 5.67: Fabricated rat-race hybrid on PCB.
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5.6 Fabricated Transceiver and Antenna PCB

The complete transceiver was fabricated in 28nm bulk CMOS — a photograph of the die is
included below (Figure 5.68). The final die dimensions measured 2mm by 2.36mm. The chip
was flip-chip packaged using solder balls onto an antenna PCB (Figure 5.69). The complete
assembled board is shown in Figure 5.70 with the TX and RX antennas annotated. Chip
and link measurements are in progress.

Figure 5.68: Die photo.
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Figure 5.69: Flip-chip footprint, differential routing, and mm-Wave baluns as fabricated
on PCB.
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RX patches

TX patches

Figure 5.70: Antenna PCB with chip attached.
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5.7 Performance Comparison

Table 5.3: Performance and Energy Efficiency of mm-Wave Wideband Transmitters

Reference
Carrier
Frequency
[GHz]

Data Rate
[Gb/s]

Modulation
Technique

DC
power
[mW]

Energy
efficiency
[pJ/bit]

This work 115 2x50***
QPSK, 16QAM,
64QAM

2x110 +
130
(LO)***

2.7***
(including LO)

Dolatsha, ISSCC 2017
[54]

130 12.5† OOK 59 4.72

Yu, T-MTT 2014 [52] 60 16 OOK 19.2 1.2

Yang, RFIC 2014 [58] 155 20† QPSK 345‡ 17.25‡
Jiang, JSSC 2017 [60] 220 2x12.2,2x40***ASK 2x450 36.9

Tokgoz, ISSCC 2018
[62]

70,105
2x60*,
2x36**

64QAM,
16QAM, QPSK,
8-PSK

120 1*, 1.7**

†Complete link demonstrated
‡Power for TX+RX
*With equalization
**Without equalization
***Simulated

Table 5.4: Performance and Energy Efficiency of mm-Wave Wideband Receivers

Reference
Carrier
Frequency
[GHz]

Data Rate
[Gb/s]

Modulation
Technique

DC
power
[mW]

Energy
efficiency
[pJ/bit]

This work 115 2x50***
QPSK, 16QAM,
64QAM

2x83 +
130
(LO)***

2.97***
(including LO)

Dolatsha, ISSCC 2017
[54]

130 12.5† OOK 38 3.04

Yu, TCAS-I 2015 [53] 60 18.7 OOK 11.6 0.62

Yang, RFIC 2014 [58] 155 20† QPSK 345‡ 17.25‡

Tokgoz, ISSCC 2018
[62]

70,105
2x60*,
2x36**

64QAM,
16QAM, QPSK,
8-PSK

160 1.3*, 2.22**

†Complete link demonstrated
‡Power for TX+RX
*With equalization
**Without equalization
***Simulated
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Chapter 6

Conclusion

6.1 Summary of Thesis

In this thesis, the designs for two highly-integrated broadband mm-Wave transceivers have
been presented. Both transceivers have been integrated with antennas to facilitate system-
level demonstrations.

First, circuit design techniques for a 94GHz phased-array FMCW radar system are ex-
plored. Energy efficiency is optimized by system-level optimizations, and relaxation of indi-
vidual element specifications due to phased array antenna gains. By careful design of shared
LO generation and distribution circuitry, the overhead power of these components can be
kept under control to achieve an efficient system implementation.

The assembled chip and antenna module were then used to demonstrate beamforming
on the receiver and transmitter. Radar measurements show that basic range measurement
functionality is possible with high distance resolution, corresponding to the high available
circuit bandwidth.

After the presentation of the radar IC, circuit techniques focusing on extending the
fractional bandwidth in millimeter-Wave amplifiers were analyzed and presented. A key
contribution here is the proposal of an energy-efficient RF DAC supporting direct digital
modulation of the millimeter-Wave carrier. Mechanisms for DAC nonlinearity have been
analyzed and used to optimize the DAC design. A complete transmitter chain was then
designed around the DAC to support 50Gb/s data transmission using QPSK, 16QAM, and
64QAM modulation schemes.

A broadband millimeter-wave downconversion receiver was also analyzed and designed
using the same circuit principles. A thorough analysis of the gain-bandwidth tradeoffs in
a receiver mixer reveals that a transimpedance amplifier load can be used to extend the
bandwidth of the mixer without sacrificing gain. The full receiver chain was designed to
support 10GHz of single-sideband RF bandwidth to support the targeted link data rate.

Finally, the antenna and packaging challenges associated with the transceiver were inves-
tigated, resulting in a new antenna design with a milled trench for surface wave suppression.
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A wideband planar balun was designed to interface between the differential chip IO and
the single-ended antenna port. The transceiver IC was packaged onto the antenna printed
circuit board and is actively being characterized.

In summary, a nearly complete high-speed dual-polarization wireless link was proposed
and implemented, including transmitter, receiver, and antennas. Simulations predict data
rate and energy efficiency competitive with state-of-the-art frequency interleaved transceivers,
with higher output power to support a link budget compatible with printed planar antennas.

6.2 Future Work

There are several steps that need to be taken in order to make the wideband transceiver de-
sign of this thesis into a functional standalone system. Although there is significant research
activity in the area of wideband mm-Wave transceivers, there has been very little activity
to date towards addressing some of these practical system issues.

6.2.1 Carrier Recovery

As it is, the receiver is fed a ∼30GHz LO signal from off-chip, which is frequency multiplied
up to mm-Wave. In the lab, this LO signal can be shared between the transmitter and
receiver for initial testing purposes. However, for a true wireless link, the receiver should be
able to reconstruct the carrier of the transmitted signal and lock its own LO to the correct
center frequency. It should also be able to track the close-in phase noise of the received
signal, to minimize the SNR degradation from the local LO.

One possibility is a Costas-loop style carrier recovery [95]. Although strictly intended
for QPSK or BPSK, it could potentially also be used for QAM modulation by discarding
the interior points of the square QAM constellation (subsampling) or by using a limiting
amplifier on the baseband data to turn the QAM signal into a QPSK-like data stream. It
may be challenging to achieve high tracking bandwidth without compromising stability, so
some innovation may be required here.

Another possibility is to use a packet-based transmission scheme with a known pilot
sequence for phase synchronization. This requires more intensive signal processing and could
become challenging for extremely wideband systems if the pilot sequence is used for a full
channel estimation. On the other hand, if the pilot sequence is simply used as an aid for
close-in carrier recovery, it can be transmitted at a significantly reduced data rate.

A key challenge in the design of a carrier recovery loop, regardless of the implementation
technique, will be desiging a tunable oscillator with sufficiently low phase noise. Outside the
bandwidth of the carrier recovery loop, the phase noise of the RX LO will add to, rather
than cancel, the phase noise of the received signal.
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6.2.2 Equalization

Another obstacle towards implementing a standalone system is the equalization of finite
channel bandwidth and finite polarization isolation. In its most basic form, a polarization
equalizer would simply act as a “de-rotation”, by removing any polarization crossover be-
tween channels due to imperfect alignment. This is straightforward to implement given that
the antenna alignment introduces no frequency dependence.

In reality, the antenna itself will have some frequency-dependent cross polarization, which
will reduce the SNR of the desired polarization signal. A mixed-signal discrete time equalizer
is the most straightforward way to deal with this and has already been demonstrated at
60GHz at lower data rates [96].
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