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Abstract

A Neural Network Model of Translation Elongation Rates

by

Robert Tunney

Master of Science in Computer Science

University of California, Berkeley

Lior Pachter, Chair

Quantification and regulation of gene expression are central areas of inquiry in ge-
nomic analysis. Ribosome profiling experiments allow us to directly measure the process
of gene expression directly at the point of protein production. We present a feed for-
ward neural network model to predict the local translation rate of a protein as a function
of the sequence context undergoing translation, as well as RNA structure in this region.
Our model predictions correlated well with observed translation rates as measured by
ribosome profiling (Pearson’s r = 0.58). We describe a procedure to process ribosome pro-
filing data for this model, discuss underlying assumptions of our model formulation, and
present a series of model selection analyses. Finally, we present an algorithm to optimize
the coding sequence of a gene for fast protein production, as predicted by our neural
network regression model.
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Chapter 1

Introduction

A central goal of the genomics era is to understand how living systems are regulated and
controlled. With the advent of inexpensive, high throughput DNA sequencing technol-
ogy, our ability to measure the internal state of biological systems has expanded greatly.
Specifically, this technology allows us to measure the extent to which each gene in a sys-
tem is expressed. First through microarrays and bulk mRNA sequencing, and more re-
cently through sequencing at the level of individual cells, we can quantify the extent to
which each gene is transcribed into RNA copies for later protein production[4, 26, 25].
The expression of genes is generally measured at the RNA level, largely because we can
easily quantify RNA abundance[22, 34]. However, the ultimate goal of gene expression is
to produce protein. A specialized RNA sequencing experiment called ribosome profiling
allows us to more directly measure the amount of protein produced. In this experiment,
we measure the abundance of ribosomes, the complexes that synthesize proteins, in order
to understand how much protein is in production for each gene[18]. This experiment has
generated substantial interest because it allows us to measure the expression of genes as
proteins more directly, and also because it helps us to understand regulatory features of
protein production[1, 3, 6, 8, 9, 11, 16, 29, 30, 32]. Consequently, it is important that we
have tools to accurately quantify gene expression rates as measures by ribosome profiling,
and also to interpret what this data tells us about the regulatory constraints in genomic
sequences.

1.1 Gene Expression
The genome is a set of DNA instructions that contain the information required to make
proteins. DNA stores this information in a set of long polymers that we can imagine as
strings over a four letter alphabet (A, C, G, T). Each of these characters is referred to as a
nucleotide. The genome contains a number of subsequences, called genes, each of which
encodes the sequence of one or more proteins. These genes are activated when a given
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protein is needed by the cell, in a process called gene expression. Most cells in an organ-
ism contain a complete set of genomic DNA, and therefore have the ability to express all
proteins native to that organism.

In order to produce a protein, a cell will first amplify the DNA sequence for the corre-
sponding gene. In a process called transcription, the DNA sequence of a gene is copied
into a molecule called mRNA, which is also a string over the genomic alphabet (replacing
T with U), and contains the same sequence information to produce the desired protein
(Figure 1.1). Transcription allows the gene to produce many instruction sets for a given
gene, which allows greater control over the amount of protein produced.

mRNA serves as the direct template to produce protein, via a process called translation
(Figure 1.1). Translation begins when a large complex called the ribosome loads onto the
beginning of an mRNA sequence. This ribosome scans along an mRNA until it encoun-
ters a signal sequence that indicates it should begin to translate mRNA and construct a
new protein. The subsequent region is referred to as the coding sequence (CDS) of a gene,
and it contains the direct information necessary to construct a protein. The CDS is subdi-
vided into non-overlapping three character segments, called codons, each of which codes
for a single subunit of the protein. These subunits are called amino acids. The ribosome
reads along the coding sequence, and it translates each codon into one amino acid that is
added to a growing protein sequence. Specifically, the ribosome translates codons when
they are situated within a region of the ribosome called the A site (Figure 1.2). A codon in
the A site is paired with a complementary molecule called a tRNA, that is attached to the
amino acid encoded by that codon. This amino acid is then ligated to the nascent linear
sequence of amino acids that constitute a protein. When a ribosome reaches a special stop
codon that encodes no amino acids, the fully translated protein is released.

1.2 Decoding Rates
The process of translating a codon into an amino acid in the A site is referred to as de-
coding. Different A site codons can require variable amounts of time for decoding, due
to a number of interacting features in the translational system. For example, the amount
of tRNA available for a given codon affects the rate at which it can load into the A site
for decoding. tRNA structure and modifications can affect the rate of passage through
the ribosome, as can the size and charge of amino acids loaded on the tRNA. Taken to-
gether, these properties can induce variable local rates of translation at each A site codon.
In addition, similar properties in the upstream environment have been shown to affect
passage of the nascent peptide through the ribosome. Consequently a broader sequence
neighborhood can also affect local rates of translation at a given A site codon.
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Figure 1.1: Overview of gene expression. DNA sequence contains subsequences called
genes, which encode the sequence of proteins. In transcription, genes are amplified into
mRNA copies. In translation, ribosomes read mRNAs in nonoverlapping three posi-
tion subsequences called codons. Each codon is translated into an amino acid, which
are added in a linear sequence to produce a protein. [15].
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Figure 1.2: Cartoon diagram of the ribosome. White ovals are sites where the ribosome
can hold a tRNA. In red, the A site, where tRNAs match up with codons and bring along
a corresponding amino acid. The P site is the site where an amino acid is added to the
growing protein chain. In the E site, a discharged tRNA is ejected. Arrows indicate com-
mon digestion termini for ribosome footprints in a ribosome profiling experiment.
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Figure 1.3: Diagram of a ribosome footprint. A ribosome footprint is approximately 28-30
nucleotides in length. Shown is a typical 28 nucleotide footprint, with codons highlighted
in alternating colors. Above, frame annotations indicating the index of each nucleotide
in its codon. The A site codon is highlighted in red. Below, distances between the A site
and the 5’ and 3’ ends of the footprint. For all footprints of a given size, with their 5’ end
mapping to a given frame, we define a distance between the 5’ end and the A site. This
allows us to identify the A site in each footprint, and assign each footprint to an A site
codon in the transcripts where it maps.

1.3 Additional Terms
Some additional terminology to describe RNAs will facilitate our discussion. The cod-
ing sequence of an RNA is divided into consecutive three character subsequences called
codons. These codons induce a concept of frame on coding sequences. We refer to the set
of nucleotides in the 0th, 1st, and 2nd positions in their codons as comprising the 0th, 1st,
and 2nd frames of the coding sequence (Figure 1.3). In addition, nucleic acids have a po-
larity that indicates the direction in which their sequence should be read. The upstream
direction is referred to as the 5 prime (5’) end of the molecule, and the downstream direc-
tion is referred to as the 3 prime (3’) end of the molecule.

1.4 Ribosome Profiling
Ribosome profiling is an RNA sequencing experiment that measures the distributions of
ribosomes across all mRNA transcripts in a biological sample (Figure 1.4) [18]. First, a
biological sample is frozen in liquid nitrogen to preserve the global distribution of ribo-
somes across mRNAs at a moment in time. Next bulk RNA is extracted from the sample
and treated with a nuclease enzyme that digests all accessible RNA. As a result, the only
fragments of mRNA that survive are the regions that are inaccessible, whether bound by
some protein complex or sequestered within a ribosome. Fragments contained within
a ribosome are referred to as ribosome footprints. This digestion is very efficient, such
that ribosome footprints are observed at characteristic lengths between about 28-30 nu-
cleotides (Figure 1.3). These fragments are size selected and prepared for a sequencing
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library. After sequencing, we obtain a text file with one footprint sequence on each line.
We use a string alignment algorithm to align these footprints back to an annotated set of
mRNA transcripts. Within each footprint, we can assign an A site codon that is currently
undergoing decoding. Finally, we can compute a histogram for each transcript indicat-
ing the counts of footprints generated from each codon in that transcript. We call this
distribution a ribosome profile. Ribosome profiles yield two levels of information about
translation. The overall count of footprints on each transcript indicates the relative level
of protein production occurring that gene. Within an individual transcript, the count of
footprints on each codon indicates the relative time of decoding. Many footprint counts
at a codon indicate that the ribosome spends more time decoding this position, whereas
fewer footprint counts indicate that the ribosome translates the codon more quickly. In
general, we observe nonuniform distributions of ribosome footprint counts within tran-
scripts. This indicates a range of per-codon translation rates across the codons in a tran-
script. There has been considerable interest in connecting these variable local translation
rates with predictive features of the mRNA sequence undergoing translation, as well as
the biochemical properties of the nascent peptide and the ribosome itself. This analysis
helps us to understand the mechanics and regulation of the translational system, as well
as evolutionary constraints on coding sequences[28, 21].

1.5 Predicting Local Translation Rates
Several analyses have attempted to connect mRNA sequence features and biochemical
properties of components of the translational system with local translation rates as mea-
sured by ribosome profiling data. Most of this work has restricted itself to computing
marginal effects of individual features on observed footprint counts. More recently, a few
analyses have developed more comprehensive models that combine a set of predictive
features to either reconstruct or predict observed distributions of ribosome density in ri-
bosome profiles.

One tool, RUST, performed a binary transformation on per-codon footprint counts re-
flecting whether the codon was above or below average in counts for its gene [27]. After
this binary transformation, they computed summary statistics on each codon in each po-
sition in a sequence neighborhood around the A site reflecting how often each codon was
co-observed with above average footprint counts at the A site. RUST then combines these
scores in the sequence neighborhood around the A site to reconstruct the observed data in
an experiment. This approach performed well on reconstructing observed ribosome pro-
files, particularly for highly expressed genes with more dense and higher quality data.
One weakness of this approach was that the authors did not hold out a test or validation
set of genes for assessing their model performance, and they do not expose this function-
ality in their available tool.
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Figure 1.4: The ribosome profiling method. A Total RNA is collected from a sample, and
subjected to digestion with a nuclease. The fragments of mRNA protected within ribo-
somes, called ribosome footprints, are isolated to prepare a sequencing library. Footprints
are ligated to adapters on each end, reverse transcribed, amplified via PCR, and then se-
quenced. B As in (A), emphasizing that ribosome profiling is a bulk assay on total mRNA
in a sample (above). Below, after sequencing the population of ribosome footprints, these
footprints are mapped back to a transcriptome and assigned to an A site codon undergo-
ing translation in that footprint. For each gene, we can assemble a count of footprints per
A site codon in a histogram. This represents the steady state distribution of ribosomes
across a transcript.
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Another project, riboshape, attempted to identify sequence features that affected the local
shape of a ribosome profile at a number of different bandwidths, and then to use these fea-
tures to predict the global shape of ribosome profiles with a sparse regression model [23].
This approach made an interesting and novel assumption drawn from signal processing,
that a sequence feature could influence the local distribution of ribosome counts at a va-
riety of scales. If this assumption has an underlying biological intuition, it could reflect
that very slow positions in a transcript can create traffic jams with backed up ribosomes
upstream of a given position. This model projected observed ribosome profiles down
into subspaces of a Debauchies-8 basis to smooth out the profiles at various scales, and
then performed sparse regression on the subspace representations of ribosome profiles.
Finally, riboshape uses the trained weights of this regression along with kernel density
estimation to construct predictions for new ribosome profiles. One limitation of the pub-
lished tool is that it only performs predictions for ribosome profiles as represented in a
subspace of the Debauchies-8 wavelet decomposition. Consequently, it cannot be used
to predict observed data, and tends to perform poorly on real data. If we believe that
ribosome profiles should be de-noised in this manner, then this regression model is ap-
propriate. However, this projection blurs per-codon count data that is generally believed
to reflect biologically meaningful variability per-codon translation rates. A strength of
this model was that its sparse regression approach resulted in very good estimation of
ribosome profiles for genes with low amounts of data, relative to other available tools.

A third project, ROSE, used a neural network model to perform a slightly different anal-
ysis task. A characteristic feature of ribosome profiling data is that we observe a subset
of positions with very large footprint counts. These positions have been thought to corre-
spond with translational stall sites, which have been characterized in a variety of contexts
and are sometimes interesting regulatory positions in the process of translation. ROSE
divides footprints into a small subset of stall sites and a much larger group of non-stall
sites, and then performs a classification problem on this data using a neural network.
The publication then connects the trained model to sequence and biochemical factors that
contribute to ribosome stalling [38].

Our goal is to combine the more successful elements of these approaches to predict the
distributions of ribosome footprints across genes. We define a regression problem where
our predictive features are a sequence neighborhood around the A site codon, and our
target of prediction is the density of ribosomes at a given A site. Specifically, we define
this density as the raw footprint counts mapping to an A site codon, rescaled by the aver-
age counts over that codon’s gene. This rescaling renders the set of counts on each gene
as mean centered around one. This allows us to control for variable mRNA abundance
and variable total footprint counts between genes, and build a single predictive model
for all of our genes. The resulting scaled counts reflect whether a codon is translated
quickly or slowly in the context of our gene. We then train a feedforward neural network



CHAPTER 1. INTRODUCTION 8

model to predict scaled counts at the A site codon as a function of that codon’s sequence
neighborhood.
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Chapter 2

Methods

2.1 Data Processing and Mapping
We obtained the ribosome profiling data set published in Weinberg et al.[36]. This data
set has been used in several analyses because it is relatively large and high quality[27,
23]. It contains about 70 million footprints after quality filtering and mapping to a tran-
scriptome. It also uses a version of the experimental protocol that has comparatively
low bias in the footprints it recovers by using a less biased ligase in the sequencing li-
brary preparation than is commonly used. The model organism is yeast (S. cerevisiae),
which is convenient to work with because most of its genes produce only a single protein,
compared with more complex eukaryotes that frequently produce a number of different
mRNA transcripts and proteins from the same gene. Consequently, using yeast limits the
challenge of footprints that map ambiguously to multiple places in the transcriptome.

We used custom scripts to trim sequencing adapters off of the ends of our sequenced foot-
prints, as specified in Weinberg et al. Then we used the Bowtie package to map our reads
to an annotated collection of transcripts for S. cerevisiae, which we refer to as a transcrip-
tome [20]. This transcriptome was acquired from the Saccharomyces Genome Database
and filtered to exclude mitochondrial genes[7]. When mapping with Bowtie, we required
footprints to align to a transcript with no mismatches, and allowed for multiple mappings
of a given footprint. Where a footprint mapped to multiple locations in the transcriptome,
we allocated its mapping weight uniformly over all identified mapping sites.

2.2 A Site Assignment
In order to compute a ribosome profile for each gene, we first need to assign each foot-
print to an A site codon. The A site is a more natural reference position for the location
of a footprint than the termini of the footprint, because the termini can vary with the ef-



CHAPTER 2. METHODS 10

ficiency of the digestion that created footprints out of full mRNAs. Overall this digestion
is quite efficient, but it can vary by a small number of nucleotides (typically 1-2 nt.) at
both the 5’ and 3’ ends of the footprint[18]. Consequently, for a set of ribosomes decoding
the same A site codon, we can recover corresponding footprints that vary in the position
of their 5’ and 3’ ends. If we can accurately assign an A site codon, this serves as a more
consistent and biologically meaningful reference position.

Fortunately, nuclease digestion is generally quite efficient, and has resolution below the
width of one codon. This allows us to assign A sites unambiguously for almost all foot-
prints, with a simple assignment procedure. By examining footprints at the beginning of
a coding sequence, we can unambiguously identify the distance between the 5’ end of the
footprint and the location of the first A site codon that is generating footprints[21, 35]. For
a canonical 28 nucleotide footprint with its 5’ end mapping in the 0th frame, the A site is
found 15 nucleotides downstream of the 5’ end (Figure 1.4). We can apply this procedure
similarly to other footprint sizes and mapping frames for the 5’ end. This generates a set
of offset rules for each size and frame class. 3’ offset rules can be determined for each
class by subtracting the lengths of the 5’ offset and A site. We can determine a set of legal
5’ and 3’ offsets that comprise most of our observed footprint data. Our only restriction
is that one of these sets must contain no more than 3 consecutive lengths, otherwise A
site assignment is ambiguous. In practice this is typically not a limitation, as digestion is
fairly efficient. We filter out footprints in size and frame classes for which we do not have
an A site assignment rule.

2.3 Ribosome Profiles
Once we have assigned an A site in each of our footprints, we are ready to compute ri-
bosome profiles for each gene. The ribosome profile of a gene is our basic data type for
the regression problem that we have posed. We first compute the number of footprints
with their A site located at each codon in a given transcript. A histogram of these counts
per codon is the ribosome profile for the transcript. We have to apply an additional data
transformation to our ribosome profiles in order to build one predictive model that will
apply across a range of genes. Each gene has a distinct mRNA expression level, and can
have variable rates of loading ribosomes onto mRNA transcripts. Each of these factors
has the result of scaling the absolute count of footprints per codon up or down. In order
to compare data between genes, we need to control for these sources of variability. We
accomplish this by computing the mean counts per codon over the coding sequence of the
gene, and then dividing the counts at each codon by the mean counts for that gene. This
has the effect of mean centering the counts on each gene around 1, and renders high and
low counts more comparable to each other across genes. As a note, when we compute
these profiles, we exclude the first and last 20 codons in each coding sequence from all
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calculations. This is because of the observation that these regions often contain skewed
counts due to artifacts in the experimental procedure or perhaps differences in the trans-
lation process in these regions[18, 30, 13].

After rescaling each ribosome profile to have equal mean counts, we refer to our counts
per codon as scaled counts. We should interpret these scaled counts as measuring whether
a codon is fast or slow in the context of its gene. A key assumption in approaching this
problem is that a fast codon in the context of one gene is similar to a fast codon in another
gene. Equivalently, we assume that there is a similar distribution of fast and slow codons
in each gene. There is some evidence that this assumption is not true across the range of
expression levels. Specifically, higher expression genes tend to be more optimized in our
codon usage. However, we have shown that this assumption does not affect the perfor-
mance of our model over the range of expression levels. The quality of our predictions
is consistent over the full range of expression levels, when controlling for abundance of
data. This assumption is necessary in order to aggregate data from multiple genes, and
consequently it is made by all of the available models approaching this data.

2.4 Input Features
Early work connecting distributions of ribosome density with sequence features mostly
focused on the A site as a predictive feature[1, 21, 32]. The A site codon identity is gen-
erally the most informative feature related to observed footprint counts at that codon[27,
23, 35]. However, this is not the only important predictive feature. More recently, models
have used an expanded sequence neighborhood and achieved greater success at predict-
ing ribosome density. In some experiments, proximal sites like the P site can provide
comparable predictive information. In fact, where an expanded sequence neighborhood
is used, all of the sites within the margins of a ribosome have been shown to improve
predictive performance[35]. In many experiments, the termini of the ribosome footprints
are also important features, sometimes on par with the A site itself. These observations
reflect a combination of the biological significance of the sequence neighborhood, and
also features of the experimental protocol. For example, sites proximal to the A site con-
tain information about the nascent peptide and its biochemical properties[12, 9]. These
affect translocation of the peptide through the ribosome, and consequently translation
elongation rates. Neighboring sequence may also contain important information when
ribosomes are poorly arrested during mRNA recovery and digestion. In this case, the
ribosomes may continue to translocate or shift along the RNA during the experimental
procedure. Fragment ends contain predictive information due to a technical bias where
ligases used in library preparation preferentially react with certain end sequences[14, 19,
35]. Consequently footprints are recovered at variable rates as a function of their frag-
ment ends. Taken together, the current state of the field is to use a sequence neighborhood
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Figure 2.1: Diagram of a neural network model for ribosome density. A Conversion of
a sequence neighborhood into input features. In gray, the span of a ribosome, annotated
with E/P/A sites and codon indexes. Purple, one-hot encoding of a codon neighborhood
from positions -5 to +4. Green, dual encoding of the same sequence neighborhood at
the nucleotide level. Red, predicted structure scores for three sliding windows over this
sequence neighborhood. B Sample neural network model. The input vectors (green,
purple, red) are concatenated and fed into the input layer. Model depth and width can
vary. We use tanh activation functions at hidden layers, and a ReLU activation function
on the output to constrain predicted scaled counts as nonnegative.

roughly coterminal with a typical 28-30 nt. footprint as the predictive region for counts
at the A site. We choose a 30 nt. neighborhood from 5 codons upstream of the A site to
4 codons downstream of the A site, which includes all codons contained within the ribo-
some.

We encode this sequence for input in a neural network via one-hot encoding. We di-
vide the sequence neighborhood into codons, and perform one-hot encoding on each of
these codons. We also observe improved performance in the model when we perform
a second encoding of the individual nucleotides, and feed these features into our model
as well (Figure 1.5). The advantage of this dual encoding reflects the fact that sequence
can encode predictive information at each of these levels. Biological features are more
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precisely represented by codons, which correspond to tRNAs and amino acids interact-
ing within the ribosome. In contrast, nucleotides are a more relevant semantic unit for
ligation biases. Ligases interact with substrate sequences without any sense of frame or
codon interactions. While these two encodings are formally equivalent, we find in prac-
tice that this featurization strategy improves predictive performance.

Finally as a matter of notation, we index our codon and nucleotide features relative to the
A site. The A site codon is indexed as the 0th codon, and its first nucleotide is indexed as
the 0th nucleotide. Codons and nucleotides upstream (5’) of these positions are indexed
with negative numbers, and downstream (3’) features are indexed with positive numbers.

In addition, we include a set of RNA structure scores computed on the same sequence
neighborhood. It has been shown that there is predictive information in the structure of
the ribosome footprint itself. We hypothesize that this information influences footprint
counts through recovery biases, by affecting whether the footprint can successfully un-
dergo steps in the recovery protocol. To incorporate structure scores in our model, we first
take three sliding 30 nucleotide windows starting 17, 16, and 15 nucleotides upstream of
the A site, and compute RNA structure scores on them with the RNAfold package (Figure
1.5)[24]. We choose these regions for structure prediction because they surround the span
of a canonical 28 nucleotide footprint, and they allow for some variability in the digestion
of the fragment ends. We then input these structure scores as regular features along with
our one-hot sequence vectors.

2.5 Model Architecture and Training
Our general model architecture fell into the class of feed forward artificial neural net-
works. Each model took 763 codon, nucleotide, and structure features as input. The
depths and widths of the models were left as free parameters for model selection. The
hidden layers in each model used a tanh activation function. Output layers, which were
all a single unit, used a ReLU activation function. We applied this function to the output
to constrain our predicted scaled counts to be nonnegative.

We restricted our data set to the top 600 genes by data density for model training and
evaluation purposes. Under our formulation of the regression problem, each training,
test, and validation point in the model is a pair consisting of a sequence neighborhood
around a codon and the scaled count of footprints with their A site at that codon. This
data set has the special property that the total number of possible data points is fixed by
the size of the transcriptome. When we collect more footprints with a larger sequencing
experiment, we do not increase the number of data points in our model, but rather the
quality of our data points. This is because a large profiling experiment will result in a
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larger number of raw footprint counts per codon, and a lower variance in scale count
measurements. If we restrict ourselves to high coverage genes, we expect to train our
model on more reliable data. Consequently, we chose the top 600 genes as ranked by av-
erage raw footprint counts per codon. We randomly sorted these genes into a validation
set of 100 genes and a training and test set of 500 genes. We divided the training and
test set into thirds, and performed three-fold cross validation to evaluate model training
hyperparameters. We then evaluated and present model performance on the validation
set genes.

All models were created with the Python packages Lasagne v. 0.2.dev and Theano v.
0.9.0[2, 33]. Models were trained with minibatch stochastic gradient descent (batch size
500) and nesterov momentum parameter 0.9.
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Chapter 3

Results

3.1 Model dimensions
Our first model selection challenge was to determine an appropriate width and depth
for the neural network. We started by training a series of models with between one and
four hidden layers. Each of these layers ranged from ten to two hundred hidden units
in width. We trained the models with minibatch gradient descent (batch size 500) and a
squared error loss function, and selected a number of training epochs by overtraining and
selecting the epoch with the lowest average squared error across each cross-validation se-
ries. Model performances are presented in tables 3.1-3, measured by mean squared error,
and Pearson and Spearman correlations between true and predicted scaled counts on the
validation set codons.

Model performance is generally decreasing with model depth and increasing with model
width. Improvement at greater widths suggests that there is a large number of relevant
features within the sequence neighborhood that contain information for predicting scaled
footprint counts. Decrease in performance with increased depths suggests that the model
is not benefiting from combining these features in increasingly complex ways. This could
also suggest that deep models are overly complex for the data, particularly for the larger
widths. We also observed that deeper models learn predictive features in the data with
fewer iterations over training data. Our one layer models required an average of 95 train-
ing epochs, whereas the four layer models were trained in an average of 30 epochs. In
contrast, models of equal depth required similar numbers of training epochs, irrespective
of their width. We chose a model architecture with two hidden layers of 200 hidden units
to proceed. This architecture was consistently the best performing across our correlation
and error metrics.
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Figure 3.1: Validation set true vs. predicted scaled counts. After model selection, we
chose a neural network model with 2 hidden layers, each of 200 units. Color bar indicates
data density in arbitrary units. In gray, the identity line. Perfect predictions fall on the
identity line. The data cloud lies along this line, although there is substantial variation.
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Table 3.1: MSE by Model Dimensions

Depth Width 10 Width 25 Width 50 Width 100 Width 200

1 0.6467 0.6416 0.6303 0.6292 0.6280
2 0.6643 0.6377 0.6347 0.6376 0.6230
3 0.6686 0.6559 0.6393 0.6404 0.6365
4 0.6728 0.6535 0.6571 0.6554 0.6379

Table 3.2: Pearson Correlation by Model Dimensions

Depth Width 10 Width 25 Width 50 Width 100 Width 200

1 0.5546 0.5616 0.5734 0.5758 0.5769
2 0.5375 0.5627 0.5702 0.5730 0.5818
3 0.5351 0.5480 0.5645 0.5684 0.5688
4 0.5353 0.5474 0.5500 0.5544 0.5620

Table 3.3: Spearman Correlation by Model Dimensions

Depth Width 10 Width 25 Width 50 Width 100 Width 200

1 0.6109 0.6196 0.6314 0.6311 0.6356
2 0.6013 0.6206 0.6275 0.6305 0.6405
3 0.6005 0.6165 0.6255 0.6313 0.6290
4 0.6027 0.6082 0.6129 0.6212 0.6229

3.2 Model Performance
We show the predictions of our chosen model in Figure 3.1. There is a fair amount of noise
in predictions, but overall there is a clear trend between the true and predicted scaled
counts. The data cloud lies along the identity line, which indicates perfect predictions.
For this model, we observe a Pearson correlation of 0.58, and a Spearman correlation of
0.64. This performance is fairly high in the context of low frequency genomic count data.
The correlations are comparable with our previous analysis of a neural network regres-
sion model on a per-gene basis, and substantially outperform both RUST and riboshape
on this data.

We also observe that our model has difficulty fitting very large true scaled counts values.
These points represent codons where we have sampled a large number of footprints rel-
ative to other codons in their gene. This indicates that these codons may be sites of very
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slow translation. Translation stall sites are often of interest when studying regulation,
and may reflect rare or idiosyncratic regulatory events that are not captured consistently
in our input data[17]. These points would be better captured by ROSE, which is specifi-
cally designed to identify translation stall sites. This suggests a possibility of a two stage
model, first classifying with ROSE, and then predicting scaled counts on non-stall sites
with our model. It is also possible that high counts at these positions are a function of
technical artifacts that are not captured in our input features. For example, our model
does not explicitly account for the exponential amplification (copying) of footprint data
during sequencing library preparation. It is possible that some of these high scaled count
values are a function of uneven amplification, and could be corrected with a deduplica-
tion protocol

Plotting squared error as a function of the true scaled counts, we observe that the quality
of our predictions is consistent for true scaled counts values between 0 and 2 (Figure 3.2).
Over this set, which comprises 90% of the data, mean squared error is 0.2626, compared
with an overall mean squared error of 0.6230. About 58% of our error is derived from
codons with true scaled counts above 2, or codons that are more than twice as slow as
average codons on their gene.

3.3 Poisson Error Model
We evaluated alternative error models to see if these could remediate some of the chal-
lenges that our model experienced in predicting scaled counts. In particular, we reasoned
that a Poisson error model might be more suitable for our data. Our formulation of this
system involves a small rate parameter at each codon that indicates the probability of gen-
erating a footprint from that codon, conditional upon generating a footprint within that
codon’s gene. The total counts generated at each footprint are low in most genes. This
type of data is commonly modeled with a Poisson distribution. In contrast, the squared
error loss function that we and others have used is implied by Gaussian errors. We ex-
tended lasagne to include a Poisson loss function, and trained a model dimension series
under this loss criterion. Performance metrics on these models are listed in tables 3.4-6.

Overall we observe similar but slightly decreased performance when training our model
series under a Poisson loss criterion. This was surprising to us, as this criterion is better
suited to our data model. However, we did observe a decrease in positive outliers in our
predictions, and also improved performance over the intermediate range of data points.
Performance decreased in the domains of very high and low scaled counts, suggesting
that these regions are less well modeled by a Poisson distribution.
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Figure 3.2: Mean squared error of codons binned by true scaled count values. Validation
set codons are ranked by their true scaled counts, and split into 500 bins. A mean squared
error is computed for each bin and displayed. Mean squared error is distributed similarly
for codons with true scaled counts from 0-2, and steadily decreases past this domain.
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Figure 3.3: Validation set true vs. predicted scaled counts, Poisson loss criterion. After
model selection, we chose a neural network model with 2 hidden layers, each of 200
units. Color bar indicates data density in arbitrary units. In gray, the identity line. Perfect
predictions fall on the identity line. The data cloud lies along this line, although there is
substantial variation.
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Table 3.4: Poisson Loss MSE by Model Dimensions

Depth Width 10 Width 25 Width 50 Width 100 Width 200

1 0.6809 0.6636 0.6625 0.6607 0.6563
2 0.6796 0.6666 0.6557 0.6593 0.6515
3 0.6670 0.6565 0.6561 0.6539 0.6642
4 0.6757 0.6631 0.6582 0.6514 0.6658

Table 3.5: Poisson Loss Pearson Correlation by Model Dimensions

Depth Width 10 Width 25 Width 50 Width 100 Width 200

1 0.5184 0.5380 0.5376 0.5404 0.5448
2 0.5205 0.5348 0.5450 0.5443 0.5484
3 0.5300 0.5436 0.5443 0.5462 0.5391
4 0.5240 0.5370 0.5423 0.5520 0.5351

Table 3.6: Poisson Loss Spearman Correlation by Model Dimensions

Depth Width 10 Width 25 Width 50 Width 100 Width 200

1 0.6002 0.6008 0.6212 0.6263 0.6279
2 0.5968 0.6062 0.6242 0.6245 0.6305
3 0.6069 0.6171 0.6192 0.6235 0.6180
4 0.5954 0.6105 0.6151 0.6245 0.6166

3.4 Testing for Overfitting
A general concern in developing neural network regression functions is that they are
subject to overfitting. In our model dimensions series, we observed that the predictive
performance of the models decreased at higher depths. This suggests that a deep model
may be overfitting on the training data and failing to generalize to other genes. As a
first test, we compared the validation and test errors across our model dimensions series
(Table 3.7). The validation error was consistently higher than the training error, but there
was no clear trend in the error over the range of model depths and widths. This suggested
that wider and deeper models were not particularly overfitting the data.

As an additional test, we applied L2 regularization to our model weights. In the origi-
nal model dimensions series, we chose a model of width 200. Reasoning that the widest
models are also the most likely to overfit, we trained a series of models with width 200
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Table 3.7: Increase in Validation Error over Test Error

Depth Width 10 Width 25 Width 50 Width 100 Width 200

1 0.0295 0.0294 0.0309 0.0259 0.0288
2 0.0283 0.0290 0.0242 0.0325 0.0260
3 0.0241 0.0280 0.0324 0.0281 0.0342
4 0.0345 0.0292 0.0269 0.0262 0.0286

and depths of 1 to 4 hidden layers, with a series of L2 regularization parameters. Vali-
dation error increased after regularization in some cases, and decreased in others. The
most consistent trend was that regularization improved model performance for the one
layer models. After regularization, each of the one layer models performed better across
all of our performance metrics, and the one layer model with a regularization parameter
of 10�4 was the best performing overall.

Table 3.8: Change in Error after Regularization

Depth l = 10�7 l = 10�6 l = 10�5 l = 10�4

1 -0.0025 -0.0050 -0.0074 -0.0091
2 0.0140 0.0048 0.0073 0.0073
3 0.0057 0.0032 -0.0073 -0.0073
4 0.0073 0.0259 0.0204 -0.0022

3.5 Coding Sequence Optimization
Having developed a model that predicts local translation rates, we applied this model to
optimize coding sequences globally. There is considerable interest in designing coding
sequences for optimal expression, both for biosynthetic applications and for understand-
ing selective constraints on endogenous coding sequences[5, 10]. Most analyses have
used fairly simple approaches that estimate the optimality of individual codons based on
abundance in high expression genes, or tRNA copy number, and then test the substitution
of a mix of preferred codons in a coding sequence [31]. We reasoned that our model could
capture more information about the optimality of a whole sequence neighborhood, and
could perform global optimization by determining the best set of overlapping sequence
neighborhoods for fast or slow translation.

A key assumption of our optimization approach is that the defined sequence neighbor-
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Figure 3.4: Validation set true vs. predicted scaled counts for model with L2 weight
regularization. After testing a series of models with L2 regularization, we chose a neural
network model with 1 hidden layer of 200 units, and a reguarization parameter of 10�4.
Color bar indicates data density in arbitrary units. In gray, the identity line. Perfect
predictions fall on the identity line.



CHAPTER 3. RESULTS 24

hood of a model is the relevant predictive region for local translation rates. We know
that this assumption is not strictly true. For example, it has been shown that distant up-
stream sequence can affect translation elongation rates due to interactions between the
growing protein and the ribosome’s exit tunnel, and also due to stalls in protein folding
events after the growing chain exists the ribosome[37, 9]. Nevertheless, this approach is
likely to benefit from increased information in regions proximal to the A site, relative to
existing approaches. The choice of sequence neighborhood is very important under this
assumption. We should exclude sequence from the flanking ends of a ribosome footprint
(codons -5, -4, +3, +4) when training our model, so that our model does not learn exper-
imental artifacts due to ligation. In addition, we should apply a bias correction protocol
to remove technical biases from our profiling data before model training. This will allow
our model to learn biological relationships between sequence and translation rates rather
than technical artifacts, and to improve the quality of sequence optimization.

The sequence neighborhood assumption allows us to develop a simple and efficient al-
gorithm for coding sequence optimization. Formally our problem is to find the coding
sequence for a given protein that will translate as fast or as slow as possible overall. We
define the total translation time for a protein as the sum of the individual translation
times at each codon, which is proportional to the scaled counts at each codon. Our goal
is to optimize this quanitity over the search space of legal coding sequences for a protein.
Each protein is a linear sequence of amino acids, typically on the order of hundreds of
amino acids. We define the number of amino acids in a protein as length L. Each of these
subunits can be encoded by between one and six codons. As a result, there is an expo-
nential space of legal coding sequences for a given protein, on the order of 3L. However,
by assuming that the sequence neighborhood is the relevant context for predicting local
translation rates, we reduce our problem to an (n-1)th order Markov chain, where n is the
length of the sequence neighborhood in codons. Thus we can globally optimize the cod-
ing sequence a protein under our trained neural network model, using a simple dynamic
programming algorithm specified below. This algorithm runs in O(n2L) time.

We tested this optimization strategy by designing a series of coding sequences for a yel-
low fluorescent protein, eCitrine. These coding sequences ranged from the fastest pre-
dicted coding sequence under a trained neural network model to the slowest predicted
coding sequence, with a set of randomly generated intermediate values included to form
a series. We cloned these sequences into yeast, and observed that the quantity of protein
produced per unit of mRNA corresponded extremely well with our predicted total trans-
lation time per gene. This indicated that our neural network model successfully captured
sequence features determining translation rates, and that optimization of these transla-
tion rates has a meaningful effect on the efficiency of protein production. See Tunney et
al., 2017 [35].
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Translation rate optimization algorithm

L = length of coding sequence in codons
A = amino acid sequence of protein

A[m : n] = slice of A from positions m to n, 1 indexed. Negative indices
count from end.

i = index over A site codons in coding sequence
cmin

rel = min. index of a codon in the sequence neighborhood, relative
to A site (e.g., -3)

cmax
rel = max. index of a codon in the sequence neighborhood, relative

to A site (e.g., 2)

f(a) = function that returns the set of synonymous codons for amino
acid a

x([a1, a2, . . . , an]) = f(a1)⇥ f(a2)⇥ · · ·⇥ f(an)

f = prediction function of the neural network model
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Algorithm 1 Calculate fastest codon sequence under a predictive model†

for i 2 {1 . . . L} do . Populate table with predicted translation rates
cmin

i = max(1, i + cmin
rel ) . For each sliding sequence neighborhood

cmax
i = min(i + cmax

rel , L)
Qi = x(A[cmin

i : cmax
i ]) . Get sequences encoding correct amino acids

for q 2 Qi do . For each legal sequence in neighborhood
Ti,q  f(q)†† . Compute predicted translation rate under neural net

end for
end for
for i 2 {1 . . . L} do . For each sliding sequence neighborhood

if ci
min == 1 then . If at beginning of protein sequence
for q 2 Qi do

Pi,q  None . Store null backtrack pointer
Vi,q  Ti,q . Store own predicted translation rate in DP table

end for
else if ci

min > 1 then . If not at beginning of protein sequence
for q 2 Qi do . For each legal sequence in neighborhood

Pi,q  argmin
p2f(A[ci

min�1])⇥q[:�3]
V[i-1](p) . Find min. compatible sequence in

Vi,q  Vi�1,Pi,q + Ti,q . previous position
end for . Add own score to min previous, store in DP table

end if
end for
qL = argmin

q2QL

VL,q . Find min. final score

i = L; qi = qL; cds = qL
while ci

min > 1 do . Backtrack to recover optimal sequence
i -= 1
qi  Pi,q
cds qi[: 3] + cds

end while
return cds

† To calculate slowest sequence, change argmins to argmax
†† If the sequence neighborhood is truncated because it runs outside of the coding sequence, we input this
part of the neighborhood to our model as all 0 values (i.e. no codons are encoded as 1)
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