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Abstract

High-Performance Architectures for Vehicle Propulsion:
An Unconventional Approach to Design, Fabrication and Analysis using

Scalable Flying Capacitor Multilevel Converter Modules

by

Nathan Pallo

Doctor of Philosophy in Engineering – Electrical Engineering and Computer Sciences

University of California, Berkeley

Professor Robert Pilawa-Podgurski, Chair

The consequences of climate change grow more pronounced each year as carbon emissions
continue unabated. Decarbonizing all aspects of the transportation sector is a major re-
quirement for a sustainable pathway to mitigate these consequences. However, this requires
overcoming substantial engineering challenges, not the least of which are the power density
and efficiency requirements of the inverter system in future electric drivetrains. This work
examines a high-performance and scalable approach for modeling, designing, fabricating and
testing an architecture that meets aggressive industry targets through innovative techniques
and the use of an unconventional topology. Several prominent and promising topologies
are reviewed, and an unconventional approach using the flying-capacitor multilevel topol-
ogy is introduced to drive the order-of-magnitude improvements required by the industry
targets. A 10-level, 1 kV, dual-interleaved converter module serves as the platform for an
in-depth study of the electrical and thermal design and performance attained using this ap-
proach, where a peak power of 18.9 kW and a peak efficiency of 98.95% is experimentally
demonstrated. Scalability and reliability of the proposed architecture is discussed and tested
using individual modules as well as an array paralleling nine of these 38.4 kW/kg, 24.4 kW/L
modules. Finally, potential extensions to the work in future studies are reviewed.
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Chapter 1

Vehicle Drivetrain Electrification

Portions of this chapter are adapted in part from [1] and [2].

In his 2018 book on the future of electric vehicles, Three Revolutions, Professor Daniel
Sperling notes that, although electric vehicles have been in around since the 1830s, they were
not always the “objects of desire” that Tesla, Rivian and other breakthrough manufacturers
have made them today [3]. Indeed, after many early pitfalls and the limited range of debut
models, it was only through decades of advancement in technologies – primarily in battery
energy storage, but also power electronics – that the tide has turned toward mass vehicle
electrification. While a complex mix of technological challenges, policy decisions and a
fickle consumer market seemed to have “killed the electric car” as recently as 2006 [4], new
marking campaigns by General Motors lauding thirty all-electric vehicle models by 2025 [5]
show industry inertia is far greater now than when the single EV1 model was announced
in the mid-1990s. At the same time, major transportation network companies like Lyft
are announcing goals of migrating their fleets to zero-emission vehicles as early as 2030 [6].
Market moves like these signal a paradigm shift on a drastic scale and aggressive timeline.

Yet, it is possible this shift cannot come soon enough. As of 2017 estimates, transporta-
tion accounted for 22% of the global carbon dioxide emissions in the energy sector [7]. Since
then, it is estimated that the slow pace taken to address this crisis means global warming is
highly likely to reach at least 1.5 °C between 2030 and 2052 [8]. As such, an aggressive draw-
down in emissions from fossil fuel use in transportation of nearly 90% is required between
2019 and 2070 to reach a sustainable development scenario [9]. While Sperling notes that
mass vehicle electrification is only part of the solution, steps taken by fleets, municipalities
and motorists can help decarbonize the vast spread of medium- to heavy-duty vehicles to
passenger cars alike.

Although electrification of cars, trucks and other road and off-road vehicles has at least
become a much more tangible prospect, aviation remains a subset of the transportation
sector that is still difficult to decarbonize. Over the past two decades, agencies such as
the National Aeronautics and Space Administration (NASA) in the United States and the
European Commission have driven research to support more fuel-efficient air travel [10, 11].
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(a) Illustration of a traditional
commercial aircraft design, with
two large combustion turbines
providing thrust. The air stream
that flows along the bound-
ary layer of the aircraft fuse-
lage is slowed compared to the
freestream, causing drag and in-
efficient flight [13].
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(b) Illustration of a turboelec-
tric aircraft based on the NASA
STARC-ABL concept [12]. Two
large combustion turbines pro-
vide thrust as well as electrical
power to drive an aft thruster
that ingests and re-energizes the
slowed boundary layer, reducing
net drag.

BLI EngineBLI Engine

Inverter

DCDC
ACAC

(c) A potential electrical bus de-
sign to support more electric air-
craft propulsion. Alternating cur-
rent from the turbogenerators is rec-
tified and distributed over a high-
voltage dc bus. This work addresses
the inverter design for the subse-
quent conversion back to ac.

Figure 1.1: Depictions of more electric aircraft propulsion leveraging boundary layer ingestion, as
adapted from concepts and figures in [12] and [13]. For illustrative purposes, contributions to drag
from the wings of the aircraft are assumed to be less than that of the fuselage and are ignored.

In particular, through the NASA Advanced Air Transport Technology program, a decades-
long research program has already contributed to more efficient combustion turbines, while
several innovative concepts have been proposed to further reduce emissions – including bold
changes in airframe design and hybrid propulsion architectures [12].

Extensive discussion of aircraft is beyond the scope of this work, but it is worth noting two
disruptive technologies in particular: boundary layer ingestion and distributed propulsion. In
short, the former is when air along the boundary layer (air at the boundary of the airframe)
is ingested in a propulsor and “re-energized.” A leading concept places a 1-2.6 MW electric
motor at the aft of the aircraft where drag otherwise caused by the wake of the aircraft can
be reduced, increasing propulsive efficiency [14]. This concept of boundary layer ingestion
(BLI) is illustrated in Fig. 1.1. Distributed propulsion, in which many propulsors are installed
across a wing (instead of the typical two large engines) can also provide an aerodynamic boost
and enable drastically different shapes in airframe design [15]. Both of these approaches are
best facilitated through the use of electric motors, which can be more compact and allow for
better design freedom than their combustion counterparts [12, 16]. Yet, while small electric
aircraft are in commercial development, only concepts exist for larger aircraft (e.g., greater
than 150 passengers) that carry a majority of all air traffic – and performance of electrical
systems needs to advance nearly an order of magnitude to realize them [17]. Nonetheless,
with industry giants like General Electric and Rolls Royce even engaged in some of the most
promising research in commercial electric aircraft, this challenge is being taken seriously [18].

Partially or fully electrifying vehicles while still meeting the demands of industry roadmaps
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and consumers alike poses both engineering challenges as well as many human factors. This
thesis will focus on just one but very important aspect of vehicle electrification: the inverter
drivetrain. This important building block of the vehicle is what is converts stored energy into
energy that actually spins a motor. This may mean converting energy stored in batteries in
an electric car or energy from a high voltage dc bus supplied by generators in a turboelectric
aircraft [12]. While it is worth noting that some concepts explore superconducting systems
[19] with motors [20] and power electronics [21, 22] operating at cryogenic temperatures,
this work is confined to realizations at standard atmospheric conditions. As such, both au-
tomotive and aircraft systems share key design requirements, manufacturing challenges and
scalability goals for meeting aggressive electrification needs. In addition to meeting specific
input voltage, peak output power and power density targets codified in industry roadmaps
(which are reviewed in the following section), the concurrent goals of thermal management
and reliability are also paramount to these applications.

This work thus proceeds as follows: the remainder of this chapter will review the key per-
formance requirements of future electric propulsion systems. Several prominent and promis-
ing topologies will be reviewed, highlighting recent advances in both wide band-gap semicon-
ductor development and integration. Then, an unconventional approach will be introduced
that contrasts with much of the prior work – but holds promise to achieve the order-of-
magnitude improvements required by the industry targets, and spur the rapid innovation
necessitated by the climate crisis [23]. After that, the remaining chapters will provide an in-
depth look at the design and analysis of the electrical (Chapter 2) and thermal (Chapter 3)
performance, followed by scalability (Chapter 4) and reliability (Chapter 5) of the proposed
architecture. Finally, Chapter 6 concludes the thesis and presents potential extensions to
the work in future studies.

1.1 Constraints and Performance Criteria

To focus on reducing emissions of single-aisle, twin-engine aircraft, which make up a sig-
nificant proportion of all air travel, NASA has conducted several studies to estimate how
the various interconnected systems on an aircraft might benefit from full, or at least partial,
electrification [24–26]. The primary figure of merit is the fuel burn rate, which is a factor
of both the weight of the aircraft (more thrust is necessary to keep a heavier aircraft aloft)
and efficiency of the propulsion system (which allows travel of greater miles per gallon, as it
were). Lower efficiency also means more fuel is required for a given flight, and is thus coupled
to the aircraft weight. These studies produced key performance parameters for the electric
drivetrain and identified a target design space – in spite of the series of energy conversions
involved in a hybrid architecture (chemical to mechanical to electrical back to mechanical) –
where a drive designed beyond the break-even frontier would lead to an increase in aircraft
propulsive efficiency upwards of 10%. This frontier is defined as a trade-off between efficiency
and gravimetric power density (lightweight, yet still supplying the required output power),
and culminated in program targets specified in Table 1.1. The minimum targets correspond
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Table 1.1: NASA key performance parameters for an electric drivetrain [27].

Minimum Target Stretch

Specific Power 12 kW/kg 19 kW/kg 25 kW/kg
Efficiency 98.0% 99.0% 99.5%

to the break-even frontier; technology here would demonstrate the concept is plausible, while
meeting the reach goal would indicate propulsive efficiency gains are indeed achievable.

In addition to these targets that directly drive vehicle efficiency, two higher-level con-
straints must also be met. First, a sophisticated electrical distribution system is required
for any more electric aircraft, and the weight and efficiency of this system must also be
optimized. Several studies considered both ac and dc bus systems up to 6 kV, where higher
voltages can be traded against lower currents (and therefore lower conductor mass) at the
same power level [28, 29]. A synchronous, high-voltage, ac grid had been shown to be the
most efficient implementation, but the synchronous nature tightly couples the generator and
propulsor speeds and removes a significant degree of freedom in system design. Conversely,
a high-voltage, dc bus, with independent rectifiers and variable speed drives providing power
conversion as needed, but trades some efficiency for added flexibility [30]. Nonetheless, flex-
ibility was preferred for the designs pertaining to this work, so a dc grid was selected as the
lowest mass option, illustrated in Fig. 1.1c. While dc voltages of up to 3 kV will continue
to provide system level benefits, 1 kV represents the knee of the performance curve relating
input voltage to power density [28] and was established as an appropriate target for this
work in [27].

Finally, the high specific power (HSP) motors for this application also pose unique chal-
lenges: lightweight, “iron-less” (typically permanent magnet) machines have very low induc-
tance and require a low total harmonic distortion (THD) drive current, while brush-less dc
and switched reluctance variants require a carefully shaped current waveform. Some inverter
designs in Section 1.2 have made exciting progress towards addressing this application and
these motors. However, unconventional hybrid architectures may ultimately provide the
great leaps in performance necessary for electric flight.

Recently, the U.S. Department of Energy launched a similar research program to ac-
celerate electrified propulsion through the Advanced Research Projects Agency – Energy
(ARPA-E) program titled ASCEND (Aviation-class Synergistically Cooled Electric-motors
with iNtegrated Drives) [31]. This aggressive program demands similar performance to that
defined by NASA, but also provides a target flight profile to benchmark against (as done in
Chapter 2). Additionally, this program further requires compliance with DO-160, a standard
covering everything from environmental conditions to electromagnetic emissions. While the
former is outside of the scope of this work, the latter is addressed in Chapter 4.

In the past few years, there has also been a similar push to advance electric vehicle tech-
nologies. To cater to diverse consumer preferences and use cases, and to forge a path towards
energy efficiency and reliability of transportation choices, the U.S. DRIVE (Driving Research
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Table 1.2: Key 2025 targets in the US Drive 2025 electric powertrain roadmap [32].

Power
Density

Peak
Power

Average
Power

Efficiency
Voltage
Rating

Fundamental
Frequency

100 kW/L 100-200 kW 55-110 kW >98 % 900-1200 V 2 kHz

and Innovation for Vehicle efficiency and Energy sustainability) consortium has sought to
foster collaboration between government organizations, private companies and academic in-
stitutions to establish a vision for vehicle research and development [33]. Through regular
consortium meetings facilitated by the Vehicle Technologies Office in the United States De-
partment of Energy, an Electrical and Electronics Technical Team Roadmap was produced
to guide such efforts [32]. This document ties many of the high level goals of emissions
reductions, vehicle range and peak power, price point and lifetime to key requirements of
future electric drivetrains, several of which are listed in Table 1.2.

The first target of note is the power density. While gravimetric power density and vol-
umetric power density are both important objectives to maximize, the volumetric density
is more heavily weighted for automotive applications. This is because the space in automo-
biles is limited; where it is not used for passenger or cargo, it would otherwise be used for
batteries to extend the range of the vehicle. The high power density of 100 kW/L represents
an order of magnitude increase compared to what has been possible with extant automotive
technologies. The related goal of a high output power is also necessary to ensure desirable ac-
celeration characteristics as well as satisfy towing and other high-torque applications served
by conventional utility vehicles. Additionally, the powertrain must be highly efficient to get
the most range out of each charge.

The remaining milestones are again, slightly more nuanced. For instance, while current-
generation electric vehicles typically host a 400 V dc bus, higher voltages are increasingly
more appealing – especially with the advent of wide-bandgap power semiconductors that
support these voltage ratings [34]. Although there are system and energy density benefits
gained by moving to higher bus voltages, the targets upwards of 800 V dc are actually in
support of fast dc charging; there is less loss “at the pump,” as it were, when pushing charge
rates above 350 kW [35]. That said, high-voltage drives have also shown performance boosts
in heavy-duty vehicles – with a recent demonstration by John Deere of a 200 kW industrial
loader featuring a dc bus over 1 kV [34]. As for the motors, most high-specific-power machines
have tended to feature a high pole count, and therefore high electrical frequency – upwards
of several kilohertz [36–38]. As such, the inverter system must provide the corresponding
modulated waveform – necessitating either a much higher switching frequency or additional
harmonic filtering.



CHAPTER 1. VEHICLE DRIVETRAIN ELECTRIFICATION 6

1.2 Survey of Topologies

The challenges outlined above have motivated an exploration of diverse converter technolo-
gies and topologies. While this section is not meant to provide an exhaustive list, it does
highlight many inverter implementations that have achieved significant performance against
the targets, or otherwise have desirable attributes. In general, these systems have been
enabled by wide-bandgap devices [39], and 2- and 3-level designs are ubiquitous – mostly
improving in step with devices and packaging technology [40].

1.2.1 Two-Level Half-Bridge

The traditional half-bridge, or six switch module in a three-phase converter, is is the 2-
level system common to extant electric vehicle drivetrains. This topology is illustrated in
Fig. 1.2b, where the ac output node can toggle between the positive and negative rail of
the dc bus (i.e., the levels of the 2-level waveform). While silicon insulated-gate bipolar
transistors (IGBTs) have been the workhorses of such converters at both high-voltage and
high-current for some time, these devices are accompanied with high switching losses and
thus limit the switching frequency. As such, significant filtering of the output of each line
phase would be required to drive an HSP machines described above.

However, silicon carbide devices – which allow for very high blocking voltages with com-
mensurate conduction losses and significantly lower switching loss as silicon IGBTs – have
expanded the operating range for these converters [41]. Additionally, very high output cur-
rents (and therefore torque) can be achieved when the devices are paralleled [42]. This is
evident in the Tesla Model 3 powertrain [34], the first commercial electric vehicle to use
silicon carbide. However, other than paralleling novel devices, there is little room for inno-
vation on this straightforward, but limited topology. Additionally while these devices have
reduced intrinsic, dynamic parasitics (e.g., gate charge and output capacitance), switching
transition speeds and frequencies are still typically limited to under 100 kHz. While the lower
parasitics do reduce switching energy, the fact that the devices must charge and discharge
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vac

(a) 2-level half-bridge
phase-leg.

Vdc
S2

S1

va

S4

S3

vb

S6

S5

vc

(b) Six-switch, three-phase converter. (c) A representative 2-level waveform over
one fundamental period. The switched
node, vac, alternates between Vdc and 0 V.

Figure 1.2: The common, 2-level bridge topology, with corresponding single-phase output waveform.
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to the entire bus voltage each commutation is the dominant factor, as switching loss scales
with the square of this voltage. This large rate of change in voltage, dv/dt, also means a
significant amount of effort must be spent on output filter design if it is meant to interface
with any HSP machines requiring sinusoidal input current. As such, much of the literature is
spent optimizing magnetics and switching parameters to find the frontier of this space [43].

A significant amount of effort has also been spent minimizing dc bus inductance to allow
for faster switching. This parasitic inductance on the dc side of the switches stores energy
while the device is in the on state. When the device switches off, this energy charges the
switch drain-source capacitance. If the parasitic inductance is large enough, at high currents
this stored energy can cause detrimental overshoot of the device. Unless this inductance
can be reduced, the only other recourse is to slow the speed of the device transition, though
this would incur greater overlap loss (see Chapter 2). As such, the best designs use in-
depth modeling, careful routing and innovative manufacturing methods to achieve a low-
inductance, simulated (though not measured) to be as low as 6 nH for 1 kV designs [44].

1.2.2 Three-Level T-Type

The 3-level T-Type converter phase-leg is illustrated in Fig. 1.3a. Here, the dc bus is divided
into three levels, +Vdc/2 and −Vdc/2 as well as a neutral midpoint. The four switches in each
phase leg (12 switches total in a three-phase converter) connect the ac output to these levels
in a sequence defined by the specific modulation strategy to generate the waveform shown
Fig. 1.3c. Note, a four-quadrant switch is needed at the midpoint connection to prevent self-
commutation (through the diodes) to the wrong state when inductively loaded. For example,
a positive current flowing out of the vac node would always turn on D3 before D4 without the
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(a) 3-level T-Type phase-leg.
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(b) 3-level ANPC phase-leg.
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(c) A representative 3-level, PWM wave-
form over one fundamental period. The
switched node, vac, alternates between
+Vdc and 0 V or −Vdc and 0 V depend-
ing on the point in the line cycle.

Figure 1.3: The 3-level topologies highlighted in this chapter, with corresponding output waveform.
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reverse switch S2 to selectively prohibit this path as needed when driving positive current
at the negative half of the line cycle. Since the four-quadrant switch only sees half of the
dc bus voltage, lower voltage devices may be used – but the other two devices will need to
block the full dc bus voltage. Additionally, complementary switch pairs S1/S3 and S2/S4
only commutate during half of the cycle, so implementations with silicon IGBTs can still
yield improved performance [45].

Of course, switching losses can be significantly reduced by using silicon carbide, as seen in
a recent 250 kW scale demonstration [46]. This system used commercially available devices
to achieve 98.5% efficiency and 25 kW/L with liquid cooling. To leverage the reduced costs
and improved current handling of IGBTs, [47] further proposed paralleling a silicon IGBT
with a silicon carbide MOSFET to make a hybrid switch for S1 and S4 to reduce conduction
losses; the silicon carbide MOSFET would be used for fast turn-on and turn-off, while the
IGBT would be switched during the rest of the on-time to carry the majority of the current
and reduce conduction losses. To ensure correct current sharing between the two device
types, busbar design and module arrangement was again a significant design consideration.
Inductance in the dc link was as high as 12 nH, though the differences between paralleled
switches was on the order of 2 nH [48].

1.2.3 Three-Level Active Neutral-Point-Clamped

The active neutral-point-clamped (ANPC) is the second promising three-level design, shown
in Fig. 1.3b. The dc bus is again divided into three levels, with six switches in each phase
leg. The switching scheme for generating the three level waveform ensures that each device
only sees half of the bus voltage, allowing the use of lower voltage devices and operation
at reduced switching loss [49]. Additionally, complementary switches groups (S1+S3)/S2
and (S2+S4)/S3 only commutate during half of the cycle, while the switch pair S5/S6 only
commutates once per line cycle. This effectively means S5 and S6 can be devices with
better conduction characteristics at the cost of worse dynamic parasitics. Indeed, in the
megawatt-scale demonstration for NASA, General Electric used proprietary 1700 V, 500 A
silicon carbide half-bridge modules for both S1/S2 and S3/S4 half-bridges and a single 1700 V,
600 A silicon IGBT half-bridge for S5/S6 [50]. Depending on the commutation loop (i.e., the
loop between silicon carbide or silicon devices), the reported inductance ranged from 6.5 nH
to 17.5 nH for this 2.6 kV design [51]. As it were, this high bus voltage meant that even
divided among three-levels, the output still experienced extremely high dv/dt. As such, a
major caveat remains given that significant amount of the total inverter mass was from to
the ac output filter alone (a factor of three greater than the contribution from the power
modules).

Nonetheless, it a remarkable milestone for this system to have delivered 99% peak effi-
ciency at 12 kVA/kg – as demonstrated at a full megawatt. While this system might not be
scalable, in that the power modules, filtering considerations and thermal management were
purpose built for a single power level, it highlights the benefit of a new architecture and new
semiconductors for the application. Indeed, to process that much power a specially designed
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“pump-back” system was also engineered to circulate current between two prototypes of the
three-phase converter [52]. This test setup can thus serve as a useful reference when the
array of Chapter 4 is tested at higher power levels in future work.

1.2.4 Higher-Level Topologies

Multi-level versions of the T-Type and ANPC converters can be found in the literature, but
require significantly more switches and series-stacked dc capacitors as the number of levels
increases. Additionally, routing of the commutation loops becomes much messier, as many
more midpoint connections and half-bridge nodes need to overlap and intersect. Thus, the
overhead from routing these networks becomes impractical for this power-dense application.

The cascaded H-bridge and [53] and modular multilevel converter [54] are other (typically)
higher level-count topologies that have been applied to high fundamental frequency drives.
However, in both topologies, the capacitors must be sized to support the full fundamental
current. This imposes a significant constraint on the size of the capacitors used in each
application: for large output currents, these capacitors must also be large – on the order of
hundreds of microfarads to millifarads, making them necessarily bulky. The exact analysis
of this power density implication is explored further in [55]. Additionally, in the modular
multilevel converter, the phase-legs must manage current between the upper and lower halves
of each phase-leg to guarantee the appropriate output and minimize circulating currents that
do not deliver power to the load. Both topologies have been able to show good harmonic
performance and exhibit cell-level redundancy (see Chapter 5), but in the end, fail to deliver
on power density.

1.3 An Unconventional Approach

This work eschews more traditional approaches to search for the breakthrough needed to meet
the demanding performance targets. As such, identifying desirable system characteristics
has informed this process. In addition to the requirements in Section 1.1, several important
aspects may be considered from the previous discussion:

� Multilevel designs divide the output waveform into smaller, discrete steps. This reduces
the THD of the waveform, as well as the dv/dt – both desirable effects that reduce
filtering requirements and support integration with HSP motors.

� Multilevel designs that can reduce off-state voltage stress of the transistors are prefer-
able, as they dramatically reduce switching losses. Also, as both switching parasitics
and conduction losses decrease with lower voltage devices, the lower voltage allows the
use of higher figure-of-merit devices [56].

� High switching frequencies are preferable, as these frequencies are more easily filtered
by smaller passives, improving power density.
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� While several designs above have performed well at the high-power operating point
they were designed for, true scalability might be obtained by designing a building
block from which several configurations of output power might be obtained.

� Novel topologies and devices provide new opportunities.

By framing various design insights in this way, one unconventional topology stands out
as a compelling candidate: the flying capacitor multilevel (FCML) converter [57], shown
in Fig. 1.4. Originally proposed nearly two decades ago, this circuit also uses a number of
charged capacitors to provide the discrete steps available int the output waveform. How-
ever, these capacitors only need to support ripple switching frequency [55]; while the peak
of these currents tracks the current at the ac output, it is only during the switching period
– not the entire fundamental. At the same time, phase-shifted (carrier) pulse-width mod-
ulation (PSCPWM, or simply PSPWM) schemes mean each switching pulse is interleaved
through the series connection of cells. This leads to a high effective output frequency, where
the switching frequency seen at the switched-node va is a factor of (N-1) greater than the
switching frequency (also shown in Fig. 1.4), where N is the number of levels. The benefits
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Figure 1.4: The schematic above shows ma-
jor power-processing components in a 4-level
FCML (omitting input and output filters).
Note that the nominal flying capacitor volt-
ages show how device stress is reduced to
Vdc/(N − 1). The waveforms at right show
how PSPWM creates a high effective output
frequency at the switched-node, vac – a factor
of (N−1) greater than the switching frequency.

vac

S1

S2

S3

S4

vac

Table 1.3: Key benefits of the FCML topology [57].

2-Level FCML

Switch Stress Vin Vin/(N − 1)
vac Ripple Amplitude Vin Vin/(N − 1)
vac Ripple Frequency fsw fsw · (N − 1)

Output Inductance L2-level L2-level · (N − 1)2
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of this effect are highlighted in Table 1.3, where the key value proposition is highlighted by
the dramatic scaling of the required output filter inductance.

Since the original conception, and indeed most implementations in the years since concep-
tion, were targeting stationary, grid-frequency applications, designs were constructed with
slow-switching IGBTs and bulky film capacitors on the order of tens of microfarads. How-
ever, advances in wide-bandgap power transistors – gallium nitride specifically – and ceramic
capacitors have driven a revival of hybrid, switched-capacitor architectures such as FCML
[58]. For instance, the class II dielectrics that have been ubiquitously adopted for these ap-
plications simultaneously support high voltages and high capacitance in a modest package,
leading to extreme energy densities [59]. As clear in Fig. 1.4, capacitors comprise a bulk of
the power processing components, applying this gain in energy density to produce extreme
power density in the converter.

Additionally, though younger than silicon carbide devices, gallium nitride offers signif-
icantly lower switching and conduction loss in the 100 V to 300 V device voltage ratings
considered in this work [56]. The series-stacked nature of the devices in the topology means
that device voltage rating is also divided by a factor of (N-1), allowing lower-voltage, high
figure-of-merit transistors – even for a design with a 1 kV dc bus. Compared to the topolo-
gies above, this series connection also means routing is more straightforward and reasonably
scales with level count. The simultaneously high figure-of-merit (specifically low capacitances
that would lead to switching loss) and lower per-device voltages means switching frequencies
can be increased dramatically. While the designs above were largely constrained to kilohertz
or low tens of kilohertz, switching frequencies of hundreds of kilohertz to upwards of a mega-
hertz are well within the design space for these devices. For instance, a 10-level FCML can
leverage 200 V GaN devices switching at 115 kHz to produce a greater than 1 MHz output
waveform with one ninth of the dv/dt of a comparable 2-level converter. This high frequency
output lessens the impact of weight penalties associated with the output filter, while also
allowing for control of high frequency motors. Furthermore, the devices also support higher
current densities, meaning if the individual converter module is rated appropriately, using a
multitude of devices can still result in a compact design.

As for the notion of a converter module, this approach is unconventional in the way that
it interprets scalability. The fundamental approach is to create a modular design that, while
still capable of tightly integrating with the rest of a thermoelectrical drivetrain, divides a
high output power requirement into smaller, more tractable design elements. As such, a
160 kW three-phase converter could be comprised of nine paralleled, 18 kW modules (see
Chapter 4). This also means that a common module design, or at least design approach,
could be leveraged across applications and target power levels – from the vehicle drivetrains
discussed in this work, to solar inverters [60] and even space applications [61]. The notion of
scalability also extends to the manufacturing process, where electrical design uses standard,
mass-production printed circuit technology compared to the proprietary modules in the prior
works. As such, gains in both scaling and cost can be achieved.

In conclusion, this chapter highlighted the pressing need for innovative technology to de-
carbonize the transportation sector. Several traditional topologies, many with commendable
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performance, where highlighted to provide context and contrast to the proposed strategy in
this thesis. While the discussion above presented the general benefits of the architecture in
this work, the remaining chapters will further highlight the innovations in the electrical and
thermal domains, as well as the progress towards achieving scalable and reliable performance.
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Chapter 2

Inverter Module Electrical Design

Portions of this chapter are adapted in part or in whole from [1] and [62].

While the FCML was originally developed for large, stationary applications [57, 63,
64], advances in high dielectric constant (high-k) capacitors and wide-bandgap devices have
driven miniaturization of converter systems to achieve extreme performance [56]. Over the
past few years, power dense inverter designs based on the FCML have transformed from
proof-of-concept demonstrations [65–68], to hardware platforms that focus on control and
scalability challenges [69–72]. This chapter details an approach for the electrical design and
testing of a modular inverter for use in multi-phase, paralleled, and/or segmented operation
alongside other modules [73–75].

The foundation of this FCML module electrical design is based on a previous generation
of FCML inverter module: the dual-interleaved, 9-level converter presented in [62]. That
design was the result of a Monte Carlo optimization; different combinations of extant com-
ponents (inductors, capacitors and transistors) were selected at random and used to define
a computational converter object similar to that presented in Section 2.1. If a randomly
discovered converter configuration passed key constraints, such as rated component voltages
and currents, the estimated losses for this design candidate were calculated using a the loss
model that is a precursor to the one in Section 2.2. Many lessons were learned from this
initial design effort, including the frequent necessity to characterize component parameters
beyond what is available from the manufacturer in order to have an accurate loss model. As
such, rather than re-run the same simulation with potentially inaccurate component param-
eters, in this work, the following advances what was already an exceptional design candidate
and refines the loss model – fundamental to the optimization process – to culminate in an
extensive study of a single, robust design.

Indeed, there are several key changes in the converter of this work compared to [62].
First, a recent discovery indicated that FCML converters with an even number of levels tend
to exhibit better natural balancing than designs with odd level counts. This is particularly
notable when the dc input to the converter has a nonzero source impedance [76]. Since
increased conduction losses in the 9-level design (due to dynamic on-resistance, see Section
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Table 2.1: Capacitor selections per interleaved phase.

DC Bus C8 C7 C6 C5 C4 C3 C2 C1

Technology Film Series NPO 630V Series X6S 450V
Nom. DC Voltage [V] 1000 1000 889 778 667 556 444 333 222 111
Voltage Derating [%] – 77 86 74 61 49 49 37 25 12

Component Cap. [µF] – 0.1 0.1 2.2
Num. Parallel/Series – 20/2 25/2 6/2 4/2

Nom. Cap. [µF] 28.2 1 1.25 6.6 4.4
Derated Cap. [µF] 28.2 1 1.25 1.3 1.0 1.2 1.4 1.8 2.4 3.5

2.2 and [77]) are approximately equivalent to the loss introduced by an additional series
device, the 10-level topology was preferable. Additionally, the reduced voltage stress at 10
levels allowed for possible use of lower voltage (i.e. 150 V) devices with better figures-of-merit,
albeit with reduced overhead. In the end, transistor losses for this design were minimized
by using newly-released EPC2034C devices. These feature better performance and voltage
ratings were chosen for the experiments and results presented later in the chapter.

A 10-level design also provided better voltage derating of the flying capacitors. As en-
ergy dense capacitors facilitate much of the high specific power conversion in this topology,
appropriate selection of the flying capacitors is vital. An influential survey on capacitor
technologies [59] originally indicated that the 450 V, 2.2 µF X6S ceramic capacitor by TDK
would yield the best power density. However, use as flying capacitors in the higher voltage
nodes of [67, 73] conflicted with the component voltage rating, while increasing series con-
nections would decrease overall energy density. Early on, emerging 500 V and 630 V, X7R
capacitors seemed to provide an suitable alternative. Yet, subsequent intensive component
characterization in [78, 79] revealed that, while the X7R capacitors provided a compara-
ble energy density for this voltage rating, they also had significantly lower quality factor –
contributing to increased losses in the converter of [80].

As such, this work again leverages the X6S component for a majority of the flying capac-
itance. Because the capacitance of this dielectric decreases with applied dc voltage bias, the
highest X6S node (C7) also includes 50% more physical capacitors than the others. Since
this capacitance decrease is so significant at high voltage (i.e. -80% of the rated value),
630 V NPO capacitors are used for the remaining flying node (C8) and local dc bypassing
with little loss in energy density. This change also lead to a more practical design, as and
the 900 V rating of the series X6S capacitors fell below safe operating limits at the highest
voltage nodes of both the 9- and 10-level design, while the 1300 V rating of the series NPO
components is more than adequate. Table 2.1 breaks down the capacitor selection for this
design, and includes derated capacitance at 1 kV operation as well as the nominal voltage
at each level. The series connection of NPO and X6S capacitors means the rated voltage for
the given flying capacitance is nominally twice that of the component rating. Note, the film
capacitance listed is part of the backplane where the module is installed, and is not included
in module power density calculations.
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Figure 2.1: Fabrication, installation and high voltage testing of a custom busbar for C8.

The use of NPO capacitors at the highest voltage nodes was facilitated by the release
of NPO capacitor arrays that allow for a more efficient use of board area. Due to the
limited capacitance values available with this dielectric, many more discrete components
need to be paralleled to achieve the same order of flying capacitance as the rest of the
levels. These arrays fixture the same form factor capacitors in a vertical orientation, allowing
approximately twice as much capacitance for the same board area. For C8, a custom busbar
was also fabricated to parallel additional arrays, as shown in Fig. 2.1. Routing this connection
off-board allowed for a more efficient power path, as well as better noise isolation and high-
voltage clearances to signals routed on the PCB itself.

The full converter bill of materials can be found in Table 2.2. Here, part numbers for the

Table 2.2: Converter bill of materials.

Component Part Number Parameters

X6S capacitors TDK - C5750X6S2W225K250KA 2.2µF, 450 V
NPO capacitors TDK - C5750C0G2J104J280KC 0.1 µF, 650 V

TDK - CAA572C0G2J204J (2-up) 0.2 µF, 650 V
TDK - CAA573C0G2J304J (3-up) 0.3 µF, 650 V

Output capacitors TDK - C5750C0G2J104J280KC 0.1 µF, 650 V
– 6 in parallel per phase → 0.6 µF

Output inductors Coilcraft XAL1510-153 15 µH
– 2 in parallel per phase → 7.5 µH

GaN transistors EPC - EPC2034C 8 mΩ, 200 V
Gate driver TI - LM5114 GaN

Gate resistors Turn-on 15 Ω
Turn-off 0 Ω

Digital isolators Silicon Labs - SI8610BC-B-IS
Isolated power supplies Analog Devices - ADUM5010ARSZ
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Table 2.3: Converter mass breakdown.

Component Mass [g]

aluminum heat sinks 85.0
3D-printed assembly 107.0
mounting hardware 14.1
- springs 2.8
- #0-80 screws 4.7
- #0-80 brass inserts 5.9
- #0-80 SMT nuts 0.7
flying capacitor cells 95.7
- X6S capacitors (x 120) 48.0
- NPO capacitors (x 100) 38.7
- FETs and isolation 9.0
filter passives 89.4
- input capacitors 31.5
- output inductors 54.3
- output capacitors 3.6
component balance 20.3
module PCB 76.1
local controller 4.9

TOTAL MASS 492.5 g

capacitances described in Table 2.1 are shown, as well as the parameters for other key power-
processing components. Additionally, it should be noted that this specific implementation
of the FCML uses an isolated power supply for each transistor voltage domain. While this
is largely considered a legacy design (compared to newer systems leveraging a cascaded
bootstrap to power each floating gate driver [81–83]), this vastly simplifies debugging and
circuit analysis. Likewise, a separate digital isolator is used in conjunction with a discrete
gate driver, although newer isolated gate drivers may be preferable in newer designs. As
such, future work will nonetheless benefit from the decreased mass and component area
required by these newer approaches, and is expected to further the power density beyond
what is achieved in this work. Indeed, the mass breakdown of this converter – valuable in
determining which components most affect gravimetric power density – is reported in Table
2.3. Here, the mass is shown to be fairly evenly split across hardware, heat sinks, filter
passives and flying capacitors, so an opportunity to reduce mass in any category will provide
a relatively comparable improvement – and may indicate a lower level count design is worth
additional consideration.

Finally, an annotated schematic and photograph of the converter module used as the
research platform for the bulk of this work is shown in Fig. 2.2. Here it is evident that in ad-
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dition to creating a compact design to maximize power density, with components populated
to best use the converter area while still complying with clearance constraints. Mechanical
structures were integrated into the design to fixture heat sinks and facilitate thermal man-
agement (further illustrated in Section 3.4.2), as well as provide support and handling of
modules when inserted into an array backplane. The card edge connectors also facilitated
easy parallelization with other modules, discussed further in Chapter 4.

2.1 Structure for Computational Analysis

This section introduces modeling variables in the format of a MATLAB structure. The overall
goal of this format is to bridge the equations used to describe the theory of operations with
the actual implementation of the physical quantities in the calculations performed in this
work. This will enable readers to extend this work to their own applications, or allow this
work serve as a companion to any future releases of code. Several key a converter parameters
must be captured and stored computational structure in order to analyze performance of a
single converter configuration, as well as support future Monte Carlo studies. While later
generations of the software may benefit from a fully defined MATLAB class (as is the case for
several of the the inverter components), the structure data type is sufficient for the research
presented here. As such, an inv structure is configured to describing a given inverter based
on operating and hardware configuration parameters. The operating parameters are:

� inv.fs - Transistor switching frequency, typically expressed as fsw.

� inv.td - Programmed dead-time between turn-on and turn-off of complementary
switches. Symmetric for both turn-on and turn-off.

� inv.fmod - Fundamental output frequency, used in output waveform generation.

� inv.M - Inverter modulation index, used in output waveform generation.

� inv.Vd - DC bus voltage setpoint, used in output waveform generation, nominal drain-
source voltages, as well as flying capacitor biasing and derating.

� inv.Tamb - Ambient temperature in degrees Celsius. Applicable if device operating
temperatures are to be determined based off of a target thermal impedance using an
iterative solver (described in Section 2.2.4).

� inv.Rth - Thermal impedance from transistors to ambient. Informed by work elabo-
rated upon in Chapter 3, this parameter allows for calculation the device temperature
given an ambient operating temperature in tandem with loss calculations.

� inv.Ttrans - Transistor device temperature. Overrides any closed-loop calculations
that include thermal impedance by fixing the device junction temperature, TJ .
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The converter structure parameters are:

� inv.N - Inverter level count, denoted simply as N .

� inv.C - An array of Capacitor objects, with each inv.C[k] where k ∈ 1 . . . N−2 is an
instance of the Capacitor class configured to describe a given flying capacitance; this
object can reflect the total effective capacitance and ESR (at correct bias) of several
series and parallel connected components. Additional parameters and functions exist
within this object and will be invoked in the loss modeling section.

� inv.L - An Inductor object, used to describe the output inductance. This object can
reflect the total inductance and soft-saturation characteristics (at correct current) for
several series and parallel connected components within a single logical inductance.

� inv.T - A Transistor object, used to describe the transistor used across the design;
assumes that only one device type and configuration will be used in the converter.
Additional parameters and functions exist within this object and will be invoked in
the loss modeling section.

� inv.Rg,on - Extrinsic gate resistance, used to slow the turn-on of the device defined in
inv.T. Affects overlap losses calculated in the inv.T loss function.

� inv.Rg,on - Extrinsic gate resistance, used to slow the turn-off of the device defined in
inv.T. Affects overlap losses calculated in the inv.T loss function.

� inv.Lcom - Nominal switching cell commutation loop inductance, either estimated from
typical board geometries or dynamically by integrating the method in [84]. Can be
used to estimate device overshoot.

� inv.RPCB - Circuit board trace resistance, either estimated from typical board geome-
tries or dynamically by integrating the method in [84]. Used for calculating ohmic
losses; typically relevant only for high-power operation.

For clarity, the inv. prefix will be omitted in the following sections. This should be noted
when parameters and functions within inv.T and inv.C are referenced in the respective loss
calculations.

2.2 Loss Modeling

In this work, the low passive component values and high-speed transistors in the multilevel
topology all provide many system-level benefits. However, moving away from more tradi-
tional two or even three-level designs requires a more nuanced approach to loss modeling.
Where averaged models may have been previously suitable [85], fluctuations in state values
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(a) Output waveforms over one line cycle
.

(b) Sample transistor losses over one line cycle.

Figure 2.3: Sampled converter waveforms used to simulate and model FCML losses.

(e.g., flying capacitor voltages), high ripple currents, and partial soft-switching in the FCML
and drastically affect losses as the converter moves through each period of the fundamental.

Therefore, to model converter losses under inverter operation, steady-state losses are
calculated at each operating point along the output waveform then averaged over one funda-
mental cycle. As such, much of the methodology that follows is similar to [62], but reflects
additional considerations, such as high output current ripple contributing to increased RMS
losses and the effect of incorporation of dynamic on-resistance, dRon. Note, this methodology
allows for calculating losses given an arbitrary reference. That said, though FCML inverter
is capable of generating an arbitrary output waveform (contingent upon harmonic content of
the reference residing well below the switching frequency), the following discussion is limited
to sinusoidal modulation for simplicity. Fig. 2.3a shows the simulated output waveforms for
an 18.9 kW operating point. Here, Iout is calculated as

Iout =
Vout

Z(2π · inv.fmod)
, (2.1)

where Vout is the nominal inverter output voltage (driven by a sinusoidally modulated duty
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cycle, D), and Z is the load impedance evaluated at the modulation frequency.
Next, at each point sampled along this line cycle, component losses are calculated as if

the converter were in steady-state operation at any of these points. For example, the plot in
Fig. 2.3b shows the magnitude of different kinds of transistor losses at each of these sampled
operating points. Note, this is not a plot over time – it is not a waveform as such; these are
the losses associated with an operating point described by the output current, voltage and
duty cycle at that instant in the line cycle. Then, for steady-state inverter operation, it’s
the average value of these losses over the full line cycle. The total converter losses are found
by summing these averages for all components in the inverter.

While Section 1.3 detailed many of the benefits and operating principles of the FCML
inverter, some of the preliminaries with respect to converter operation are necessary to
review. First, for an N-level converter operating at a switching frequency fsw under PSPWM,
the effective frequency seen at the switch node vx is

feff = (N − 1) · fsw. (2.2)

Correspondingly, as the duty cycle, D, of each of the switches is, e.g., sinusoidally modulated,
the effective duty cycle seen at the switch node, Deff , will vary according to

Deff = (N − 1) ·D mod
1

N − 1
. (2.3)

These effective quantities are useful for determining additional current stress that contributes
to component losses (not captured in [62]). Specifically, in addition to the fundamental
current where the magnitude is attributed to the specific loading at the output, a significant
current ripple will be generated in the output inductor at feff :

iL,pk
=
vh − vout

Lout

(2.4)

where
vh ≈ d(N − 1) ·De · VDS,nom (2.5)

and

VDS,nom. =
Vd

N − 1
. (2.6)

. A total current value seen by the transistors and inductor can then be approximated by:

iL,RMS ≈

√
I2

out +

(
iL,pk√

3

)2

(2.7)

2.2.1 Transistor Losses

The transistor losses are broken down into five categories: Coss, dead-time (i.e., reverse
“diode” conduction), turn-on, turn-off, and (forward) conduction. These five loss types are
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illustrated in Fig. 2.3b, where the instantaneous loss is plotted for a single device over a
complete line cycle. While [86] also examined nuances in loss distribution among paralleled
devices, the modeling in this section only considers aggregate parameter scaling when paral-
leling; for example, halving peak device currents, halving on-resistances and doubling output
capacitances.

Coss losses are switching losses associated with the charge and subsequent discharge of the
MOSFET drain-source capacitance under hard-switching conditions. From [87], this energy
falls into two categories: 1) the energy stored in the off-state device that is discharged during
hard turn-on:

Eoss =

∫ vDS,eff-oss

0

vDS · Coss(vDS) dvDS; (2.8)

and 2) the energy dissipated in this device due to the charge flowing through it as the
complementary device turns off (and the respective complementary Coss is charged):

EQoss =

∫ vDS,eff-Qoss

0

(vDS,eff-Qoss − vDS) · Coss(vDS) dvDS. (2.9)

In both equations, vDS,eff is the effective voltage a turn-on to account for the fact that
an inductive load current will allow for soft-switching of half of the devices, depending on
the half-cycle of the fundamental. While recent work has shown that soft-charging of the
Coss of Si [88], GaN [89], and SiC [90] semiconductors is not an altogether lossless process,
that second order effect is most apparent in very high-frequency resonant applications. Since
Coss is nonlinear, the vDS,eff used for the two switches, i.e., for the separate Eoss and EQoss

calculations, are computed slightly differently:

vDS,eff-oss = min(T.VossFn(T.QossFn(vDS) + (ion)/2 · tde), vDS) (2.10)

vDS,eff-Qoss = min(T.VossFn(−ion/2 · tde), vDS), (2.11)

where ion = Iout− iL,pk. In (2.10), the calculation is determining how much of the transistor
charge has been removed by half of the current ion over the course of the effective dead-
time, tde. The effective vDS,eff-oss is then calculated by determining the drain-source voltage
associated with this remaining charge. In (2.11), the calculation determines how much the
other device has charged with the remaining half of ion over the same time. The min function
is purely a computation check to ensure that the drain-source voltage does not go above the
starting off-state value during the part of the line cycle without soft-switching. For reference,
an example of the nonlinear transfer function for this off-state, drain-source charge is shown
in Fig. 2.4.

The effective dead-time, tde, is used to compensate for the turn-on characteristics arising
from gate threshold dynamics of a specific device:

tde = inv.td +

(
T.Qg,th · (inv.Rg,on + T.Rg)

T.Vdrv − T.Vth(TJ)

)
− td,off , (2.12)
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Figure 2.4: Typical nonlinear Qoss characteristics for an EPC2034C gallium nitride transistor.

where inv.td is the programmed dead-time, T.Qg,th is the gate charge at the threshold
voltage (datasheet parameter), T.Rg is the gate resistance internal to the device (datasheet
parameter), T.Vdrv is the nominal voltage the gate is driven to when on (which can vary
between inverter designs, but typically chosen to be near the maximum allowable for a given
device) and T.Vth(TJ) is the device threshold voltage as a function of junction temperature
(datasheet parameter). The middle fraction in (2.12) represents the additional time beyond
the programmed dead-time where the off-state device remains off while the gate is being
charged to the threshold voltage. Conversely, td,off represents a turn-off delay caused by
the opposite effect taking place on the on-state device, which remains on until the gate is
discharged to the plateau region [91]. This period is calculated as:

td,off = (inv.Rg,off + T.Rg) · T.Ciss · log

(
T.Vdrv
T.Vplat

)
, (2.13)

where T.Ciss and T.Vplat can both be read from the device datasheet.
Combining all of these details, the total losses arising from hard-switching the device

output capacitance can be computed using:

Poss = (T.EossFn(vDS,eff-oss) + {T.EossFn(vDS)− T.EossFn(vDS,eff-Qoss)}) · fsw (2.14)

The calculations described in (2.10) – (2.13) describe the prerequisites necessary to compute
the integrals in (2.10) and (2.11). For arbitrary values of vDS these integrals may be either
pre-computed or read from the datasheet then entered into a function, T.EossFn, as done
for (2.14). An example of this function is shown in Fig. 2.5. The first term in (2.14) thus
represents the integral (2.10), while the group of terms in curly braces represent the inte-
gration in (2.11). Multiplying these two energies by the switching frequency provides the
corresponding switching loss.
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Figure 2.5: Typical nonlinear Eoss characteristics for an EPC2034C gallium nitride transistor.

Dead-time losses refer to the losses associated with reverse conduction in the device. This
occurs during the effective dead-time, before the gate driver has been engaged to fully turn
on the device. In silicon, this reverse path through the off-state switch is through a physical
PN diode junction. However, in GaN, this diode-like effect is actually a consequence of
enough source-drain (i.e., gate-drain) voltage building up to enhance the channel and allow
conduction [92]. Behavior of this current-dependent, source-drain voltage can be referenced
from the device datasheet and defined in the transistor object as T.revFn. The typical
characteristic of the EPC2034C device are shown in Fig. 2.6 and illustrates why – at high
current – dead-times are ideally minimized. Then, losses can be calculated as the product of
the drain current magnitude at the time of turn-on or turn-off and the corresponding reverse
voltage, scaled by the actual time spent in this state each switching period:

Pdead-time = (tde,on · T.revFn(ion, TJ) · (ion) + tde,off · T.revFn(ioff , TJ) · (ioff)) · fsw, (2.15)

where ion = Iout − iL,pk and ioff = Iout + iL,pk and the effective dead-times at turn-on and
turn off are, respectively:

tde,on = max(tde + min

(
T.QossFn(vDS)

ion/2
, 0

)
, 0) (2.16)

tde,off = max(tde + min

(
T.QossFn(vDS)

ioff/2
, 0

)
, 0) (2.17)

Just as the Coss loss calculation accounted for soft-switching, the speed at which the self-
commutation under inductive currents charges and discharges the two output capacitances
is also included here to determine the effective time spent in reverse conduction. This time
is calculated by dividing the charge on Coss in the off-state by the current at turn-on or
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Figure 2.6: Typical reverse conduction characteristics for an EPC2034C gallium nitride transistor.

turn-off – divided between the two commutating devices. The min and max criteria ensure
that only the relevant half-cycle of the fundamental is considered; capacitors are not charged
above the nominal VDS or below 0, and the dead-time is not longer than otherwise possible
based on circuit and timing constraints.

Note, expressions for ion, ioff , tde,on, and tde,off for the top switch and bottom switch will
be slightly different: the top switch will always be turning on at the valley of the inductor
current ripple and off at the peak, with the bottom switch experiencing the opposite. This
specific consideration is only necessary for examining losses of individual devices along the
line cycle. If the average losses at the end of a fundamental period are the only desired
results, only one may be calculated and simply doubled at the final loss tabulation; on
average, the losses will be equivalent.

Turn-on and turn-off losses, often referred to as overlap losses, are switching losses that
arise when transistors are hard-switched. Depending on the direction and magnitude of
output current, switching dynamics for the half of the FCML experiencing hard-switching
can be approximated by the waveforms illustrated in Fig. 2.7. For turn-on, Fig. 2.7a shows
how a switch that was previously blocking begins to turn on and carry current once vg
reaches the threshold voltage, T.Vth. However, the device still simultaneously sees the off-
state voltage until the drain current, iD, equals the inductor current. Then, vDS declines as
the gate driver continues to charge the gate-source and gate-drain capacitances through the
plateau region. In the bottom plot, the area of the shaded region indicates the energy lost
from the voltage and current overlap during this transition. The computation of turn-on
losses effectively requires calculating this area and multiplying by the switching frequency.
An illustration of turn-off in Fig. 2.7b shows a similar process for determining energy lost
during that transition.

To calculate the energy, the three parameters that define the triangular area in both plots
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Figure 2.7: Turn-on and turn-off waveforms.

need to be determined. For turn-on, these parameters are vDS,eff-oss, ion and ton. The first
two have been determined in calculations for the previous two transistor loss mechanisms.
Correspondingly, note that Fig. 2.7a illustrates how vDS could be discharged to partial or
full soft-switching if the output current is the right sign and magnitude during commutation
dead-time. This leaves ton, i.e., the time it takes for the gate current to carry the device
from threshold across the plateau region. From [87], this can be approximated by:

ton =
(T.Qgd +Qg,sw) · (T.Rg + inv.Ron)

T.Vdrv − T.Vplat
, (2.18)

Intuitively, this is the time it takes for a current supplied by the (approximately constant)
voltage drop T.Vdrv−T.Vplat across the gate resistance to deliver the necessary charge T.Qgd +
Qg,sw to the gate. While T.Qgd and Qg,sw both may be read from the datasheet, it may be
more accurate to calculate the Miller charge Qg,sw depending on how much the operating
point in the design differs from that in the datasheet. This is also adapted from [87] as:

Qg,sw = T.Ciss(vDS,eff-oss) · T.Vplat
ion

gm
ion

gm
+ T.Vth(TJ)

, (2.19)

where gm is the transconductance, read from the datasheet as gm ≈ ∆iD/∆Vg.
For toff , a similar process is carried out:

toff =
(T.Qgd +Qg,sw) · (T.Rg + inv.Roff)

T.Vplat − T.Vth(TJ)
, (2.20)
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Finally, turn-on and turn-off losses can be determined:

Pturn-on =
1

2
ton · vDS,eff-oss · ion · fsw and Pturn-off =

1

2
toff · vDS · ioff · fsw (2.21)

Note that, if Coss is partially or fully discharged during turn-on, the area of the loss energy
shrinks (shown by the lighter triangle in Fig. 2.7) and can be entirely eliminated. This is
evident in Fig. 2.3b, where turn-on losses (and Coss losses for that matter) are only seen in
half of the line cycle – when the current is in the right direction to soft-switch at least half
of the FCML devices. Additionally, it is worth noting that controlling (i.e., slowing) the
turn-on transition is most crucial as that will always be a source of a fast, hard commutation
that can lead to detrimental vDS overshoot. However, turn-off is typically not as critical;
inv.Roff is often chosen to be zero or at least much smaller than inv.Ron. As such, turn-off
losses are minimal.

Conduction losses dominate converter losses at high power due to the high output current.
This is notable in Fig. 2.3b. For Si MOSFETs, this calculation has been the somewhat
straightforward product of current squared and (a temperature dependent) on-resistance.
However, for GaN devices, the notion a dynamic on-resistance, dRon, has been introduced
to capture the dependence on off-state voltage [77, 93, 94] and switching conditions [95–
97]. While [96] presents a framework that can capture several aspects of operating point
that influence impact of dRon, such characterization is not available for a range of devices,
and it is yet unclear whether such a complex model will be necessary for the proposed
inverter operation. Conversely, [77] provides a simple methodology that leverages the general
linear dependence of dRonto off-state drain-source voltage. This approach incorporates the
effects of temperature and off-state voltage through respective coefficients, T.tempCoeff and
T.dynRonCoeff, that scale the nominal (datasheet) on-resistance Ron:

Pconduction = T.tempCoeff(TJ) · (T.dynRonCoeff ·
(

vDS,eff

T.VDS,rated

)
+ 1) ·D · i2L,RMS, (2.22)

where T.tempCoeff is read from datasheet plots for a value of TJ , and T.dynRonCoeff

may be determined from academic work, e.g., Fig. 9 in [77]. For the EPC2034 device, a
coefficient of 1.154 is indicated and has been shown to significantly address modeling error
that arises without considering dRon. If future work determines stronger dependence on
other parameters, such as off-time, additional coefficients as a function of, e.g., D · tsw may
be introduced into (2.22) as well.

2.2.2 Capacitor Losses

As noted previously, capacitors are the primary power processing component. Until recently,
losses in these components have largely been attributed to a constant equivalent series resis-
tance, or ESR. However, recent work has shown that certain ceramic capacitors have more
complex and nonlinear loss mechanisms. Much of the literature focuses on applications in
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power pulsation buffers, with comprehensive characterization of X6S [79, 98], X7R [99] and
PLZT [100] for frequencies in the tens to hundreds of hertz. However, given that the flying
capacitors in the FCML see only high-frequency currents (typically tens to hundreds of kilo-
hertz), only [98] and [78] have appropriate data for the operating regime considered in this
work. Additionally, only [78] also investigated the additional effect of voltage bias, known
to affect rated capacitance, as discussed earlier.

The first step towards applying the data in [78] is to translate the operating conditions
at each sample point on Fig. 2.3a into the duty ratio seen by each flying capacitor. Then,
coefficients corresponding to RMS currents through the flying capacitors for the two switch-
ing frequencies can be calculated. These coefficients are used to derive RMS values from the
nominal IL and iL,pk at each sampled point on the output waveform, which affect compo-
nents of the capacitor current at the switching frequency and effective frequency, respectively.
Given that the switching frequency is much higher than the fundamental, the inductor cur-
rent IL can be assumed constant during each switching period. This implies that the current
seen by each capacitor will be a rectangular pulse with a nominal amplitude of Iout and a
pulse width that varies with D. The expression for the RMS capacitor current for such a
waveform is given by:

iC,RMS-fsw = Iout ×



√
2Deff

N − 1
, D <=

1

N − 1√
2(1−Deff)

N − 1
, D >=

N − 2

N − 1√
2

N − 1
, otherwise

(2.23)

The second current component is at the effective (output) switching frequency. This is to
compensate for the fact that, in addition to the output nominal value above, there is a
superimposed ramp due to inductor ripple each time the capacitor is connected. This is
treated separately here owing to the frequency dependent loss mechanism of the ceramic
capacitors. Considering the ramp profile of the current at this frequency, a

√
3 associated

the triangular waveform makes an appearance:

iC,RMS-feff = iL,pk ×



√
2Deff

3(N − 1)
, D <=

1

N − 1√
2(1−Deff)

3(N − 1)
, D >=

N − 2

N − 1√
2

3(N − 1)
, otherwise

(2.24)

While modeling frameworks using Steinmetz parameters are in development for ceramic
capacitors [78, 98], the accuracy of these relations in the regime of interest for this work is
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still under investigation. Therefore, two dimensional lookup tables and linear interpolation
were used to directly leverage data collected in [78] for the ESR at a given bias voltage, Vcap,
and frequency. The power dissipated in a given flying capacitor can then be calculated as:

PCfly
=

N−2∑
k=1

i2RMS,C-fsw · C[k].esrFn(fsw, Vcap) + i2RMS,C-feff · C[k].esrFn(feff , Vcap)), (2.25)

where k is the index of a specific flying capacitance.

2.2.3 Inductor Losses

The inductor losses in this work are treated similarly to most extant modeling studies. These
losses arise from both resistances in the copper windings as well as other phenomena in the
magnetic media itself. Ample literature is available on general methods for modeling losses
in the conductors and magnetic material [101–103], including the fundamental application of
Steinmetz parameters [104–108]. These works provide a useful foundation for loss calculation
and optimization, especially when working with custom magnetics, where winding and core
geometries are known.

Although custom magnetics provide several degrees of freedom for the designer, this work
seeks to leverage economical, off-the-shelf, discrete inductors to simplify assembly and drive
down system costs. This leads to two caveats: 1) the design space is discrete – only existing
part numbers with specified mass, current and loss profiles can be selected, and 2) the loss
model is only as detailed as the manufacturer wishes it to be. Fortunately, major suppliers
provide this information in some sort of equivalent form [109, 110], with core losses generally
expressed using the Steinmetz equation:

PL-core = K · fαBβ (2.26)

where K,α and β are constants from fitting empirical loss data against known conditions
of the excitation frequency, f , and peak flux density, B. Additionally, some manufacturers
appear to include the conversion from inductor current to flux density (i.e., B := I) into the
parameter fitting – as appears to be the case for the discrete inductors chosen for this work.

2.2.4 Efficiency Calculation

Ideally, the efficiency of a converter under study can be calculated from the output power
divided by the input power, i.e. the output power plus the losses described above. However,
the output voltage and current waveforms generated in Fig. 2.3 were under ideal conditions
assuming a transfer function of a lossless converter. In the real system, the converter losses
– especially conduction losses – will introduce a voltage drop across the converter and de-
crease the output power delivered to the load. In other words, the output voltage in physical
hardware is lower than what the model, as defined, can predict. This difference in experi-
mental and modeled voltages is plotted as the gray series in Fig. 2.8a over various converter
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(a) Difference in modeled output voltage.

Compensated

Uncompensated

(b) Difference in modeled output power.
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(c) Schematic illustration of the Newton-Raphson iterative solver.
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Figure 2.8: Comparison of loss models without (gray series) and with (blue series) an iterative
solver that compensates for converter losses in the output power and efficiency calculations.

operating points, with greater voltage deviation accompanying greater converter loss. The
corresponding decrease in output power is shown in Fig. 2.8b. Therefore, failing to address
this issue leads to an inaccurate loss model.

Fortunately, this problem can be addressed numerically. With the understanding that a
voltage drop will occur largely due to conduction losses, a Thevenin resistance was defined
by this loss divided by the output current. The drop across this term was then subtracted
from the nominal voltage used to determine output waveforms on the next iteration, thereby
compensating the generated waveforms and output power. A Newton-Raphson iterative
solver, graphically illustrated in Fig. 2.8c was implemented to arrive at the compensated
series shown as the blue plots in Fig. 2.8a and Fig. 2.8b. This approach was able to dramati-
cally improve the accuracy of the model, with remaining error due to unmodeled behavior of
the test fixture, and some other dynamics not captured using simplified loss models. Note,
though junction temperatures were known to reasonable accuracy for model validation in
this work (see Chapter 3), this method can also be used to compensate for the temperature
dependence of losses: if the thermal impedance of the proposed cooling system is known, the
losses can again be iterated over to find the operating temperature of the device.
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(a) Ensemble loss modeling error (with compensation).

Experiment

(b) Experimental and modeled losses at 1 kV.

Figure 2.9: Modeling accuracy validated across various operating points.

To evaluate the robustness of the loss model, the converter described at the beginning of
this chapter was swept across various operating conditions, including dc bus voltage, output
power, load, and switching frequency. The experimentally measured losses were recorded
along with the exact operating parameters for each experiment. Then, the loss model was
simulated at each operating point and compared to the observations. The plot of error
between experiment and simulation is shown in Fig. 2.9a for the ensemble of measurements.
Here, it is evident that good agreement is observed (less than ±5% error) across most
operating points, with remaining differences owed to uncertainty in component parameters
and dynamics not modeled (e.g., analytically exact turn-on/-off transients or flying capacitor
voltage fluctuations) in this simplified approach.

For operation at the peak dc bus voltage rating – the most informative operating point –
the model agreement and loss breakdown is especially important. Fig. 2.9b shows the 1000 V
dc operation as the load is increased until the converter reaches peak power at 18.9 kW.
Here, the experimental performance (with associated measurement error) is plotted alongside
the model losses at each loading. Notably, very good agreement is observed across the
range, with the exception being some additional mismatch at light load – where minute
differences in parameters affecting switching losses can have a larger impact. A heuristic
compensation factor was used in this work to improve agreement, while future work might
examine instantaneous voltage balance across modulation for more accurate results. Another
key takeaway is that forward conduction is the dominant loss mechanism – emphasizing the
need to both minimize on resistance in the face of dRon, as well as effectively cool these
tiny devices. Turn-on losses are also significant, indicating that any design improvements
leading to faster device turn-on without adverse affects from commutation loop parasitics
(see Section 2.4) will continue to produce a pronounced reduction in converter losses.
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Figure 2.10: Startup simulation in PLECS.

2.3 Startup Dynamics

While the FCML topology provides many desirable benefits, operation under transient con-
ditions deserves specific scrutiny. In addition to dynamics associated with motor acceleration
and failure modes, start-up is regularly identified as a major concern. For this application,
it is assumed that i) logic power will be available before the dc bus is energized and ii) that
the bus will not be energized to the full voltage instantaneously, but will ramp up at a given
slew. Breakers are proposed for both the dc and ac side of aircraft propulsion drive systems
[37], and a conceivable configuration might also include a temporary connection through a
pre-charge resistance. Furthermore, startup slew for some applications through such means
has been identified as plausibly on the order of 100-500 ms [111].

Much like the topology analyzed in [111], this converter also features an LC output fil-
ter that can double as an “external balance booster” [63]. By operating the converter at
0% modulation and a frequency that leverages this filter during startup, the self-balancing
startup approach described in [112–114] provides a simple means to charge the flying ca-
pacitors. As much of the flying capacitance varies with voltage, exact analysis of startup
dynamics using the analytical methods of these works is difficult. However, a simulation
(with the non-linear capacitances) of start-up is plotted in Fig. 2.10 and shows balanced
pre-charging can occur quite quickly, with all transistors staying withing 75% of their rated
voltage during the transient. This startup behavior is experimentally validated in Section
2.5.2. Note, the frequencies of oscillations present in the simulated startup waveform can be
analytically determined [115], however determination of the actual damping of the circuit is
only possible with adequate knowledge of the high-frequency ac resistance within the circuit
[116].
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Figure 2.11: Commutation loop between a given pair of complementary switches in a single 9-level
FCML inverter, shown here for a 9-level converter.

2.4 Mitigation of Commutation Loop Inductance

Much like the two-transistor half-bridge, the FCML topology is built from pairs of com-
plementary transistors. In the schematic of Fig. 2.11, S4A and S4B represent two of these
complementary pairs. Also like the half bridge, parasitic inductances in the commutation
loop arising from PCB layout similarly hinder performance; during fast transitions, energy
stored in this inductance can lead to overshoot in vDS to the detriment of EMI or device
ratings, while slowing or damping the commutation (typically done by increasing the gate re-
sistance) would lead to additional turn-on loss (as noted in Section 2.2.1). The GaN switches
in this work enable designs that are simultaneously low loss and low weight due to their high-
speed switching capability. However, leveraging these devices in FCML converters requires
mitigation of the parasitic inductance [117]. Converter designs using a lateral layout (i.e. all
switching devices are on a single PCB side) do so by employing local bypass capacitors that
effectively short the commutation energy through a low inductance path [70, 118]. Lateral
layout converters are easier to assemble and debug, with most components confined to a
single side.

However, a vertical design – where complementary components are mirrored on opposite
sides of the PCB [67, 73, 80], as illustrated in Fig. 2.12 – can improve thermal management
and high-voltage capability. For instance, dual-sided cooling is straightforward, while the
high-voltage standoff capability of the PCB substrate helps address clearance requirements.
While local bypass capacitors are precluded in this configuration, the use of internal copper
layers and via stitching can effectively null much of the inductance arising from the com-
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Figure 2.12: Cross section showing commutation loop between a given pair of complementary
switches. Internal layers and vias create an electrically-thin vertical layout on a single PCB; the
cross-sectional area inside the PCB (shaded red), and thus the corresponding loop inductance, can
be greatly reduced with this approach.

mutation loop passing through the converter PCB. This “electrically-thin” approach [119]
reduced the loop inductance of [73] from 8 nH to 2.7 nH. However, as that design used
“switching cell” daughter boards soldered to the main PCB, both blind and buried vias were
necessary to create the electrically-thin routing without overlapping mounting pads.

This work uses a vertical layout but eliminates daughter boards, and instead places
the switching cells on the main converter PCB. A custom 6-layer stackup and buried vias
are then used to create the electrically-thin path within this PCB. This custom stackup
requires the thickness of the prepreg between the outer copper and first inner layers to be
as thin as possible, as illustrated in Fig. 2.12. The general intuition is that all current paths
should be routed to tightly couple (i.e., to be in close proximity) with their corresponding
anti-parallel return paths. Eliminating the daughter boards does remove an element of
modularity, but improves manufacturability, power density (less substrate material), and
reduces loop inductance by decreasing path lengths.

2.4.1 Parameter Extraction using Finite-Element Analysis

To analyze the benefits of the above approach, finite-element analysis was conducted in
Ansys Q3D. Trace and pad shapes were imported into Autodesk Inventor, where three-
dimensional geometries with thicknesses corresponding to copper and laminate specifications
in the stackup were defined. While Ansys does have a toolchain to import PCB files directly,
many vias were used to stitch the inner layers, and their inclusion would have created a
complex body to process. Instead, via stitching was simplified by forming a solid copper mass
where the vias connect layers. Previous work noted that this does not decrease accuracy
significantly; the resulting discrepancy is on the order of the precision at which the physical
system can be experimentally measured [62].

The model of the switching cell is shown in Fig. 2.13. To reduce the computational do-
main, only a subset of the volume around a single switching cell is within the simulation
geometry. Additionally, extraneous copper from adjacent gate drive circuits is omitted for
simplicity. While there is likely some coupling into these traces, inclusion in this analysis
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Figure 2.13: 3D model of a switching cell with buried vias, as imported and meshed in Q3D.

would likely only be of interest for EMI purposes and have little effect on the commutation
loop concerns of this section. Additionally, the multilayer ceramic capacitors are treated as
ac short circuits (though the pads for capacitors on adjacent cells are shown for illustrative
purposes). While the physical real will have a more nuanced interaction with the magnetic
fields present in the commutation loop, the short circuits allow the analysis to be approxi-
mately limited to trace geometries and routing for the purposes of evaluating switching cell
design. However, the lumped models of the ceramic capacitors may be added in series with
the relevant segments of the computed model for a more practical number. Finally, to ensure
the current loop is correctly closed, the bottom transistor is replaced with an ideal short cir-
cuit while the top switch is left open, as indicated in Fig. 2.13. This way, a source and sink
stimulus can be established on the respective left and right edges of the two, adjacent top
copper layers in the boxed region. The red and blue arrows are used to indicate the general
flow of commutation current from the source to the sink of the electrical net, matching the
convention in Fig. 2.12.

This analysis was solved at a frequency of 100 MHz, which is the order of magnitude
matching the frequency of oscillation between device capacitances and commonly observed
loop inductances. The primary loop inductance from the drain of the top switch, through
the PCB and to the source of the top switch, was calculated to be 0.939 nH. For the two sets
of two series, four parallel ceramic capacitors serving as flying capacitance for most of the
switching cells, the lumped component inductance amounted to an additional 0.65 nH [120].
Thus, an overall inductance of 1.59 nH was expected for this design, representing a further
substantial decrease in parasitics for the state-of-the-art.

2.4.2 Simulation of Commutation Loops in SPICE

The inductance reported above represents a lumped quantity; However, the finite-element
analysis also generates a full impedance matrix for any number of ports defined in the model.
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Figure 2.14: Spice model of commutation loop implemented as a component in LTSpice using
parameters extracted from Q3D finite-element analysis.

Additionally, ac resistances associated with each current branch are also calculated, and use-
ful for informing the damped behavior at high frequencies. This is valuable when simulating
the effects of the commutation loop, as using the lumped inductance alone produces an un-
derdamped response when the only circuit resistances are the nominal on-resistance of the
transistors and the ESR of the capacitors. Additionally, it may be useful to examine the
inductance between adjacent switching cells, especially when operating under high module
output current. Therefore, a multiport equivalent model was also extracted.

Though not always ideal for simulating switching circuits, Spice is the appropriate plat-
form for nodal analysis involving these parasitics. In Fig. 2.14, the equivalent model for half
of a switching cell (one flying capacitor) is represented in LTSpice schematic format. The
values in the .param declaration are mostly computed and transferred from Q3D directly,
specifically the inductance and the coupling terms (with prefix K). Here, rather than defining
the unit cell to contain the two complementary devices and the adjacent flying capacitors, as
illustrated in Fig. 2.11, only the path through a single flying capacitor is modeled. Choosing
this configuration as the building block allows the model to be easily repeated between each
switch pair for the whole converter. On the contrary, choosing the unit cell as illustrated
in Fig. 2.11 would only correctly capture the dynamics of every other switching cell. Fur-
thermore, both intuition and the results of finite-element analysis indicate stronger coupling
between copper traces on a single side of the devices (in parallel planes) versus those on
the opposite side (also parallel, but with significant offset). As such, the coupling terms
corresponding to the latter are safely omitted in this model.

Finally, it is important to note that the ac resistances calculated in the finite-element
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Figure 2.15: Experimental characterization of drain-source voltage overshoot during commutation
as a means of comparing loop parasitics between designs.

element model are dependent on frequency, whereas resistances modeled in spice are not. To
emulate this effect, a series-parallel transformation was used to add this damping resistance
in parallel with the partial inductances to provide the desired resistances at high frequency.
The step-response of the system is thus is damped as expected, but without the use of
excessive series resistances.

2.5 Experimental Results

2.5.1 Commutation Loop

The hard-switched overshoot, arising from the loop inductance oscillating with the capac-
itance of the EPC2034 GaN FET of this design, was obtained using the circuit shown in
Fig. 2.15a. Resistors R1 and R2, both 470 Ω, isolate the commutation cell from the parasitic
capacitance of the voltage source, while R3 (33 kΩ) provides a path for a low but non-zero
current (∼ 4 mA) to bias the complementary switch (S4A) in the on-state prior to the turn-on
of S4B. An ultraminiature coaxial connector was affixed in tight proximity to the drain and
source terminals of S4A and, when used with a Keysight N2894A 700 MHz high-bandwidth
passive probe and associated coaxial accessories, provided a high-fidelity measurement of vds.

Careful measurements of the specified EPC2034 GaN FETs and a 22 Ω gate resistance
produced the hard-switched vds waveforms in Fig. 2.15b, shown near the nominal operating
point of a 10-level design with a 1 kV dc bus. Here, the overshoot of vds in this work is
drastically lower than that of the previous electrically-thin design under comparable driving
conditions. To best leverage this improvement, the gate resistance was set to 15 Ω (compared
to the the 22 Ω indicated in [73]) for faster device turn-on and reduced overlap losses.

Direct measurements of the loop inductance with capacitors in stalled were also performed
using a high frequency impedance analyzer are available in Table 2.4. The test frequency



CHAPTER 2. INVERTER MODULE ELECTRICAL DESIGN 38

Table 2.4: Experimentally measured commutation loops for various switching cells.

S1 S2–S7 S8 S9

2.76 nH 2.57 nH 2.34 nH 2.3 nH

Figure 2.16: Impedance analyzer and probe used to measure the commutation loop inductance.
After calibration is carried out to the adapter tip endpoint (inset), the loop impedance between
the drain to source pads can be measured with high accuracy..

of 100 MHz was chosen to both assist in measuring the very small inductances, as well as
match the order of magnitude at which hard-switched ringing is commonly observed. The
inductance measurement setup is shown in Fig. 2.16, with a Keysight E4990A impedance
analyzer and 42941A impedance probe; the inset photo shows how the tight coupling of
the probe tips allows for precise measurement of the circuit while minimizing the impact of
the test setup. Notable error between the simulated results arises from the simplifications
in simulation geometry, discrepancies in stackup thicknesses, and behavior of the physical
ceramic capacitors. It is also worth noting the increased decreased inductance of the S8

and S9 loops, which have many more paralleled flying capacitors – reducing their combined
effective series inductance.

With all transistors unpopulated, the probe tips are connected to corresponding drain and
source pins of one of the complementary pads for a given switching cell. The opposite device
is then shorted with thin, copper foil soldered across the corresponding source and drain
pads. Then, the resulting impedance measurement produced the approximate contribution
from the routing (if flying capacitors are shorted, as shown in the inset of Fig. 2.16) or the
total loop inductance – including non-negligible contributions from passives (if the flying
capacitors are populated).
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Synchronized oscilloscopes 1kV dc supply

Cooling system Inverter moduleDifferential probes

Figure 2.17: Experimental setup for 1 kV dc bus startup on a 10-level FCML inverter module.
Waveforms were captured on three synchronized Keysight MSO-X 4024A oscilloscopes with several
models of high voltage differential probes of 25 MHz bandwidth or greater.

2.5.2 DC Startup

Observing startup on a 10-level converter – which amounts monitoring 8 high voltage flying
capacitors and a thousand volt dc bus is quite challenging. Each capacitor represents a
floating voltage source with respect to earth ground, and accessing each electrical node is
challenging when designing for high power density. Fortunately, the surface mount nuts
adjacent to each transistor (see Chapter 3) provided electrical test points. Nonetheless, a
total of 10 high-voltage differential probes were required to measure each capacitor voltage,
the dc bus voltage and the output voltage waveform, as shown in Fig. 2.17. As each available
oscilloscope provided a maximum of four channels, three independent oscilloscopes were
synchronized against a common trigger to capture the full startup dynamic. While a future
design may incorporate analog sense circuitry at either the global or local (module) level
(see Chapter 4) to detect the dc bus state, for this experiment, dc bus startup was detected
using an auxiliary oscilloscope that provided an external trigger for the remaining three
oscilloscopes once the dc bus rose to a certain threshold.

To experimentally evaluate this proposed startup procedure described in Section 2.3, the
converter of this work was programmed to power-on at a switching frequency of 20.4 kHz
(approximately half of the resonant frequency of the output filter). Next, the high voltage
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Figure 2.19: Experimental setup for high power module tests.

supply was commanded to ramp to a 1 kV set-point at maximum slew. Finally, once the dc
bus was detected to settle near the rated value, the controller was commanded to increase
the switching frequency to 115 kHz for steady state operation and ramp both modulation
frequency and amplitude to a target power level. The resulting behavior of the dc bus and
capacitor voltages, along with the output voltage and current, are shown in Fig. 2.18. Here
it can be seen that the dc bus can power up and the converter can safely balance flying
capacitor voltages, as well as ramp output power, in less than 500 ms (compared to [111],
this is more than sufficient). Additionally, while the Magna Power TS Series supply used
for this project could not be made slew to full voltage faster than shown, a fast initial slew
of 10 V/ms is exhibited. Even balancing during this interval indicates this approach may
indeed be leveraged for even faster startup times.

It is worth noting that startup to the full 1 kV was only attempted after several successful
tests conducted at lower dc bus voltages. Furthermore, to avoid any unexpected interaction
between phases, interleaving was disabled for these experiments. However, this is not ex-
pected to significantly impact startup dynamics. As it were, interleaving can be dynamically
re-engaged after startup – similar to the way the switching frequency is ramped from the
lower startup configuration to the nominal 115 kHz.

2.5.3 Module Efficiency and Power

The main deliverable of the approach set forth in this work is a high-efficiency and high-
power-density inverter module. As such, experimental results across the target operating
points are necessary for both validating the loss models discussed earlier and demonstrating
the competitiveness with the state-of-the-art. Although the instrumentation requirements
are less cumbersome than those of the start-up experiment in Section 2.5.2, the high-voltage
and high-power test setup shown in Fig. 2.19 nonetheless required careful design and con-
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Figure 2.20: 10-level converter performance at 1kV dc bus with varied switching frequency.

figuration. High-voltage, dc power is supplied by a water-cooled, Magna Power TS Series
20 kW, 1000 V supply. A 0.5 Ω power resistor was inserted in series to both rails to attenuate
spurious noise or ripple from the supply. The output from this filter was run through one
30 A, high-power element of a Yokogawa WT5000 to sense the current of the input power
measurements. Then, a split-bus was generated using a capacitor-divider across the dc-link,
with the midpoint tied to earth ground. Correspondingly, all tests at 1000 V dc correspond
to ±500 V.

This dc connection supplies power to a backplane that can support up to 15 parallel
modules for full power, three-phase operation. While only a single module (and thus single
phase) was tested for the performance measurements here, Chapter 4 has additional results
for three-phase operation with nine paralleled modules. Nonetheless, the backplane serves
a vital role in delivering dc power to the card-edge ports on the single module under test
(which is the point where the Yokogawa measures the module input voltage), as well as
providing mechanical fixturing and 5 V logic power. This backplane also provides additional
film capacitance for high frequency decoupling. However, the midpoint of this capacitance
does not return to the earthed midpoint to address potential conducted emissions concerns.

The module itself was instrumented with K-type thermocouples to both spot check tran-
sistor temperatures as well as record operating conditions for comparison with electrical and
thermal models; further details on this measurement are discussed in Chapter 3. For these
tests, unlike the startup experiment, it was impractical to instrument each of the flying
capacitor voltages for monitoring. However, the two switched-node voltages were recorded
using high-voltage differential probes referenced to the dc midpoint, and the degree of bal-
ancing can be inferred from this measurement. Additionally, the filtered output voltage,
phase currents and total output current were also recorded. Due to the high amplitude (over
40 A) and high frequency (over 1 MHz) content of interest in the current waveforms at the
phase outputs, Rogowski coils were used for all of the current measurements.

The ac output of the module was routed to two additional 30 A elements in the Yokogawa
for the current measurement of the output power calculation. Here, two elements needed to
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Figure 2.21: Experimentally-measured interleaved output current waveforms at 16.7 kW output
power. Waveforms are captured digitally on an oscilloscope and plot to enhance details.

be paralleled as the peak output current of the module would exceed the rating of a single
element. This, in turn, fed a high-power, air-cooled load bank built from up to eighteen
100 Ω resistors [121]. Each resistor is rated for 1500 W, allowing for reasonable overhead
for 20 kW-scale tests. As the high-power tests in this section were conducted using open-
loop modulation, dc content in the output was not actively controlled. While such currents
would likely be small in magnitude, the resistive load bank was connected in series with
approximately 3 mF of ac coupling capacitance to block any dc path through the load.
Finally, the output of this capacitance was returned to the dc midpoint provided by the
split-bus capacitor. The voltage for the output power calculation was measured from the
output terminal of the module to the midpoint return connection just after the ac coupling
capacitors.

The output power was varied by changing the modulation index and by increasing the load
through connecting additional resistors in the load bank. While the dc bus voltage was also
swept, tests at voltages other than 1 kV were primarily to validate the modeling of different
loss mechanisms. Therefore, only operation at the rated voltage of 1 kV will be highlighted
in this section. A summary plot of converter performance is shown in Fig. 2.20. Here, the dc
voltage was kept constant and power was statically varied by increasing the resistive loading
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Figure 2.22: Interleaved output voltage waveforms at 1 kV dc bus and 16.7 kW output power.
Waveforms are captured digitally on an oscilloscope and plot to enhance details, but are shown
next to the oscilloscope screen capture for additional context.

between measurements. Additionally, three switching frequencies were tested to examine the
trade-off between efficiency and voltage margin on the flying capacitors and devices. The
peak performance trend mostly tracks operation at the lowest switching frequency (with the
lowest switching losses) until just above the 15 kW operating point. Then, there is a clear
point where the higher switching frequency is preferable. This change is likely due to the
higher RMS currents associated with the lower switching frequency, though the increase in
peak drain-source voltage magnifies the effect of the dynamic on-resistance at these operating
points. Nonetheless, this plot highlights the impressive peak output power of 18.9 kW and
peak efficiency of 98.95% – just shy of 99% after including logic and gate drive losses.

In addition to the power and efficiency measurements above, the output waveforms shown
in Fig. 2.21 and Fig. 2.22 demonstrate both the general operation of the FCML, as well as
the robust implementation in this work. While Chapter 4 provides a detailed analysis of
interleaving many converters, Fig. 2.21 highlights how just dual-interleaving can significantly
reduce switching harmonics in the output; although significant ripple is present in each phase,
the summing at the output leads to nearly sinusoidal current delivered to the load. This is
further affirmed by total harmonic distortion (THD) measurements by the Yokogawa: even
with the highest current ripple, THD remained under 0.7% – well under the 2% to 5% typical
for converters at this target power level.
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Finally, Fig. 2.22 shows the unfiltered, switched node voltage for both phases. Here, the
relatively even levels of the high and low edges of the respective waveforms indicates that
the flying capacitors remain balanced, even at high output power. Note, at high output
current the switch node waveforms are not perfectly rectangular due to high of charging
and discharging of the relatively small flying capacitors value of capacitance necessary for
operation. Regardless, operating conditions remained within acceptable limits.

2.6 Chapter Remarks

While Section 1.3 outlined the promises of a modular approach using the FCML topology,
realizing the extreme performance in hardware can be challenging. For instance, to determine
the optimal component selection and converter configuration, the loss mechanisms of the
converter need to be well understood yet modeled in a way that permits rapid computation
and iteration. This chapter demonstrated a method of capturing complex loss mechanisms
through tractable functions. The resulting model showed good agreement with experimental
results across a range of operating conditions, indicating applicability to a broad range of
configurations in future design studies.

Nonetheless, this chapter also illustrated the dependence of loss models on component
parameters that are still largely uncertain. Dynamic on-resistance in gallium nitride remains
a challenging phenomenon to account for. The literature shows that the effect varies signif-
icantly across devices and operating points, while proposals on the best way to account for
this variation are still evolving. Manufacturers release little to no characterization of this
effect across model numbers, while experimental characterization in the literature usually
focuses on a singular part number (with the exception of [77]). Similar concerns exist with
power passives: inductors and capacitors are typically only subject to small-signal char-
acterization by the manufacturer, while operating at high power often demonstrates other
loss mechanisms that are not well-represented through small-signal characterization alone.
Therefore, it is apparent that to be truly confident a design lies on the Pareto-optimal front,
the designer might likely need to embark on a parallel, component characterization effort to
fully understand the available materials.

In spite of the evolving understanding of these emerging devices and materials, this work
leveraged the component characterization that is available in the literature to push the
frontier of extreme performance power conversion, with key results summarized in Table 2.5.
For perspective, Fig. 2.23a shows the design of this work compares with competing designs
against the NASA performance targets for more electric aircraft [24]. While some aspects

Table 2.5: Key performance metrics for the design of this work.

Peak Efficiency Peak Power Grav. Power Density Vol. Power Density

98.95% 18.9 kW 38.4 kW/kg 24.4 kW/L
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Figure 2.23: Summary representation of how the design of this work meets aggressive performance
targets for more electric aircraft compared to the state-of-the-art.

of the system balance in a commercialized system will reduce power density below what is
presented here, it is worth noting that leveraging liquid cooling – as some of these designs
already do – will advance the power density of this work by at least an order of magnitude.
In addition to excelling against the general NASA targets, the work also excels on the more
recent mission targets set forth by ARPA-E. A full mission profile for a future electric aircraft
is shown in Fig. 2.23b, where an array constructed with the module described in this section
exceed requirements at each stage of the demonstration flight. Although implementation,
manufacturing and operation of designs based on this approach will continue to evolve, these
results show this work has established a strong conceptual and practical foundation for future
work.
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Chapter 3

Thermal Management and
Mechanical Integration

The previous chapter discussed how topologies like the flying-capacitor multilevel converter
can simultaneously enable high-power-densities and high-efficiencies. Advances in wide-
bandgap devices – gallium nitride in particular – mean that current densities previously only
possible in large TO-247 packages (approximately 1680 mm3) can be achieved in new, much
smaller, flip-chip footprints (less than 8 mm3). This exciting development also means that
for comparable converter efficiencies, and corresponding per-device losses, the same amount
of heat must be dissipated from a significantly smaller area. This chapter reviews several
promising technologies using both air and liquid cooling media, then proposes a modular
scheme that is well aligned with the theme of this thesis – and any converter implementation
built from a multitude of independent, discrete devices.

3.1 Cooling Technologies and Media

Recent, comprehensive reviews in [124] and [125] have shown that cooling of power electronic
device and modules is a prolific area of research. While the different solutions can be classified
in increasingly granular sub-categories, a practical dichotomy exists between the choice of
liquid or air to remove heat from the device. Given the high heat capacities of liquids, or
refrigerants operating at the boundary of a phase change, it is understood that the highest
power density designs will be facilitated through liquid cooling of some sort [126].

The most straightforward implementation of liquid cooling uses a cold-plate (heat sink)
where a metal slab conducts heat into a cooling loop circulating through pipes within the
plate [127]. A more advanced version of this concept replaces pipes with microchannels in
the heat exchanger. This popular – but somewhat sophisticated – manufacturing process
drastically increases the interface surface area in contact with the fluid, increasing heat
transfer to 10-80 kW/m2-K for a significantly smaller volume of heat sink and fluid mass
[128, 129]. Similarly, engineered surfaces have been used to enhance heat transfer through
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both wetting and wicking action [130, 131], as well as mass transport through hydrophobic
surfaces that facilitate “jumping droplets” [132]. Both solutions target heat transfers on the
order of 20 kW/m2-K. Alternatively, jet impingement techniques, where a cooling fluid is
directed at the surfaces of a thermal load, focuses less on surface structure and more on
nozzle configuration and impact area. This approach allows for enhanced mixing of the fluid
at the interface, and subsequent ejection of the heated media from the surface being cooled.
Heat transfers of up to 60 kW/m2-K are possible, and designs applied to automotive power
modules have received significant attention [133, 134]. Finally, direct immersion cooling,
in which electronics are directly immersed in the coolant, presents an attractive method
of leveraging high cooling of the various media capacities without the need for complex
plumbing interfaces to the thermal loads. While this concept was originally proposed for
aircraft modules using a dielectric refrigerants in direct contact with the circuitry [135,
136], recent advances in surface coatings allow the use of more stable and benign media
like deionized water [137]. Although this technology is still somewhat nascent, thermal
performances up to 50 kW/m2-K are on the horizon.

Indeed, each of the above configurations provide high heat flux solutions that will likely
enable power densities beyond what is demonstrated in this work. However, the current
lack of design experience, potential of leaks for coolant leaks, potential for fouling of the
closed-loop fluids and interfaces, and cost can present a significant barrier to integrating
liquid cooling into power electronics systems. In this way, air-cooled thermal management
still provides an appealing solution. Advanced manufacturing techniques and materials have
allowed for new means for optimal heat sink design, fabrication and augmentation [138–140].
A paradigm shift in design has also spurred engineers towards three-dimensional cooling
architectures, such as dual-sided [141] or three-sided [142], forced-air cooling. This work
recognizes the value of an air-cooled solution, and again applies a modular approach to heat
sinking the multitude of devices on an FCML based converter.

3.2 Modular Heat Sink Design

Other designs using single, large area transistors or power modules often need to contend
with local hot spots and rely on extrinsic heat spreaders to help mitigate this issues. However,
FCML implementations leveraging smaller devices – though having a higher device count –
benefit from an intrinsic heat spreading effect[80]. However, removing the heat from each
transistor is still required for operation at high power. Previously, FCML inverters employing
chip-scale GaN transistors used a compressible thermal interface material (TIM) to mate the
devices to a solid heat sink or cold plate [66–68, 143], or otherwise required the heat sink
be machined to precise tolerance [118]. Thus, a modular design approach, where heat sinks
are attached via spring compression to each chip-scale GaN device, presented an appealing
opportunity.

A modular heat sink design for FCML or any other converters requiring the individual
heat sinking of multiple, discrete power transistors was originally proposed in [80, 144]. As
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Surface-Mount NutInlet Baffle

CompressionPlastic Screw Spring

FlowFlow

(a) Mounting strategy of [80].

Enclosure Fastener

CompressionMetal Screw Spring

FlowFlow

Inlet Baffle

(b) Proposed mounting strategy.

Figure 3.1: Comparison of previous and proposed modular heat sink mounting strategies. Note,
the threaded insert in the right figure is only conceptual; the interference fit described later in this
section made this specific consideration obsolete.

such, the approach will only be summarized here with the remainder of the section reserved
for advances in the design, manufacturing and performance. Essentially, this approach fo-
cuses on cooling each power device individually rather than attempting to provide cooling
to the entire converter with a single heat sink. This can provide an opportunity to minimize
heat sink mass, reduce manufacturing tolerances (especially the need to exactly match vari-
ations in component height), and allow for the use of a higher performance TIM that might
otherwise be impossible with a single heat sink. Additionally, just as a modular approach is
applied at the system level to mitigate design complexity and support scalability, modularity
in heat sink design can also be leveraged for similar benefits.

3.2.1 Single Switching Cell

The original conception of the modular heat sink intended the heat sinks to mount to the
converter PCB through screws threaded into surface-mount nuts [80]. As this scheme con-
tinued to evolve, incremental advances in pad design and registration features were included
to properly align the surface mount nuts during reflow in [1]. However, thermal performance
continued to fall short of the expected improvements, and heat sink installation proved to
be tedious and yielded inconsistent quality. Major issues arose from nut misalignment (in
spite of improvements to the pad design), the use of plastic (electrically-insulating) screws
that were prone to strip and cross-thread, and the narrow spring selection available for the
form factor of the design. This last issue was driven by three competing constraints: a
short enough free length to allow the screw to seat in the corresponding hole in the heat
sink; or few enough turns so as not to go “solid” (completely compressed, i.e., rigid and no
longer applying compressive force) when the screw was fully threaded; and a suitable spring
constant to apply the correct contact pressure. Assembly was further complicated by the
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(a) Cross-section render.

Spring Snap-FitAlignment Peg

(b) Installation photo.

Figure 3.2: Examples of the snap-fit concept with spring alignment and interference features.

ongoing need to apply careful alignment and threading to two screws per heat sink for each
device on the PCB – up to 72 manual insertions per converter for a dual-interleaved, 10-level
module.

As such, this chapter addresses both the manufacturability and overall performance is-
sues of the previous work. The first major update changed the plane by which the spring
was compressed from the PCB surface (by way of threading the screw into the surface-mount
nut) to the surface of heat sink ducting that was already present in the design. This update
is illustrated in Fig. 3.1, where Fig. 3.1a illustrates the previous approach and Fig. 3.1b illus-
trates the approach developed in this work. By doing so, the range of acceptable spring free
lengths was expanded, increasing the quantity of applicable, commercially available springs,
listed in Table 3.1. Here, beyond mechanical fit, the primary characteristic was whether
the spring, when compressed, would exhibit a contact pressure corresponding to the test
conditions of the TC-5022 TIM that would be used [145]. TC-5022 was identified to provide
superior thermal performance to other, compressible TIMs used in prior work. Additional
considerations included spring cost, the extent to which the difference between free length
and compressed length could absorb manufacturing tolerances, and whether the ends of the
spring were milled flat to ensure a flush mate with the compressing surfaces. The highlighted
row in Table 3.1 is the part number that best fit this criteria.

The second major change was to retain heat sinks (via captive attachment) in the con-
verter enclosure housing by means of an interference, or snap-fit. This design is illustrated
in the mechanical model of Fig. 3.2a, where registration pegs align each spring to the com-
pression plane of the enclosure and interference features retain the heat sink when springs
are uncompressed. Fig. 3.2b shows one heat sink in mid-assembly, where springs are being
aligned with registration pegs on the enclosure, with the other heat sink retained with the
deformable interference features.
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Table 3.1: Selection of appropriately sized miniature springs from Acxess Spring.

Length [mm] Rate Force

Part Number Free Compr. Delta [N/mm] [N]

PC356-3175- 6000-MW-6756-CG-N-MM 6.76 5.70 1.06 1.77 3.73
PC356-3048- 6130-MW-6350-CG-N-MM 6.35 5.43 0.92 1.97 3.61
PC305-2388- 9000-MW-6350-C -N-MM 6.35 5.43 0.92 1.35 2.48
PC356-2388- 7000-MW-5994-CG-N-MM 5.99 5.43 0.56 3.78 4.24
PC406-2896-10300-MW-5944-CG-N-MM 5.99 5.43 0.56 2.11 2.37

3.2.2 Complete Converter

The design modifications described above drastically improved converter manufacturability
of the modular heat sink design. In this way, when the converter is leveraging dual-sided
cooling, an entire half of the converter could be assembled at once by first installing heat
sinks on a single enclosure side (shown in Fig. 3.3a), then mounting the enclosure to the PCB.
Fig. 3.3b shows how this process further streamlined TIM application where, when using a
stencil, application could proceed quickly from heat sink to heat sink. Note, the polyimide
stickers visible in Fig. 3.3b are part of a pre-assembly process to electrically insulate heat
sinks from high-voltage nodes present at the flying capacitor terminals.

Finally, an illustration of the proposed air-cooling configuration for the full converter
module is shown in Fig. 3.4. Here forced-air is provided at inlets on either side of the
converter. This cooling air runs across heat sinks on the outside of both the front and back
of the PCB, then exhausts from the middle of the converter. While a single flow path from
left to right or vice versa (i.e., across both sets of heat sinks on a single converter face and in

(a) Fully installed heat sinks. (b) Stenciling of TIM.

Figure 3.3: Installation of heat sinks on an entire face of a module with dual-sided cooling.
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Figure 3.4: Illustration of dual-inlet cooling of an FCML-based power module. One inlet is provided
for each interleaved phase, with exhaust air designed to exit out the middle of each module.

one direction) would potentially provide a more ideal flow path, such a configuration would
cause one phase to receive warmer cooling air and thus run hotter than the other. The
implications of such an imbalance in cooling are discussed further in Section 4.3, while the
consequences of the proposed cooling configuration are described in the following section.

3.3 Analysis using Computational Fluid Dynamics

Various simulations were conducted to provide expectations on pressure drops, fluid flow
paths and overall thermal performance for the strategy proposed. Any computational fluid
dynamics (CFD) study requires, at minimum, the following model definitions:

� mesh geometry, typically derived from a solid model that dimensions the system as-
sembly. Fine meshes must be used for fine features.

� material properties, including specific heat, thermal conductivity, and density, as well
as whether the material is a fluid or a solid.

� boundary conditions, for example fluid inlets and outlets or heat sources (i.e., heat
fluxes), as well as wall definitions (interfaces between liquid and solid zones).

In the application considered in this work, a forced-air supply will provide the necessary
fluid flow through the system. An ideal air supply would either be able to provide a constant
pressure or a constant mass flow at the inlet to the system under study. In a circuit analogy,
the two types of sources might be considered an ideal voltage or current source, respectively.



CHAPTER 3. THERMAL MANAGEMENT AND MECHANICAL INTEGRATION 53

Fin Pitch
     Outlet

(Constant Pressure)
     Inlet

(Constant Velocity)
Fine Mesh

Region
Fin Width

FlowFlow

(a) Annotated top-down view.

20    30    40    50    60

Temperature [°C]Temperature [°C]

(b) Front view.

Figure 3.5: Meshing and results of CFD for a single heat sink. A finer mesh is used in the region
around the heat sink. Fin width, fin pitch and fin count were parametrically varied and the system
was systematically re-meshed and solved to find the best configuration.

Similarly, restrictions in the flow path can be thought of as resistors, where increased mass
flow will induce a pressure drop across them. However, in a practical implementation the
air source will have a finite capacity to provide flow or pressure; this could be considered the
output impedance of the source, and the corresponding property is represented by a “fan
curve” that links the dynamic flow the source can provide at a given pressure [146].

This property informs the boundary conditions used for the study in this work. Except
at some combination of low fluid flow and high pressure-drop across the heat sinks, it is
unlikely that a practical air source will be able to supply an arbitrary static pressure. On
the contrary, the exhaust ports of the converter in the configuration under investigation
would be open air; once air has passed through the outlet, the surrounding ambient can sink
a practically infinite mass flow. Therefore, it makes sense that the boundary condition at
the outlet be configured to constant pressure i.e., one atmosphere for tests at sea level –
possibly lower if investigating systems at altitude. Then, considering that both the system
curve (relating heat sink flow to pressure drop) is unknown, and that the individual heat sink
performance (with respect to mass flow) is known from [80], it follows that the boundary
condition at the inlet should be velocity or mass flow at a known (cooling) air temperature.
In other words, total mass flow at the inlet can be swept to corroborate performance studied
at the individual heat sink level – from which a new system pressure drop can be determined.

Heat flux is another important boundary condition, applied to the wall of the heat sink
that interfaces with the transistor. For bottom cooled devices, the lowest thermal impedance
to the junction is through the bottom of the device, so heat spreading and cooling through
the PCB is typically prioritized [60, 72, 147]. For top-cooled devices, heat from the junction
must primarily be removed through a heat sink. In this work, the devices under consideration
also have a low thermal impedance path into the PCB, however, the dual-sided design and
close component placement limits the efficacy of heat spreading and prohibits the use of
such bottom-side cooling. Therefore, the focus here is on top-sided cooling; most of the heat
flux through the junction will be directed through the top of the device. As such, the heat
flux boundary condition can be safely approximated as the expected power dissipation in
the device (up to 12 W) divided by the heat sink contact area (2.6 mm by 4.6 mm). This
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(a) Thermal performance as a function of pressure.
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(b) Thermal performance as a function of mass.
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Figure 3.6: Results of the parametric sweep of heat sink fin count, pitch and width.

condition is then applied to the bottom of the heat sink post.

3.3.1 Single Switching Cell

Prior work in [80] established that an airflow velocity of 4 m/s should be sufficient to cool
a heat sink that is sized to fit within the volume available in a dual-sided, high-density
layout. However, that work only focused on implementations that could be manufactured
on an in-house gang saw at the respective institutions’ machine shops. Transition to a
contract manufacturer enabled the use of skived heat sinks [148], a less constrained design
space. While a methodology for constrained, weight-based optimization for air-cooling can
be found in [149], this chapter used a parametric sweep across to study the improved but still
reasonably tractable design space. The main independent parameters were the fin width, fin
pitch and fin count.

First, a parametrically-defined solid model of the heat sink from Autodesk Inventor was
imported into Ansys Workbench. These parameters were liked to the model definition and
could drive new geometries as the simulation progressed through each iteration. Constant
pressure (zero gauge) was specified at the outlet, and constant velocity (corresponding to the
criteria from [80]) was defined at the input. Meshing was tetrahedral and largely automatic,
with the exception of the refinement required over the region in and around the heat sink.
An annotated rendering of this simulation setup is shown in Fig. 3.5 for the proposed configu-
ration: Fig. 3.5a shows the mesh and flow direction while the contours indicate temperature;
Fig. 3.5b illustrates the full three-dimensional geometry, with the heat sink post visible at
the base. Note, a temperature gradient is visible from the top of the heat sink, particularly
where the boss from the post on the bottom of the heat sink is situated [150].

The results of the parametric plot are shown in Fig. 3.6. With the system fan curve left
as a free variable, the preferred design candidate was chosen to be near the pressure drop
of the heat sink originally proposed in [80]. From Fig. 3.6a, up to a 13% improvement in
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thermal impedance was identified; using the skived fin process, fin widths could be reduced
from 0.5 mm to 0.2 mm – allowing for 5 additional fins (16 total) in the same volume with
little impact on pressure drop. Correspondingly, Fig. 3.6b illustrates how this reduction in
extra heat sink mass could produce an improvement in thermal impedance of up to 14%.
This latter comparison indicated direct improvement to power density would result from this
design iteration.

3.3.2 Complete Converter

A system-level analysis is essential to see what variation might exist across the inlets to each
of the heat sinks on the converter. Unlike the study of the single heat sink, the full system
design has cooling inlets on opposite sides of the module; exhaust air from both streams
collides and must make a right angle turn to exit the converter. This was expected to impact
cooling performance, and this section focuses on quantifying this impact. Modeling the full

Figure 3.7: Composite rendering of air particle tracks from the quarter-symmetric fluid simulation.
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Static Pressure [Pa]

Figure 3.8: Composite image of the inlet at one side of the module, where the color map indicates
static pressure at the inlet of each individual heat sink. Up to a 14% variation in pressures yields
commensurate variation in mass flow, and therefore cooling capacity.

system posed significant challenges, both due to the large volume considered, as well as the
dynamic range of features in the system. To simplify the computational domain, boundary
conditions were defined to leverage the quarter-symmetric properties of the converter, as
shown with the XY and YZ planes intersecting the module in Fig. 3.7. Furthermore, it was
assumed that the inlet air stream would be well formed and developed from a straight section
reduced to an individual converter inlet (i.e., not divided across multiple modules) – at least
for initial tests.

Given the larger cross-sectional area of the inlet in this study compared to that of the
single heat sink, a mass flow condition was instead applied at the input. Here, the mass flow
was extracted from the heat sink CFD and multiplied by the number of heat sinks in the
quarter symmetric configuration; 4.02 × 10−3 kg/s The resulting pressure at the surface of
the heat sinks was simulated and is visualized in Fig. 3.8. It is apparent that an appreciable
variation in pressure of approximately is present across each of the inlets: approximately
14%. Also, as this pressure is referenced to the ambient (i.e., zero gauge) pressure, it is clear
that the full system induces a much greater pressure drop than originally expected: more
than twice the increase in static pressure than that of the single switching cell simulations
from [80] and Fig. 3.6 in Section 3.3.1.

3.4 Experimental Results

As the prior work in [80] has already provided ample experimental characterization of thermal
performance of a single heat sink, this section only addresses system level concerns.

3.4.1 Temperature Measurements

Just as the general cooling challenges imposed by the small, power-dense devices featured
in this work, measuring the thermal performance of the proposed technique were similarly
compounded. While direct measurement of the junction temperature is preferred, as it
directly correlates with device performance, this surface is on the bottom side of the device
and is therefore inaccessible. However, [80] was able to demonstrate that measurements
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Figure 3.9: Miniature thermocouple jig that enable consistent fixturing for chip-scale GaN devices.

of a thermocouple directly attached to the side of the chip-scale device accurately tracked
junction temperature (as measured via infrared thermography through a window in the PCB)
to within 1 °C. Therefore, the preferred approach for this work was to affix a thermocouple
to the side of the device.

This posed two further challenges. First, the thermocouple wire needed to be routed
among densely populated components, and a suitable pressure applied to firmly hold the
thermocouple junction against the side of the transistor. Second, some of the devices the
thermocouple would pass near, as well as the transistor it would contact, connect to a high-
frequency and high-voltage net during normal operation. To address the routing concern,
an appropriate thermocouple was first chosen; a K-type thermocouple assembled from fine,
36 AWG wire were identified (Omega part number 5SRTC-TT-K-36-36). Then, custom
fixtures were designed to safely and securely route the thin wire to the device. This fixture
is annotated in Fig. 3.9, and was additively manufactured on a Form 3 stereolithography 3D
printer. The interference-fit features indicated are a highlight of the design, as they allow for
simplified installation in the space between two flying capacitors and above the gate driver;
instrumenting an entire interleaved phase was able to proceed much faster than ad hoc use
of epoxy and tape. On each jig, the thermocouple junction is routed across a cantilevered
arm that provides a second interference fit against the side of the GaN device, applying the
necessary contact pressure for the measurement.

The second challenge, related to the presence of high-voltages near the thermocouples,
was addressed in two separate experiments. In the first experiment, all devices were operated
in reverse conduction at dc to serve as thermal loads. This “thermal surrogate” approach
was introduced in [80], and entails shorting each device gate terminal to the source potential.
In previous works, this was a physically soldered short, whereas in this work, the logic power
was simply enabled while gate drivers were commanded to the off-state. Then, by applying
a reverse voltage across the module dc terminals, the reverse conduction losses described
in Section 2.2.1 served as a realistic thermal load. Temperature and power measurements
can then be performed at a much lower-voltage, dc operating point than normal operation.
Thus, thermocouple junctions were allowed to make direct contact (with the sparing addition
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Figure 3.10: Schematic for connection of thermal surrogate. The gate of each device is shorted to
the respective source, and a current is driven through the string of devices to provide a thermal
load through the reverse conduction losses. The string current is measured with ammeter A at the
input terminal, while individual source-drain voltages are measured across each device. Note, the
“diodes” are only symbolic of the reverse conduction and do not exist in the physical system.

of Dow 340 thermal interface material) to the GaN devices as long as the common-mode
voltage limits of the temperature logging hardware were observed. As such, the temperature
measurements for devices across a single interleaved phase needed to be split across three
independent logging units: one National Instruments PXIe-4353 module, one Omega HH1384
hand-held unit (with USB connection) and a Pico Technology TC-08.

The thermal surrogate configuration for a single FCML phase is illustrated in Fig. 3.10.
Here, a dc current, Iin, is driven through each of the series connected transistors and mea-
sured through the ammeter (an element of a Yokogawa WT5000 in this work). Then, each
source-drain voltage of interest (i.e., where the devices is instrumented with a thermocouple)
is measured and multiplied by the series current to determine the power dissipated in each
individual device. A Fluke 2635A Hydra Series II Data Bucket was used to make the voltage
measurements; this data acquisition unit multiplexes up to 20 isolated channels, so it was
necessary to allow for thermal steady-state to ensure accurate measurements before pro-
ceeding to the next operating point. Note, for these thermal surrogate experiments, the two
phases on the dual-interleaved module were connected in series to ensure the same current
was driven through each transistor.

To record temperatures during normal operation, where much higher voltages and fre-
quencies are otherwise in close proximity to the thermocouple junction, additional measures
needed to be taken. First, to address the high common-mode voltage (exceeding the allow-
able range by any of the three loggers), a polyimide tape barrier was laminated to the side
of the device. The adhesive side was gently pressed against the PCB and GaN transistor
to assure the surface was adequately wetted for the lowest thermal resistance. Additionally,
Dow 340 thermal interface material was applied to the non-adhesive side for interfacing with
the thermocouple junction. To mitigate high-frequency interference, which had shown to
influence temperature measurements in previous experiments, additional electrical filtering
was added to each thermocouple channel. This strategy is illustrated in Fig. 3.11. Here, two
turns of both thermocouple wires are wound through a Laird LFB095051-100 cylindrical fer-
rite, while the individual strands are each wound twice around Laird 28B0250-100 cores. The
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Figure 3.11: Common- and differential-mode ferrites installed on the temperature sensors.

broadband 28 material provides impedances of > 90 Ω for the frequency range 25-300 MHz
while the LF material provides similar attenuation for the 500 kHz-30 Mhz range. For refer-
ence, switching content exists primarily at 115 kHz and 1 MHz, while higher-order harmonics
are also of consequence.

3.4.2 Mass Flow Measurements

To ensure the thermal performance was characterized at the appropriate operating point, it
was necessary to determine the mass flow of cooling air from inlet to outlet. Several instru-
mentation options are available for airflow measurement, and vary in complexity, expense
and ease of implementation. Ideally, the measurement technique should not affect the pres-
sure or flow profile at the inlet to the module and should have a well understood means to
convert to mass flow. While a turbine anemometer represents a cheap and low complexity
solution, the meter will produce a vortex at the output and exact conversions to mass flow
generally require generous assumptions on operating conditions at the inlet or outlet, or are
otherwise unavailable. Both a pitot or hot wire represent appealing alternatives, but require
a uniform and well developed flow profile. Additionally, the pitot tubes for the inlet size
typically require high flows for appreciable measurement accuracy, while hot wire equipment
is generally a more expensive option.

Therefore, a differential pressure measurement was used in this work – specifically an
orifice flow meter. The general principle is based on the correlation between the pressure
drop in a constriction in a pipe to the flow through the constriction. The principles of the
measurement are well described in [151] and [152], and if the measurement apparatus is
constructed to standards set forth in ISO 5167-2 [153], reasonable performance and accuracy
can be expected without specialized characterization. To facilitate the straight pipe lengths
necessary for well-formed flow, the inlet to the module was initially ducted via 3 inch schedule
40 pipe. The orifice plates for the flow rates in this work were sized using HydrauCalc
software [154]. HydrauCalc implements the ISO 5167-2 [153] in an easy to use GUI for
quickly checking operating points. This analysis showed that a 1.25 inch orifice would suffice
for the flow rates corresponding to the initial CFD study, while a 2.25 inch orifice place
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Table 3.2: Components used in the orifice meter for measuring mass flow.

Component Manufacturer and Part Number Range/Units

Orifice plate (low flow) Custom laser-cut 0.03” steel plate 1.25” diameter
Orifice plate (high flow) Custom laser-cut 0.03” steel plate 2.25” diameter
Static pressure TE Connectivity 4525DO-SS3AS015AP 15 PSI absolute
Diff. pressure (low flow) Amphenol DLHR-L01G 1” H2O
Diff. pressure (high flow) Amphenol DLHR-L02G 2” H2O
Thermocouple Adafruit MAX31856 Breakout K-Type

would expand the dynamic range by an order of magnitude.
The orifice plates were laser cut from 0.035 inch mild steel, while custom flange fittings

were fabricated from PLA on standard FDM 3D printers. The flanges were subsequently
epoxy-sealed to the ends of the schedule 40 pipe to implement the orifice fixture. An orifice
plate and custom flange is visible in the left photo of Fig. 3.12a, while the right shows
the full measurement fixture. This fixture included several sensors, listed in Table 3.2, for
measuring static pressure, differential pressure and inlet temperature. These sensors provided
measurement data through a serial SPI link. The two different ranges of differential pressure
sensor were built into the meter to further expand the dynamic range without requiring a
physical change in orifice plate, though the lower range sensor was typically preferred due
to higher span accuracy. All sensors were soldered onto a breadboard and connected to a
measurement computer using a USB to SPI adapter.

3.4.3 Full Test Stand and System Measurements

To ensure minimal swirl in the flow measurement, the meter was placed upstream of two
Fantech prioAir 8 EC blowers supplying cooling air to each converter inlet. This additionally
allowed the use of a single transition from the 3 inch orifice measurement pipe to the 8 inch
diameter of the blower and converter inlet duct. Flexible ducting was used for the segment
between the orifice meter transition and the blower inlet to accommodate the overall size
of the rig in the laboratory, where turbulence induced by the corrugation of the ducting
would not impact the test setup. Conversely, smooth, rigid ducting was used in the segment
connecting the blower to the converter inlet to ensure stable flow. Unlike a system where
each heat sink has a dedicated cooling source, abrupt changes in direction – or the outlet of
a fan, like the blowers described above – can add swirl or other non-uniform characteristics
to the airflow profile. This, in turn, can create greater than expected discrepancies in the
thermal performance across individual heat sink inlets – as the inlet pressure front becomes
significantly distorted. Therefore, just like the straight lengths used to ensure fully estab-
lished flow at the inlet of the orifice meter, additional flow conditioning was installed at each
module inlet: a bundle of quarter-inch diameter tubes were packed into the rigid, eight inch
duct supplying air from the blower outlet to the converter inlet, as shown in Fig. 3.12b. This
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(c) Full flow measurement setup with ducting, blowers and acquisition equipment.

Figure 3.12: Custom test fixtures, instrumentation and scripted acquisition equipment for measur-
ing thermal performance of a complete inverter module. Variable speed blowers provide cooling air,
drawing air through a custom mass flow meter. The module (inset) is wired with thermocouples
and drain-source voltage monitors per the test procedure described in this section.
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measure effectively mitigates swirl and helps normalize the flow profile over a short length
at the cost of a minor pressure drop.

The complete system is shown in the photograph in Fig. 3.12. Here, the orifice meter
and associated 3 inch Schedule 40 piping is shown mounted to the door frame. The extent
of the straight lengths of 3 inch pipe were necessary to ensure stable flow at the orifice. The
flow from the two meters feeds two custom printed 3 inch to 8 inch fittings that connect
the piping to flexible ducts attached to the blower inlets. The blower drives cooling air
through a rigid duct with previously discussed flow conditioner into a final reducer that
adapts the blower outlet diameter to the cross-section of the module inlet. The shape of
this reducer is included in the full system CFD. The converter module itself is highlighted
in the inset. Prior to module packaging for this testing, jumper wires were soldered to the
source and drain terminals of each device and thermocouples were fixtured in place. After
module assembly, the jumper wires were connected to a terminal block that interfaced with
the Fluke data logger for vDS measurement, while the thermocouples were plugged into their
respective meter ports.

3.4.4 Comparison of Simulated and Observed Results

Using the experimental setup described above, several series of data were collected across
various device dissipations and cooling air flow rates. Fig. 3.13 summarizes the data available
at emulated device dissipations of 4 W, 6 W and 8 W. While the simulations indicated that
a systemic variation in thermal performance across devices due to flow paths was likely, this
was less apparent in the experiment. Indeed, differences in measurement arose mostly from
variation in thermocouple contact pressure, heat sink shape or the degrees of leakage in each
heat sink channel. As such, only the mean and standard deviation of the measured results
for a given flow rate are plotted in the figures, and only the mean for the ensemble of devices
is plotted for the simulation series.

As expected, the simulated values demonstrate an optimistic portrayal of the proposed
cooling system. In the model, all fluid boundaries are perfectly sealed while thermally-
conducting interfaces are perfectly mated. However, the physical realization had imperfec-
tions contributing to deviations from the simulated value. For instance, leaks will mean
some of the cooling air bypasses the heat sink and reduces the cooling efficacy at a given
operating point. Likewise, if the heat sink is not perfectly mated to the device, there may
be additional thermal impedance at the interface. However, it is also worth noting that
the thermal simulation did not include the impedance of the thermal interface material –
simply considering the interface to be an ideal thermal flux path from each device. Once
this additional impedance was included, using experimentally determined values from [155],
the experimental results track the theoretical performance quite well.

Finally, to determine the peak cooling capability, the mass flow measurement apparatus
was removed from the blower inlets. This allowed for increased flow due to the reduction in
static pressure each blower needed to overcome at peak flow. To estimate mass flow without
the meter, the blowers were set to maximum and the resulting static pressure at the outlet
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(a) 4W dissipated per device. (b) 6W dissipated per device. (c) 8W dissipated per device.

Figure 3.13: Simulated and experimentally measured thermal performance across varied cooling
air inlet mass flow. The simulation does not model TIM resistance; a constant impedance value for
the TC5022 TIM from Table 2 of [155] is added to the simulated values to yield the dashed lines.

was measured using the same sensors that were part of the flow meter. Then, this pressure
was referenced to the blower fan curve [156] to determine the rated flow at that operating
point. This ultimately resulted in an experimental value of average total thermal impedance
ranging from 4.75 to 5 ◦C/W for a mass flow of 0.076 kg/s.

3.5 Chapter Remarks

The results presented above represent a significant advance in the modular heat sinking
concept. Compared to prior work, both manufacturability and overall system thermal per-
formance have been drastically improved. Nonetheless, several sources of error between
predicted and realized performance exist. First and foremost, given the tolerances on the
printed baffles and the heat sinks (including tolerance on the total number of pins), gaps
between nominally sealing interfaces (e.g., the duct area around each inlet) can contribute to
lost cooling air and decreased cooling efficacy for a prescribed mass flow. In future designs,
this mismatch in device tolerance should be accounted for with additional features or seal-
ing mechanisms that can absorb this mechanical variation. Introducing dynamic seals (e.g.,
which are made as the heat sinks and complete enclosure assembly are installed) will pose
further challenges, likely including additional friction forces that may oppose the intended
heat sink mating force and complicating device alignment. Nonetheless, avoiding heat sink
bypass is essential for the efficacy of this type of air-cooled configuration.

Further considerations will also be needed when scaling this concept to multiple modules.
The work presented above highlights the challenges of ensuring that a single module is
receiving a nearly uniform pressure front across all of the individual heat sinks. If this is
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to be guaranteed across several modules, a decision will need to be made on whether to
supply cooling air to the entire array with a single duct, or to route individual cooling air
connections to each module in the array. In either approach, the inlet flow path is sure to be
much more meandering than what was illustrated in the experiments above, as integration
into a more compact system will necessitate elimination of the straight lengths shown in the
test setup of this work. As such, guaranteeing a uniform pressure front will likely require
the addition of well-designed baffles that can compensate for any swirl, turbulence or non-
uniform pressure cross-sections. It is likely that this will be a complex analysis owing to the
large dynamic range of fluid channel sizes, however some compromise between design and
analysis complexity and uniformity in thermal performance is likely to be acceptable (as was
the case in this work).

Additionally, this work represents improvements through revision of an existing mechani-
cal design. This means that, although much of an existing design and material stock was able
to be repurposed for this work, further improvements might be realized through a completely
new design effort. For instance, the post extending from the heat sink to the chip-scale device
was sized to meet the area of the chip exactly; a future revision should add to the dimensions
to reduce the alignment precision required during assembly. Or, if the large flying capacitors
can be moved or reduced in physical size, the post may be reduced or removed altogether,
as it represents an odd manufacturing, mating and thermal path geometry. If the post is
retained, the heat sink fixturing scheme should also be revisited. The design presented above
showed only two mount points on either side of the post. This both underconstrains align-
ment of the post, while also leaving open the possibility for the heat sink to tilt towards the
front or the back. At minimum, three or four mount points should be considered to apply
symmetric downward force.

Finally, any future designs considering air cooling should limit the design to a single inlet
and outlet pair. While the original intent of this module design was to save space by grouping
two interleaved phases on a single PCB, Section 3.2.2 illustrates that implementing dual-
sided cooling with a vertical switching cell design leads to opposing outlet paths. Instead,
the cooling air should flow from inlet straight through the heat sinks to the outlet on the
other side to avoid excessive pressure drops. A vertical layout may be used with dual-sided
cooling for a single phase, or a dual-interleaved approach could again be implemented if
lateral switching cells are instead used. Nonetheless, this is likely the most important design
insight to be realized in future revisions.

While liquid cooling is likely the only path forward for the highest power density designs
yet to come, there are still applications where either the expense or complexity hinder the
otherwise impressive performance advantages that come with the technologies discussed in
Section 3.1. In these applications, the methodology set forth in this chapter will serve as
a guidepost and reference for what can be attained with air-cooling alone. As interest for
multi-transistor topologies such as the FCML continues to grow, this modular approach is
likely to be of continued interested in future designs.
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Chapter 4

Inverter Array Design and Operation

Portions of this chapter are adapted in part or in whole from [2].

The previous chapters have introduced the notion of a segmented or modular approach,
and how it can produce a more robust and scalable three-phase drive through the intercon-
nection of individual inverter modules [75, 157]. This chapter more fully explores the design
of a this inverter array using modules based on the high-performance flying-capacitor multi-
level architecture. While single-phase experimental demonstrations have shown exceptional
performance in Chapter 2, multi-module, multi-phase operation represents a significant step
forward for the technology. Further interleaving these modules also reduces the harmonic
spectra at the converter terminals and filtering requirements necessary to meet vehicle elec-
tromagnetic compliance (EMC) standards.

This chapter proceeds as follows: First, Section 4.1 illustrates a hierarchical control in-
terface to coordinate between inverter modules so that multi-phase operation can be demon-
strated in the ensemble. Next, interleaving of modules paralleled within a given line phase is
proposed – with implementation strategy discussed in Section 4.1.2, followed by analysis of
corresponding input and output current spectra in Section 4.2. Then, Section 4.3 discusses
some potential implications of unequal current sharing between interleaved phases. Finally,
Section 4.4 presents experimental results validating the approach, measured on a CISPR-25
pre-compliance test fixture. Finally, Section 4.5 provides concluding remarks.
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Figure 4.2: High-level illustration of the hierarchical control structure, configured here to drive a
three-phase load.

4.1 Hierarchical Control

A drive based on a modular design scales output power through paralleling inverter modules.
This increases the overall device count, and therefore gate signals, in the full converter –
regardless of phase-leg topology chosen. For multilevel topologies, which feature numerous
switches for even a single-phase (e.g., the 10-level FCML in Fig. 4.1 has 18 per phase), this
gate signal count would be even higher; driving a 3-phase array of P -paralleled modules of
N -level FCML inverters from a single microcontroller would require routing 3 ·P · (N − 1) · 2
high-frequency signals with low-latency in what is typically a high-noise environment. To
address this signaling challenge, control tasks can be divided between a global array controller
and local controllers across the individual inverter modules.

4.1.1 Global & Local Control Domains

For pulse-width modulation (PWM), gate signal generation represents a relatively low-level
task. This is especially the case with phase-shift PWM (PSPWM), where the carriers remain
invariant under normal operation. As such, the carrier generation, as well as the comparison
to an input reference, can be performed locally and independently on each inverter module.
However, the input reference depends on states outside of the individual inverter domain
(e.g., motor angle, speed reference, direct and quadrature currents, etc.), and this control
must be computed at the system level. These two tasks serve to represent the local and
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global domains of the proposed hierarchical control structure for the segmented drive of this
work. This concept is fully illustrated in Fig. 4.2.

4.1.2 Control & Measurement Scheme

In the scheme of Fig. 4.2, the local controller is responsible for generating switching sig-
nals and collecting output voltage and current measurements – which are used locally for
fast-acting fault mitigation and also sent upstream to the global controller via a serial com-
munication link. In turn, the global controller can receive the output current and voltage
measurements from each inverter module and, in aggregate with any exogenous inputs, can
send a corresponding closed-loop reference back down the communication link to each local
controller. While an industry standard protocol may be able to provide this link [158], to
simplify development a proprietary protocol comprised of 64 bit Manchester-encoded frames
was implemented over a point-to-point optical link in this work. This also serves to defer any
signal integrity challenges that may arise from electromagnetic interference (EMI) coupling
into an electrical communication link (e.g., RS-485), with the temporary trade-off of higher
cost and assembly effort.

Note that while the AFBR-59F2Z transceivers used can support up to 250 Mbit/s, the
data-rate was limited to 6.25 Mbit/s (to benchmark for future implementations what will use
cheaper and slower electrical interfaces); the system update rate is just under 100 kHz. With
this configuration, the multi-phase drive waveform at the fundamental can still be generated
at the global level and distributed to local controllers digitally. However, any interleaving of
inverters at the switching frequency requires a more nuanced strategy.

4.1.3 Carrier Synchronization

Interleaving of inverter modules provides an attractive method of reducing switching har-
monics at the input (predominantly at the switching frequency, fsw) or the converter output
(predominantly at the effective output frequency, feff = (N − 1) · fsw). This control change
lessens the impact of passive filters on power density. However, interleaving requires the
modules to share a common frequency and phase reference around fsw. This can be realized
by synchronizing each local controller clock with a global reference.

One common synchronization method utilizes a digital pulse to reset local PWM counters
to a nominal value (associated with the requisite phase-shift) each switching period. Such a
scheme is often employed to synchronize counters across PWM peripherals within a single
microcontroller [159], and is indeed implemented within the local controller of this work for
PSPWM generation. It is also possible to choose a source external to the microcontroller
(via a configurable input pin) to synchronize PWM counters with an external clock. Such
a scenario is illustrated in Fig. 4.3, where the rollover of a global (signed) counter triggers a
sync pulse that correspondingly resets the local (signed) counter used in PWM generation.

Here, when the two counters are initially unsynchronized at 1 , the synchronization input
at 2 can lead to a gate signal of arbitrary pulse width on multiple devices instantaneously.



CHAPTER 4. INVERTER ARRAY DESIGN AND OPERATION 68

Global
Counter

Sync
Pulse

Local
Counter

1 2

3Gate
Signal

4 5

6Ref.

Figure 4.3: Illustration of a time-base synchronization scheme common in microcontroller PWM
peripherals.

In a system with a common clock source driving PWM counters, or where the various global
and local clock frequencies deviate only slightly, this may be the only abrupt correction that
occurs. For example, if system clocks on both the local and global controllers are operating
at 200 MHz and derived from 50 ppm oscillators, at most a single digital count of error
may accumulate over counter periods used for kHz-range and above switching. In this case,
the system would maintain glitch free synchronism shown at 4 and all future sync pulses.
However, if there were significant frequency variation in system clocks, or if a (e.g., spurious
EMI-inducted) glitch occurred on the sync line, shown at 5 , a similar distortion of the
switching waveform would again occur, as seen at 6 .

To address these concerns, additional filtering or windowed-detection schemes could be
employed on the synchronization line. However, this work instead employs an all-digital
phase-locked loop (ADPLL) to provide both inherent filtering (via the loop filter), as well
as more gradual correction mechanism that varies the counter increment value rather than
abruptly resetting the counter as described above. If the global reference is provided over a
dedicated synchronization line, as shown in Fig. 4.2, implementation of the phase-frequency
detector (PFD) is relatively straightforward [160] and design and analysis can be adapted
from [161]. Note that if the two system clocks only differ slightly, as in the case in this work,
adding or skipping increments of the local counter each switching period to speed up or slow
the counter will overcorrect. As such, a fractional PLL [162] was implemented. This way,
these discrete corrections can be spread over several switching periods to provide greater
average frequency precision at the price of negligible instantaneous phase jitter.

While this configuration (as illustrated in Fig. 4.2) was verified in initial tests, the routing
of the additional sync signals in tandem with the existing communication line—as well as
ensuring their signal integrity at high-power operation—represented an additional barrier
towards scalability. Instead, synchronization over the single communication link was much
more preferable. Thus before sending each communication packet, the modified strategy
shown in Fig. 4.4 was developed for further testing. Here, the global controller samples
its counter value and appends this signed value to each transmission. Then, when the
local controller receives each packet, the error between local counter value and that in the
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Figure 4.4: Illustration of a synchronization scheme using a communication link and ADPLL.

packet is directly calculated. This proposed solution worked well for experiments in this
work, with results detailed in Section 4.4. Note that in either implementation of ADPLL, a
delay will be introduced when transmitting the counter reference from the global controller
to each local controller. This delay will play a role in motor control loop development.
However, considering that it is both stationary and common to each converter, it does not
significantly impact module interleaving. Indeed, any differential delay between modules is
limited to the nanoseconds of jitter or propagation delay across individual transceivers. As
such, the differential phase between local controller PWM time bases is dominated by the
programmed phase that interleaves the modules. As it were, interleaving is thus achieved
by correctly phase-shifting PWM synchronization signals the global controller provides to
individual modules. Note, loss or corruption of this signal only leads to aberrations in the
EMI and does not significantly compromise PWM generation.

This second approach differs from the ADPLL described above in two significant ways.
First, this method cannot resolve the full phase error range of -2π to 2π [160]. Unlike the
PFD, which generates an error signal based on the timing and order of clock edges, the
direct difference as implemented cannot differentiate between an error less than -π and one
greater than π. Thus, the “PFD” error here only approximately correct when the global and
local controller frequencies are close. This also means the ADPLL may lock π out of phase
– though this issue can be ignored as that the modules in this work are dual-interleaved
locally.

Second, the conventional loop analysis used to characterize PLL frequency response and
stability is not directly applicable. This is primarily because the two counters in this work
are under-sampled; the update-rate of the communication link described in Section 4.1.2
is under 100 kHz, while the switching frequency (and respective counter frequencies) are
closer to 115 kHz. Although coherent sampling, where the communication link would be
synchronized with the switching frequency [163], may mitigate these issues, it would place
additional constraints on the communication interface. Another potential solution would be
to boost the communication frequency to above the Nyquist rate of the maximum permissible
switching frequency.
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4.2 Multi-Module Harmonic Content Analysis

The benefits of multi-phase power, including the reduction of input current ripple at the
fundamental and cancellation of line frequency harmonics at the output, are generally well
understood and available in the literature. Therefore, this section focuses on reducing har-
monics of the switching frequency in the input and output currents through the synchroniza-
tion and interleaving of modules as previously discussed.

Prior work has shown that a PWM process can be described by a double Fourier series
[164]. Indeed, the Fourier coefficients and switching functions necessary to study the PSPWM
operation of an FCML inverter can be readily found in [63, 116, 165]. The general idea behind
the double Fourier series is that a summation of terms composed of harmonics of both the
carrier and fundamental can describe the modulated waveforms in an inverter. The Fourier
coefficients for such a study are doubly subscripted as Amn and Bmn, where m specifies
the carrier harmonic and n specifies the harmonic of the fundamental. As this work used
trailing-edge carrier natural sampling (as opposed to double-edge, i.e. up-down, used in [116,
165]) a separate derivation is provided here.

First, Amn and Bmn are recalled from (3.16-3.18, 3.21, 3.25) in Chapter 3 of [164]:

Amn + jBmn =



2 m = 0, n = 0

M m = 0, n = 1

0 m = 0, n > 1

j
2

mπ
(cos(mπ)− J0(mπM)) m > 0, n = 0

2

mπ
Jn(mπM)(sin(nπ

2
)− j cos(nπ

2
)) m > 0, n 6= 0

(4.1)

for a modulation index, M , and where Jn is the Bessel function of the nth kind. The next
step is to substitute these values into the expression for the output current. This leads to a
phasor representation of the output current as a function of m and n, adapted from (15) in
[116]:

Io,mn =
Vdc

Zmn

(
1

2
Ymne

jγm −
N−2∑
k=1

k

N − 1
Xmne

jθk,m

)
(4.2)

where k is the index of the kth flying capacitor and, adapting (9) from [116],

Xmn = 2 sin(
mπ

N − 1
)(Amn + jBmn) and Ymn = 2(Amn + jBmn). (4.3)

The angles, γm and θk,m, are used to introduce phase shifts for harmonics of the switching
frequency arising from PSPWM as a function of k, where k is the index of the capacitor such
that k ∈ [1, N − 2]. These terms are modified in this work to accommodate for interleaved
operation. Essentially, to model a converter x where x ∈ [0, P−1] in a group of P interleaved
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Figure 4.5: Calculated output current spectra in the region of interest (i.e., harmonics of feff for
N = 10). The unit circles are normalized to the switching period, where arrows indicate the phase
shift of interleaved modules. Green ticks mark each full cycle at the effective output frequency per
switching period.

N -level FCML inverters, a phase shift term of mx2π
P , is added to the switching function angles

defined in [116, 165]:

γm =
2m(N − 2)π

N − 1
+
mx2π

P
(4.4)

θk,m =
m(2k − 1)π

N − 1
+
pi

2
+
mx2π

P
(4.5)

The harmonic magnitude for a single converter can already be directly calculated from
(4.2) by taking the magnitude of the complex expression at each frequency. Note, the
phase shifts in the complex sum of harmonic contributions from each level are what lead
to the reinforcement of the “effective switching frequency” and elimination of the switching
frequency at the output. A further summation of (4.2) for γm and θk,m from (4.4) and (4.5)
with x = 0, 1, ..., P − 1, then taking the magnitude, produces the output current harmonics
for an entire interleaved phase-leg. The resulting spectra for a single 10-level FCML inverter
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Figure 4.6: Calculated input current spectra in the region of interest (i.e., harmonics of fsw) for
N = 10.

(P = 1), as well as the dual- (P = 2) and triple-interleaved (P = 3) cases, are shown
in Fig. 4.5, with harmonic currents normalized to the total magnitude of the fundamental.
Spectra shown are for the inductor current to emphasize harmonic cancellation; the load
typically sees very little high-order switching harmonics since it is after this filter.

Note that for PSPWM, where the effective output frequency is an integer multiple of the
switching frequency (which is seen at the input), P and N − 1 must be co-prime to simul-
taneously interleave the input and output. Otherwise, the phase shift that interleaves the
input will wrap the phase at the output. This is illustrated with the unit circles representing
the switching period in Fig. 4.5. The arrows show the phase of each interleaved converter,
while the green ticks indicate the N − 1 full cycles of the output frequency each switch-
ing period. The middle two spectra show interleaving at the output, as reflected in each
subsequent cancellation of effective switching frequency harmonic. However, with P = 3,
this cannot occur at the phase shift required for interleaving the input (indicated with gray
arrows). The last plot shows that the phase shift corresponding to interleaving the inputs
for P = 3 leads to no reduction in load current harmonics. Section Section 4.4 will also show
that a similar case arises when P = 6 and N = 10, though repeated dual-interleaving at the
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Figure 4.7: Calculated input current harmonic content using double Fourier analysis and assuming
sinusoidal output current.

output is possible.
To calculate the input current, the switching function for the DC side switch (i.e., SN−1),

containing the additional phase shift term, must be convolved with an expression for the out-
put current. Given the sinusoidal output of the converters under study [1], this convolution
can be simplified when the output current is assumed to be sinusoidal at the fundamen-
tal frequency [166]. Then, summing across the resulting spectra for interleaved converters
0, 1, ..., P − 1 again yields the input current harmonics of a given phase-leg, as shown in
Fig. 4.6. Note that an appropriate choice of phase shift that interleaves the output can still
significantly reduce input harmonics for P = 3.

The calculated input current spectra for a three-phase, segmented drive comprised of an
array that is 6-fold interleaved in such a way is shown in Fig. 4.7. The simulated conducted
EMI in dBµV was derived by applying the transfer function for the line impedance stabiliza-
tion network (LISN) used in Section 4.4 to the calculated input current harmonic amplitudes
for a specified output current. Additionally, for comparison, the input current for a single
6-fold interleaved phase-leg, as well as that for a single, constituent FCML converter, are
also plotted. Here, the single converter is shown to contain a broad spectrum of switching
harmonics. However, as expected from the Fourier analysis, all but the 6m harmonics cancel
in the interleaved phase-leg. Finally, although the full three-phase array spectra has greater
peak magnitudes due to the higher total power output, it contains fewer harmonics in due
to the cancellation of triplen sidebands—though this detail is not visible in the figure owing
to the range of frequencies plotted.

4.3 Current Sharing & Parameter Sensitivity

While control loops on the local or global controller may be employed to enforce current
sharing, the open-loop behavior provides a worst-case scenario to analyze. This work exam-



CHAPTER 4. INVERTER ARRAY DESIGN AND OPERATION 74

C
on

tr
ol

le
rP

h
as

eA

gH

gL

R
ef

C
on

tr
ol

le
rP

h
as

eB

gH

gL

R
ef

Lo
u
tA

L:
 L

ou
t_

A
R
iH

A

R
: 

R
Lo

u
t_

A

S
in

e 
W

av
e

D
C
+

V
:

V
d
c/

2

D
C
-

V
:

V
d
c/

2

Lo
u
tB

L:
 L

ou
t_

B

C
ou

t
C
:

C
ou

t*
2

R
lo

ad
R
:

R
lo

ad
/N

lo
ad

R
iH

B

R
: 

R
Lo

u
t_

B

Ll
oa

d
L:

Ll
oa

d
/N

lo
ad

A Ia
A A Ia
B

A

Io
u
t

V
V
m

1

A
IC

ou
t

A

Ia
-2

Ph+ + + −

IC
M

ID
M

V
V
m

4

2

2
Ph

-A

3

2
Ph

-B

4

IC
M 5

ID
M

1
3

V
cB

-2
Ph

Ph
as

eA

D
C
+

D
C
-

G
n
d
In

V
x

gH

gL

V
c

VdsH

VdsL

Ph
as

eB

D
C
+

D
C
-

G
n
d
In

V
x

gH

gL

V
c

VdsH

VdsL

1
8

V
d
sH

-B
2
Ph

1
9

V
d
sL

-B
2
Ph

A

Io
u
t4

2
3

Ii
n
2
Ph

C
ou

t1
C
:

1
0
e-

3

F
ig

u
re

4.
8:

P
L

E
C

S
B

lo
ck

se
t

sc
h

em
at

ic
of

a
d

u
al

-i
n
te

rl
ea

ve
d

,
10

-l
ev

el
F

C
M

L
fo

r
M

on
te

C
ar

lo
si

m
u

la
ti

o
n

s.
T

h
e

tw
o

in
te

rl
ea

ve
d

co
n
ve

rt
er

p
h

as
es

ar
e

th
e

m
o
d

u
le

s
la

b
el

ed
P
h
a
s
e

A
an

d
P
h
a
s
e

B
an

d
co

n
ta

in
th

e
sw

it
ch

es
an

d
fl

y
in

g
ca

p
a
ci

to
rs

w
h

o
se

p
a
ra

m
et

er
s

ar
e

va
ri

ed
th

ro
u

gh
ou

t
th

e
si

m
u

la
ti

on
.

M
ea

su
re

m
en

ts
of

in
te

re
st

(p
er

ta
in

in
g

to
cu

rr
en

t
sh

a
ri

n
g
)

a
re

h
ig

h
li

g
h
te

d
:

th
e

tw
o

re
sp

ec
ti

ve
p

h
as

e
cu

rr
en

ts
,

as
w

el
l

as
th

ei
r

re
sp

ec
ti

v
e

co
m

m
on

-
an

d
d

iff
er

en
ti

al
-m

o
d

es
.

T
h

e
R

M
S

va
lu

es
o
f

th
es

e
m

ea
su

re
m

en
ts

,
as

w
el

l
as

th
e

av
er

ag
e

of
ou

tp
u

t
p

ow
er

in
to

R
l
o
a
d
,

ar
e

co
m

p
u

te
d

in
a

to
p

-l
ev

el
S

im
u

li
n

k
si

m
u

la
ti

o
n

.



CHAPTER 4. INVERTER ARRAY DESIGN AND OPERATION 75

ines two sources of open-loop imbalance in a dual-interleaved, 10-level FCML module arising
from parameter variation, either due to component tolerances or a bias consistent across an
entire interleaved phase (e.g., from unequal cooling). The first case was examined through
a Monte Carlo simulation to consider the variation in component values solely attributed to
manufacturer stock. In this way, these parameters are treated as random variables. The key
component parameters are the flying capacitances, device on-resistances, and the inductance
and resistance of the output inductors in each phase.

For some components or product lines, manufacturers will release histograms detailing
the parameter distributions. However, such data were unavailable for the components in the
proposed converter of this thesis. Nonetheless, passive component part numbers often specify
a tolerance, tol, typically used to describe the six-sigma spread in standard deviation, σ,
around the nominal value, i.e. ±3σ; thus, σ = tol/3. It is also reasonable to assume that the
parameters of many component types, especially passives, will have a Gaussian distribution
around the rated value, µ – especially when considering the large volumes of each type of
component in production [167]. Therefore, for each Monte Carlo iteration, the value of each
random variable is selected from a distribution parameterized by µ and σ; in MATLAB, this
is the command normrnd(µ,σ). Note, for the paralleled components comprising the flying
capacitance, σ is reduced from the manufacturer value by the square root of the number
of individual components, i.e., σ = tol/(3

√
Np ·Ns), where Np and Ns are the number of

parallel and series connected components, respectively.
Transistor devices do not typically have a tolerance like passives. Instead, there is a

reported typical value, as well as a maximum value. In this case, an exponential distribution
with offset was assumed as an approximation to the inferred, single-sided distribution pro-
vided by such datasheet representations. In MATLAB, this was generated using a Weibull
distribution, pd, with 1 for both parameters: pd = makedist(‘Weibull’,1,1). Then given
a nominal on resistance, Ron, a sample Ron(i) could be chosen by scaling this value with a
selection from the distribution: Ron(i) = Ron·(random(pd)·10+100)/100. Note, this frame-
work does assume that components within a specific build have distributions representative
of the entire product line; actual component lots used for converter production, especially
small runs, will likely see slightly different and possibly tighter distributions associated with
lot to lot component variation.

The exact implementation scripted the nominal model parameter definition from Chapter
2 and the distributions described above in a Simulink model, with Monte Carlo iterations
executed in parallel (via parsim). The Simulink model incorporated a PLECS Blockset
realization of the dual-interleaved inverter, shown in Fig. 4.8, to generate exact solutions.
Measurements of circuit electrical performance, such as output power and phase currents,
are recorded for 30 fundamental cycles – enough time to allow any startup transients and
balancing perturbations due to adjusted component values to fully ring out. The Simulink
model then computes the RMS values of phase currents and output values for post-processing.

Results of the Monte Carlo simulation run over 100 iterations is shown in the correlation
matrix in Fig. 4.9. The key measurements include:
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Figure 4.9: Correlation between key converter measurements from the Monte Carlo simulation.

� iRMS,A and iRMS,B: the RMS values of the interleaved phases, normalized to the RMS
values of the respective phase currents with converter parameters set to nominal.

� iCM: the RMS of the common-mode component of the two phase currents, normalized
to the RMS value with converter parameters set to nominal. Should be indicative of
total output current and output power.

� iDM: the RMS of the differential-mode component of the two phase currents, normalized
to the RMS value with converter parameters set to nominal. Should be indicative of
circulating current between the phases.

� Po: total average output power, normalized to the output power under nominal con-
verter parameters. Output power may be reduced, e.g., if a greater amount of phase
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current is circulating (i.e., differential-mode), possibly due to parameter mismatch be-
tween phases.

There are three major takeaways from this matrix. First, the two phase currents are nega-
tively correlated. This means that if parameter variations cause a decrease in output current
from one interleaved phase, the relative current in the other phase increases. Additionally,
this mismatch appears to have little effect on the circulating current (iDM), instead only
leading to diminished output current and power (iCM and Po, respectively). Although the
correlation coefficients in some model outputs show marginal trends, it is clear from the
spread of sample points that a linear trend is not actually present. Finally, where com-
ponent variation does affect on current sharing, it is only on the order of 2-5%. This is
highlighted in the left plot of Fig. 4.10 shows the variation in RMS output current between
the interleaved phases, where only outliers (induced from simultaneous outliers in multiple
parameters for a given scenario) produce this order of effect.

A second case was investigated to examine systemic parameter variation in a single phase.
This situation may arise from manufacturing variations between individual modules, e.g.
given lot to lot differences in component parameters. Additionally, variation in cooling across
modules, or even interleaved phases on a single module, will drastically affect resistance
of both passives and transistors alike. Using the framework in Chapter 3, a 5% to 25%
reduction in mass flow of cooling air to one of the phases was simulated. The corresponding
temperature elevation was used to adjust component resistances (increases up to 11%) on one
of the interleaved phases accordingly. The results from this study are shown in the right plot
of Fig. 4.10. Again, deviations from the nominal current stayed below 5%, though it is clear
that current mismatch clearly increases directly with the temperature mismatch. Generally,
increased losses in one phase will be offset by decreased losses in the other phase. However,
the mismatch in current magnitude will have implications for harmonic cancellation; it can
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Figure 4.10: Statistical results of simulations recording current sharing imbalance between phases
of a dual-interleaved converter module given parameter variation.
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be expected that, to the extent at which a mismatch exists, spectra that would otherwise
cancel will instead remain at a magnitude equal to this mismatch.

4.4 Experimental Results

Several standards exist to characterize and qualify both radiated and conducted emissions
from electronics. Radiated emissions include intentional transmitters, like WiFi or cellular
communications, and unintentional radiators. In the latter, radio frequency interference
is transmitted from circuit traces or conductors acting as antennae. Improper design of
power converters, where switching creates high dv/dt edges with high harmonic frequencies
that easily radiates from circuitry, can lead to significant radiated emissions. However,
measuring emissions from such unintentional radiators requires complicated test equipment,
including well characterized antennas, amplifiers and RF signal chain. Additionally, to ensure
received emissions are only from the equipment under test, measurements must be made in
an electrically quiet environment. This usually entails the use of a large, expensive shielded
and anechoic chamber for the most robust measurements. Additionally, radiated emissions
involve design insight beyond electrical parameters, up to and including physical component
geometries, three-dimensional finite-element analysis, and enclosure construction. Therefore,
this work will focus solely on conducted emissions, which are easier to measure and can still
indicate overall EMC performance.

Most consumer devices and grid-connected equipment in the United States needs to ad-
here to Federal Communications Commission (FCC) standards, colloquially referred to as
Part 15 [168]. Alternatively, CISPR 32 [169] (having absorbed the previous CISPR 22 stan-
dard [170]) represents an international variant of emissions limits and methods for consistent
measurement. Indeed, most emissions standards are harmonized by the different regulating
agencies or consortiums [171] to apply the same operating limits to the intended application.
Conducted emissions measurements for any of these standards entails placing the equipment
under test a specified distance from controlled ground planes, and connecting power cables
to the ac mains using a LISN.

Electric vehicles and aircraft provide an entirely different electromagnetic environment.
Aside from charging equipment, which would need to conform to the above CISPR or FCC
requirements, the vehicle electric grid is self-contained. Additionally, the range of frequen-
cies of interest also varies. For instance, frequency bands pertaining to shortwave radio,
global positioning or avionics all have specific and stringent limits for unintentional radia-
tors. Finally, the test setup for conducted emissions is fundamentally different. Whereas
the standards above specifically indicate that the equipment under test be placed a specified
height above the reference ground plane, in these tests the relevant standards dictate that
the surface on which the equipment under test rests must be conductive and directly bonded
to the reference ground plane.

To address the target application of electric vehicle drivetrains, the test setup of Fig. 4.11
was constructed to evaluate the interleaving strategy as applied to conducted emissions
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Figure 4.12: Comparison of common-mode emissions measured at the HV LISNs with and without
a common mode choke installed on the connection between the ILM array and the LV LISN.

defined in the CISPR-25 standard [172]. Two four foot by eight foot aluminum sheets
were bonded to create a conductive surface for testing. Although the standard specifies
measurements take place in a shielded enclosure, this configuration was considered sufficient
for these initial “pre-compliance” tests to indicate relative performance improvements.

The two high-voltage (here, defined as 400 V to 1 kV) LISNs are 5 µH 21702-5-TS-50-N
from Solar Electronics Company, and the low-voltage (5 V) LISN is a 50 µH LIN-115A from
Com-Power Corporation. While this work focused solely on conducted emissions observed at
the high-voltage (HV) connection, the low-voltage (LV) interconnection will also influence
overall EMC performance. As such, it is important to draw attention to the impact of
filtering on the logic power supply. Fig. 4.12 illustrates the impact of adding a broadband
cable ferrite (with an impedance of approximately 200 Ω at 100 MHz) to the cable running
between the LV LISN and the 5 V terminal on the ILM array. Clearly, filtering of the LV
terminals will have a direct impact on overall system EMC, especially for higher-frequency
components that may more easily transfer across isolation barriers that nonetheless have
non-negligible parasitic capacitive coupling.

While two LISNs are used to measure conducted emissions present on each of the high
voltage lines, such a standard setup does not include a means to discern what emissions are
differential-mode, and which are common-mode. Such a delineation is essential for informing
an appropriate filtering strategy. To address this issue, a TBLM1 LISN Mate from Tekbox
is installed between the two LISNs and the spectrum analyzer. Internal to this device, the
signals from the two LISNs are mixed to either directly sum (for common-mode) or subtract
(phase shift then sum, for differential-mode). The respective differential- or common-mode
measurements were then made by selectively connecting the spectrum analyzer to the ap-
propriate LISN Mate output.

Here, the device under test is a three-phase, segmented drive comprised of nine arrayed,
dual-interleaved modules (ILMs), as shown in Fig. 4.13. This configuration corresponds to
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Figure 4.13: Hardware photographs for the dual-interleaved module (ILM, on left) and three-phase,
18 converter array (right).

six paralleled (P = 6), 10-level (N = 10) FCML inverters (or three modules as described in
Chapter 2) per phase-leg, or 18 arrayed converters in total. Correspondingly, each inverter
is labeled by phase and converter number: A1. . .A6, B1. . .B6, C1. . .C6. Each converter
module synchronizes phase-shifted fundamental and switching frequencies via optical com-
munications from a global controller [173] (not shown) using the scheme from Section 4.1.3.

The inverter was supplied with a 400 V DC bus and commanded to drive a 950 Hz
fundamental at 95% modulation into a 25 Ω balanced, delta load. This frequency serves
as a convenient test case corresponding to high-electrical-frequency machines while also re-
maining in a high-accuracy regime for the WT5000 meter used to record DC-AC efficiency.
Measurements of the drain-source voltages of the low-side switches closest to the dc bus (S9B

in Fig. 4.1) were used to validate correct interleaving at the input. Fig. 4.14 shows these
measured waveforms for the six converters within Phase A with the correct phase shift of
π/3. Additional measurements also confirmed the correct phase shift of 2π/3 between the
array phase-legs. Further measurements at the switch node (va in Fig. 4.1) verified both
three-phase operation, shown in Fig. 4.15a, as well as repeated dual-interleaving at the out-
put, shown in Fig. 4.15b. This confirms the limitations imposed by the choice of P and N−1
described in Section Section 4.2.

As the array assembly in this test setup was designed to facilitate ease of access to
electrical nodes for debugging, both thermal and emissions performance were limited in this
work; Future packaging improvements are expected to facilitate the full 100 kW output power
target, while integration of shielding and filters will support better EMC. Nonetheless, the
conducted EMI measurements for this configuration in Fig. 4.16 will still inform design of
such filters, and highlights the benefits of interleaving. For instance, without interleaving
between modules, Fig. 4.16a shows that significant harmonic content is present at many
of the harmonics of the switching frequency. Note that, given each module is still dual-
interleaved locally, content at odd harmonics is nonetheless reduced or eliminated compared
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Figure 4.14: Six vds waveforms of the S9B low-side switches (closest to the DC bus) measured for
the converters of Phase A illustrate that 6-fold interleaving is achieved at the input.

(a) Switch node (va) waveforms for eight of the in-
dividual converter legs: all six interleaved modules
within Phase A, as well as one measurement each
from Phase B and from Phase C for reference.

Tsw
N-1

Tsw
N-1

(b) Zoomed view from the highlighted region above.
The two sets of three overlapping waveforms indicate
that only dual-interleaving is achieved at the output
in this configuration.

Figure 4.15: Experimental waveforms at 400 V DC and 6 kW output power for the 3-phase array
comprised of nine dual-interleaved FCML modules (16 arrayed converters).

to the spectra of the single FCML converter in Fig. 4.7. This is expected from the analysis
of the dual-interleaved case in Fig. 4.6.

With 6-fold interleaving enabled across the arrayed modules, Fig. 4.16b shows that most
non-6m harmonics can be either eliminated or otherwise reduced by approximately 20 dBuV.
As expected, the amplitude of the 6m harmonics increases slightly as the interleaving effec-
tively shifts energy into these frequencies. The content at 2feff is particularly elevated as
this is both a 6m harmonic of fsw, and the repeated dual-interleaving at the output concen-
trates energy in this spectrum. For this converter setup, interleaving also more significantly
attenuates CM harmonics compared to DM harmonics. This is possibly due to the use of a
split-bus DC supply, and provides valuable insight into future filter design.
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(a) Measured conducted emissions with no synchronization across arrayed, dual-interleaved modules.

(b) Measured conducted emissions with 6-fold interleaving at the input and associated synchronization of
dual-interleaved module outputs.

Figure 4.16: Common-mode and differential-mode conducted emissions measurements of the three-
phase segmented drive operating at a 400 V DC bus and 6 kW output power, measured at the HV
terminals of the test setup.
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4.5 Chapter Remarks

This section reported progress on a 100 kW-scale segmented drive comprised of nine arrayed,
dual-interleaved, 18.9 kW FCML inverter modules. These modules were commanded and
synchronized using a hierarchical control and communication scheme to demonstrate the
benefits of interleaving across independent inverter modules. Experimental results were
collected on a CISPR-25 pre-compliance test fixture, with CM and DM spectral performance
obtained across several bus voltage and output power operating points. Future work should
consider the inherent restrictions on interleaving at both the input and output of the array
when evaluating choice of levels and number of paralleled modules for the full system design.

As the module and array design matures, future integration activities will further inform
what filtering is necessary on the complete design. Additional shielding as part of the array
enclosure will both help mitigate radiated emissions but also provide a new path for common-
mode return currents. The magnitude of these interactions will need to be analyzed with
respect to the corresponding enclosure geometries. However, the interleaving presented in
this section is expected to continue to provide a system benefit – though the exact reduction
of filter passives will be determined in future works.

Finally, it is worth noting again that the modulator used in this work was based on
a single, trailing-edge ramp. However, prior work in [164] has shown that the up-down,
triangular carrier results in a modulated output with better harmonic characteristics. Future
work should be sure to use the this triangular carrier, as the ramp was only used in this
work due to the ease of leveraging code for an existing modulator peripheral.
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Chapter 5

System Reliability

Previous chapters have discussed module design, fabrication and testing, with a specific focus
on scalability, high power density and high efficiency. However, for the approach to have any
practical application, safe and cost-effective operation must be feasible over the operational
lifetime of the hardware. Thus, having fulfilled many of the promises of the approach outlined
in Section 1.3, this chapter now addresses the question of converter module and system
reliability. In the aerospace industry, the complete aircraft design must be robust; fail-safe
systems and multiple redundancies [174] are employed to keep catastrophic failure (i.e., loss
of aircraft) rates to below 10−9 per flight hour [175]. For automotive applications, failures in
the drive system are potentially less catastrophic, however industry expectations on failure
rate are nonetheless stringent at 10−5 per 100,000 kilometers traveled [176].

As much of the research discussed thus far represents early development on a promising
yet nascent approach towards solving industry challenges, it is necessary to provide context as
to when the failure rates above apply. Fig. 5.1 illustrates a notional failure rate, z(t), over the
entire lifetime, t, of a generic component [177]. The burn-in period, with characteristically
high initial failure rate, represents the early stages of development and operation. Here,
undetected defects in individual components or systemic flaws in a design or manufacturing
process are the predominant source of failures. These defective components, assemblies and
systems would be largely eliminated before entry into service through qualification programs

z(t)

t

wear-out

useful life

(chance failures)

burn-in

Figure 5.1: The bathtub curve.
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Figure 5.2: Panelized and contract assembled array of switching cell daughter boards.

or accelerated life testing. At the same time, as the product and production process evolves,
this burn-in period can be reduced (or similarly, yield can be improved) when root causes of
failures are traced back to specific design choices or manufacturing steps.

Given that the approach of this work is unconventional, as it were, many of the failures
in extant hardware can likely be ascribed to this early burn-in period. Yet, many lessons and
assembly improvements have already been introduced throughout the development culmi-
nating in this work. For instance, ceramic capacitors – lauded for their high-energy-density
in Chapter 2 – are susceptible to mechanical stresses and cracking, a dominant root cause
of failure [178, 179]. Hand soldering of these components, the procedure for early concepts
in [66, 67, 73], led to high thermal stress, inconsistent solder application, and incomplete
cleaning – all potentially contributing to the apparent increased failure rate, especially at
high voltage.

These assembly risks were significantly mitigated by contracting the switching cell daugh-
ter board (groups of transistors, gate drivers and the ceramic flying capacitors) assembly to a
manufacturer with an automated placement, reflow soldering and X-ray verification process
for the converter in [80]. A photo of the contract assembled, panelized switching cells is
shown in Fig. 5.2. This change improved the consistency of the manufactured cells, though
ignored common design guidance on minimum clearances between the capacitors and circuit
board edges. As such, the boards needed to be laser-depaneled to minimize reduce mechan-
ical stress. Even with this added step, the close proximity of the capacitors the edge of
the daughter boards nonetheless led to mechanical stress during the additional reflow stage
when the daughter boards were installed onto the converter motherboard. The charring from
the laser-depaneling also appeared to introduce short-circuits, likely from carbonized residue
that remained even after light cleaning – introducing a new failure mode.

This work took steps to transition the entire converter build to an automated assembly
process. As described in Chapter 2, switching cell daughter boards were eliminated alto-
gether. Where ceramic capacitors still needed to be placed at the converter board edge,
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V-ScoreRouting Perforations Capacitor Pads

Figure 5.3: Panelized converter module circuit boards with features (routing and breakaway tabs)
to mitigate mechanical stress from post-assembly depaneling.

additional features were added to the design to improve assembly yield, shown in Fig. 5.3.
These included routed tabs to hold the nominal board shape in place when fixtured to assem-
bly rails and breakaway perforations located away from the sensitive ceramic components.
Furthermore, the assembled boards were subjected to a consistent bring-up process and
validation checklist before fully committing them to operational testing. While subsequent
testing eventually required manual rework and hand soldering, the commitment to a manu-
facturing process and handling guidelines significantly reduced the uncertainty surrounding
early converter failures and enabled the range of experiments presented in both this work
and in [173].

On the opposite end of the timeline in Fig. 5.1 lies the wear-out period. Although the
converter hardware described in this work has not been tested to the extent to reasonably as-
sume failures have been due to wear-out, there is an understanding of how wear-out manifests
for the constituent components. Most mechanisms are treated as temperature driven [180].
For instance, repeated cycling of operating temperatures can cause thermo-mechanical fa-
tigue via repeated thermal expansion and contraction. This is particularly relevant for solder
joints and power modules with bond wires [181–183]. Higher temperatures will also accel-
erate many chemical processes, including degradation – notably in electrolytic capacitors
[184], as well as ceramic capacitors [185], film capacitors and silicon semiconductors [183].
This strong correlation between thermal performance, peak and total energy dissipated, and
failure rates drives many “design for reliability” studies in the literature, which then often
entail minimizing losses [186–188] or hot-spots [181, 189].

However, not all wear-out mechanisms are of thermal or thermo-mechanical origins. Thus,
broader physics of failure analyses, which consider origins of degradation, have gained pop-
ularity for more accurately describing certain failure modalities [190, 191]. For instance,
while Arrhenius relationships can capture dominant modes of semiconductor degradation
[192], a survey of research on gallium nitride power semiconductors indicated a disparate
range of activation energies used in calculating the Arrhenius term [193]. Indeed, a relia-
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bility model based on temperature alone will likely underestimate the failure rate of these
devices [194]. Instead, transistor wear-out, evidenced by e.g., increased gate current or on
resistance, appears to be largely driven by an inverse piezoelectric effect [195] and a voltage-
and current-dependent trapping effect [196]. As such, models that can incorporate several in-
terdependent stress parameters, such as the Boltzmann-Arrhenius-Zurkov model [197], may
prove to be the most accurate approach to model wear-out. Nonetheless, practical perfor-
mance in a power converter will ultimately depend on the exact design, assembly process,
application and use case. Thus, physics of failure methods will need to be complemented
with long-term empirical testing and statistical analysis [198].

In the two extremes of converter lifetime described above, process control and qualifi-
cation can be used to improve burn-in performance, while lifetime measurement and main-
tenance can manage wear-out near end-of-life. Although these strategies can also improve
outcomes during the useful life period of a converter, the failure rates cited at the begin-
ning of the chapter largely pertain to “chance” occurrences in this period. In other words,
failures arising outside of the scope of qualification or maintenance plans (e.g., cosmic rays)
must either be statistically unlikely (e.g, outliers in the qualified population) or otherwise
adequately covered (e.g., through system redundancy). In the remaining sections, the term
reliability will describe whether either a converter module or the entire converter array can
continue to provide rated operation during a fault condition or after such a failure of some
kind. In the following sections, this will be presented through three specific examples:

1. the ability of a converter module to withstand exogenous faults, e.g., impedances,
currents or voltages outside of nominal ranges seen at the load,

2. the specific failure mechanisms that arise within a converter module and possible mit-
igation schemes at the component level, and

3. the appropriate selection of levels or redundant modules to yield an acceptable system
failure rate for the intended operation.

Although the proposed topology, as well as many of the constituent electronic components,
are still early in the development life cycle, these examples will nonetheless illustrate progress
towards addressing the demanding failure rate requirements for vehicle applications. Fur-
thermore, the critical analysis can be incorporated into future design studies. This way, the
methodology presented thus far can be augmented to add an aspect of “design for reliability”
into the performance metrics.

5.1 Short-Circuit Fault Mitigation

Portions of this section are adapted in part or in whole from [199] and [200].

As discussed, robust converter behavior during transient and fault conditions must also
be demonstrated to ensure reliable operation [111].
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Figure 5.4: Single-leg representation of an N -level flying-capacitor multilevel converter with a split
dc bus. The output filter capacitor is connected back to the dc-link midpoint. A short-circuit
occurs with a sudden connection of fault impedance, ZF .

Converter start-up is one such condition, because the total dc bus voltage often exceeds
the rating for individual switches in the most efficient, power-dense designs [56]. As such,
switching operation must ensure that flying capacitors charge in a controlled sequence and,
in the case of a grid-connected inverter, that line currents do not overcharge capacitors
through device reverse conduction. To this end, several solutions have been analyzed and
experimentally demonstrated [1, 63, 201–203] at bus voltages up to 1 kV to overcome this
concern.

Other research has focused on dynamic response to dc link transients and load steps.
Several analytical models describing flying capacitor dynamics under various modulation
schemes and loads have been developed and corroborated in hardware demonstrations [64,
116, 165, 201, 204, 205]. Additionally, converter response to modulation and load steps has
been investigated on a testbed used to automate such analysis [121].

Fault-tolerant operation under internal component failures has also received significant
attention. For instance, in the event of a switch short-circuit fault, if adjacent devices can
survive the energy from capacitor charge redistribution [206] and all surviving devices can
withstand the higher drain-source voltage associated with lower level-count operation, a con-
verter can be reconfigured continue operating in a degraded state [71, 207, 208]. Conversely,
it is well understood that an open-circuit switch failure cannot be recovered via switch re-
configuration [206] without additional bypass [209], disconnect [210], or dc bus mid-point
connection circuitry [211, 212].

Recent work has also sought to elucidate FCML behavior in the event of an ac-side short
circuit fault, e.g., as a result of a motor winding failure, accumulation of dust and moisture
or an electrically-close grid fault[200]. While the fault-tolerant studies above may provide a
path to remedial action under these conditions, the proposed strategies are only applicable
once such a fault had already resulted in a component failure within the converter. Therefore,
this section seeks to complement this existing literature by proposing a method to prevent
such failures resulting from ac-side short circuit conditions. The section proceeds as follows:
Section 5.1.1 reviews the model presented in [200] and applies it to several recently proposed
FCML inverters to establish key operating limits and critical response times during the fault.
Next, Section 5.1.2 proposes strategies to rapidly detect the short-circuit fault, while Section
5.1.3 describes a control mode to recover from and ride through a fault once detected. Then,
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Figure 5.5: Switching waveforms of a 5-level (N=5) inverter. vx is plotted over a fundamental
period T1, while the zoomed view illustrates the high effective frequency and gate signals obtained
using PSPWM. The bottom plot illustrates the charge and discharge of a flying capacitor over each
switching period, with a short-circuit fault introduced between between Tsw and 2Tsw.

Section 5.1.4 demonstrates the proposed strategy on a configurable platform with component
ratings characteristic of high-power-density designs, and thus requiring high-speed response
to short-circuit faults.

5.1.1 Short-Circuit Dynamics and Critical Timing

The N -level FCML inverter phase-leg in Fig. 5.4 consists of N − 1 complementary switch
pairs and N − 2 flying capacitors. The top plot of Fig. 5.5 shows the multilevel output
waveform at the switching node, vx. Here, the duty cycle of a 5-level converter is modulated
over a full fundamental period, T1. While several modulation strategies have been proposed
for the FCML[64, 205, 213–215], phase-shift pulse width modulation (PSPWM) is often
employed, since it provides balanced charging of the flying capacitors and a high effective



CHAPTER 5. SYSTEM RELIABILITY 91

output frequency (N −1 times the switching frequency), and can be adapted to allow space-
vector techniques in three-phase systems [216]. The zoomed plots in the figure show how
this effective switching frequency emerges from the phase-shifted switching actions. Given
that a flying capacitor Cf charges or discharges based on the state of the adjacent switch
pairs, a switching period can then be divided into the four intervals, as illustrated for C1:
a charging period TC , a discharging period TD, and two disconnected states TAC and TAD
that occur after charging and discharging, respectively. These times are functions of N , the
switching period Tsw, and the duty cycle of a switch D where D ∈ [0, 1]. In the last plot
of Fig. 5.5, the charging and discharging actions are balanced until an ac-side short circuit
occurs between Tsw and 2Tsw.

During a short-circuit fault, two factors must be considered: how quickly the current
through L increases, and the rate of the mismatch between the charging and discharging
currents a flying capacitor experiences during the times TC and TD, respectively. The con-
sequence of this mismatch is illustrated in Fig. 5.5 after the fault occurs: as the short circuit
current through the output inductance increases over the fault duration, the charging and
discharging of the flying capacitors will no longer balance and voltage excursions will in-
crease until component voltage ratings are exceeded. Thus, it will be useful for the designer
to understand how choice of operating parameters and passive sizes affect the time until over-
current or overvoltage failures can occur. A full derivation of current and voltage dynamics
during a short-circuit fault is available in [200]; the following will describe the practical
application of these models to calculate these critical mitigation times.

The overcurrent condition is directly tied to the minimum time until either component
thermal or saturation current limits are exceeded. Though the controller is nominally mod-
ulating D such that vx = (2D − 1)Vin/2, D can be safely treated as constant over the short
time-scale of the fault. The evolution of inductor current as a function of duty cycle can
then be expressed as

iL(t) ≈ (2D − 1)Vin

2L
· t+ IPF, (5.1)

where IPF is the pre-fault current. This linear approximation can also be easily adapted to
include a current-dependent inductance when using soft-saturating inductors. It can readily
be determined that, assuming a stiff dc bus, the worst-case short-circuit current slew will
occur at D = 1 (or symmetrically in the split-bus system, at D = 0). Considering any
component peak current limit, Imax, time until the this current limit is reached is then

tcrit−i =
2L

Vin

(Imax − IPF). (5.2)

The overvoltage condition is somewhat more complicated. Unlike the case with over-
current, the worst-case duty cycle, Dwc cannot occur at D = 1 as no flying capacitors are
connected at this duty cycle. However, parametric sweeps of the duty cycle in short-circuit
simulations do indicate the worst-case conditions will occur in 1 − 1

N−1
< D < 1, i.e., the
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uppermost level1. The capacitor charging dynamics for this range of D are found by inte-
grating the linear estimate of inductor current from (5.1) into a flying capacitance, Cf , for
the charge intervals illustrated in Fig. 5.5 over several switching periods. For the uppermost
level where Dwc is found, these intervals are and defined as:

TC = TD = Tsw(1−D) (5.3)

TAC = Tsw

(
1

N − 1
−D

)
(5.4)

TAD = Tsw

(
D +

1

N − 1
− 1

)
(5.5)

With Tsw typically much shorter than the modulation period, D can again be safely treated
as constant in this analysis.

tcrit−v =

(
TC

TC + τf

)(
TC

2
− Tsw

N − 1
− 2L

(2D − 1)Vin

[
IPF · (1 +

τf
TC

) +
Cf
TC

(
Vin

N − 1
− Vmax)

])
(5.6)

After deriving the charging and discharging of adjacent flying capacitors, the correspond-
ing voltage stress applied to the series-connected, off-state switch can be calculated. A key
result of this analysis – how quickly a fault must be cleared before the switch stress ex-
ceeds the switch rating or other limit, Vmax – is provided in (5.6) for unity power factor, with
τf = RDSonCf . As the focus of Section 5.1 is on the protection scheme and fault ride-through,
the full derivations are omitted here. However, both critical times in (5.2) and (5.6) were
verified in simulation, and a broader discussion of the modeling, as well as a detailed model
for use with non-unity power factor, is available in [200].

These models can serve to provide critical assessment of extant designs and how quickly
a controller must respond to adequately protect them. For example, the FCML has been
proposed for high-speed motor drives [62], bi-directional EV chargers [118] and grid-tied
photovoltaic inverters [60], with hardware demonstrations showing high power densities and
efficiencies possible with the topology. Given the descriptions in the cited works, Table 5.1
summarizes results of the model above with respective critical short-circuit detection and
mitigation timing requirements based on the peak current and drain-source voltage ratings of
the switches in each design. For each converter type, D was swept to identify the worst-case
duty cycle Dwc requiring the shortest fault clearing time for each respective Vmax.

Note that, by seeking to increase component utilization through operating devices closer
to their ratings, the minimum time to detect and mitigate a short circuit fault becomes quite
short – as evident for the design of [62]. Generally, the designs with higher level count, output
inductance, flying capacitance and switching frequency will have greater overhead in critical
mitigation times. These trade-offs, and the speed of available fault detection and mitigation

1The duty cycles corresponding to negative currents (i.e., 0 < D < 1
N−1 ) will produce equivalent worst-

case results. However, for simplicity, discussion will only be in the context of positive currents in this work.



CHAPTER 5. SYSTEM RELIABILITY 94

vx

vo
|u|

Threshold

ve

(a) Analog circuit for short-circuit detection based on vx and vo.
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(b) PLECS simulation of the circuit above for the 5-level converter from [60]. The detection time, tFD, is on
the order of microseconds, after which mitigating action (described in Section 5.1.3) is taken.

Figure 5.6: Analog detection of short-circuit fault from the mismatch between estimated output
voltage and actual output voltage.

strategies, can be included in future design efforts to ensure that both performance and
resiliency is considered.

5.1.2 Short-Circuit Detection

Methods of fault-detection for multilevel converters span a large body of work, including
sliding-mode observers [217], machine learning [218, 219], detection from switch-node mea-
surements [220], principle component analysis [221, 222] and others [206, 210, 211, 223].
While this research helps to address the complex challenge of detecting faults in these con-
verters, many of these approaches target individual component failures or may not provide
the rapid detection necessary for an ac-side short-circuit fault in an FCML inverter. There-
fore, two short-circuit fault detection methods are proposed below.
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5.1.2.1 Analog Detection

The first method relies on a comparator or logic circuit to detect an excursion in voltage
or current beyond a fault limit. For instance, many current sensors have a programmable
over-current limit that triggers a fault flag in a relatively short detection time. This scheme
can be supplemented by applying additional criteria on current and voltage d/dt (if known)
to reduce false trips during expected load transients [224].

Alternatively, significant deviations or dips in the difference between the output voltage
(after the filter inductor) and the average switch-node voltage can also indicate a fault. In
normal operation, the output voltage vo, will approximately track the average value of the
switch-node voltage vx. An example circuit for this approach is illustrated in Fig. 5.6a. Here,
vx is low-pass filtered to create the output voltage estimate. Then, a rectifier circuit is used
to compute the absolute error between the estimated and measured output voltage. The
fault is detected when this difference exceeds a threshold, which is set to be greater than the
mismatch during normal operation. This circuit is simulated under unity power factor for
the converter and conditions in the first row of Table 5.1 in Fig. 5.6b.

If implemented entirely in analog circuitry (i.e., no analog-to-digital conversion stage),
the detection time, tFD, can be near instantaneous. Though filtering requirements and finite
amplifier bandwidth will increase the detection time in a practical implementation, the circuit
is can quickly detect severe faults. However, cases where the fault occurs at low modulation
or near a zero-crossing lead to longer detection times, while the lack of a digital interface
limits versatility.

5.1.2.2 Model-Predictive Detection

A second method that is more robust to these issues is the model-predictive approach [225].
This method requires digital sampling and control, and leverages measurements and predic-
tions of the output filter state variables, iL and vo. The state-space model for the filter used
in Fig. 5.4 is shown in (5.7).

d

dt

[
iL
vo

]
=

[
−Rs

L
− 1
L

1
Co

0

] [
iL
vo

]
+

[
− 1
L

0
0 − 1

Co

] [
vx
io

]
(5.7)

This model can be used in digital controller with a sample period, Ts, by discretizing the
system with a zero-order hold:[

iL,pred(k + 1)
vo,pred(k + 1)

]
= AZOH

[
iL(k)
vo(k)

]
+ BZOH

[
vx(k)
io(k)

]
(5.8)

where AZOH = eATs and BZOH =

∫ Ts

0

eAτdτ. (5.9)

Fault detection is then based on error between the output voltage predicted from the model
and the next measurement:

vo,error(k + 1) = |vo(k + 1)− vo,pred(k + 1)|. (5.10)
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Figure 5.7: PLECS simulation of the model-predictive approach for the 5-level converter from [60]
at power factor of 0.8. The detection time, tFD, is the model time-step, Ts – after which mitigating,
action (described in Section 5.1.3) is taken. For comparison, the dashed line shows the trajectory
of the inductor current, iL, without mitigation.

To reduce the requirements on sensing circuitry, the inputs vx(k) and io(k) may be approxi-
mated as:

vx(k) ≈ Vin · (D(k)− 0.5) (5.11)

io(k) ≈ iL(k)− Co · (vo(k)− vo(k − 1))

Ts
(5.12)

Though these approximations may reduce the accuracy necessary for closed-loop control of
the state variables, they are sufficient for detection of unexpected transients.

This detection scheme is simulated in Fig. 5.7, where Ts is reasonably chosen to be twice
the effective output frequency, i.e. Ts = 2(N − 1)Tsw. Here, the converter from the first row
of Table 5.1 is again operating at the same VA rating, but with a power factor of 0.8. This
time, the fault is triggered near the zero crossing of the voltage (i.e., with the modulator
reference close to D = 0.5), which had posed issues for the analog detection scheme of
Fig. 5.6a. In this case, the fault is detected after one sample period – after which the model
evolve without error as the new measurements of vo are under the faulted condition. Note,
in this implementation the threshold is adaptive, derived from the duty ratio. This allows
for decreased sensitivity to expected load steps.
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Figure 5.8: Representative time-reversed, complementary switching strategy to reset inductor fault
current for N=5.

5.1.3 Mitigation and Ride-Through

Once a fault is detected through the means described in Section 5.1.3, the converter can enter
a mitigation phase that drives the output current to zero while still maintaining capacitor
voltage balance. While one approach could simply power the converter down, additional “in-
ternal balance booster” circuitry would be required to maintain voltage balance[111], imply-
ing additional components and power dissipation. However, if the converter remains online,
the controller can proactively mitigate the fault by fixing D = 0.5 (i.e., the zero-output-
voltage command). This general concept of driving the output voltage to zero during a fault
in an FCML converter is analogous to closing the ground-referenced switch and opening the
high-side switch in a two-level design. The added challenge in an FCML converter is that,
compared to a two-level design, the converter must operate continuously to maintain this
zero voltage – and capacitor voltage balance. A general description of such an operating
mode is also suggested in [111], though performance is not experimentally verified.

In addition to the high-speed detection described in Section 5.1.2, other delays in control
actions should also be considered. For instance, if the modulator employs regular sampling,
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the peak current before mitigation, ipeak, is approximately

ipeak ≈ IPF +
2(DPF − 0.5)Vin

2L
· tmax, (5.13)

where tmax = tFD + TPWM. (5.14)

Here, DPF is the pre-fault duty cycle and TPWM is the PWM delay that depends on how the
signals are generated. For regularly sampled modulation, TPWM is generally Tsw for single-
edge sampling and 1

2
Tsw for double-edge sampling. In either case, TPWM may dominate

the response. Therefore, the switching frequency should be increased as much as possible
at the start of zero-command mitigation. As FCML implementations in recent literature
leverage FPGA control or high-speed PWM peripherals, and fast-switching, wide-bandgap
devices, headroom for this increased switching frequency is often available. Indeed, the
controller implemented on a MAX10 FPGA in this work approximates natural sampling;
gate signals are updated instantaneously with D. With the high-speed clock set to 125 MHz,
TPWM = 8 ns.

Instead of simply commanding the reference to zero during the fault, the PWM operation
may also be modified to reverse the effects of the capacitor unbalancing during the fault.
The intuition is to apply switching actions that are time-reversed and complementary to
the actions that occurred during the fault. From the perspective of the PWM generation,
this may entail both inverting the carriers and running them in reverse while commanding
the reference to the opposite of its pre-fault value. Practically, this may mean a digital
counter in the PWM module changes from incrementing to decrementing, while from a
modulation perspective, leading modulation momentarily becomes lagging modulation and
vice versa. The gate signals for such a strategy implemented for a 5-level converter is given
in Fig. 5.8. A PLECS simulation of this approach is shown in figure Fig. 5.9, with a subset
of the simulation time highlighting the fault, protection and ride-through dynamics. This
scenario used a sufficiently large output inductor (50 µH) to extend the fault duration and
better illustrate the capacitor charge and discharge actions, though the same behavior can
be observed for the values used in the experimental section.

Note that this simulation models few reactive parasitics and interactions between these
and additional high-frequency load/short-circuit dynamics may introduce challenges in prac-
tical implementations. Furthermore, though the feedforward that drives the reference to the
opposite of the pre-fault value is an intuitive approach, shaping the inductor current closed-
loop may be a more appropriate solution. That said, given the time-scales discussed, the
controller bandwidth to do so would need to be upwards of a megahertz. A final potential
drawback for either protection approach is the increased dv/dt at the switch node necessary
to drive the current back to zero. Nominal FCML operation limits the voltage levels to
Vin

N−1
, whereas the instant change in references discussed above would lead to a voltage step

of Vin

2
to Vin at the switching node vx. While this slew may be rate-limited via control, or

compensated for in the output filter design, this trade-off between atypically high dv/dt and
faster fault protection time should be considered when applying these techniques.
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Figure 5.9: Simulation of a mitigation strategy that resets the inductor current via reverse capacitor
charge/discharge actions.
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After the mitigation action has taken place, i.e., the inductor current has been com-
manded to zero, the converter enters the ride-through phase. Depending on the nature of
the load, the converter may wait until a line voltage is again present at the output (e.g., in
the grid-following case) or actively determine whether the short-circuit has cleared (e.g., in
a grid-forming or standalone case). This work assumes the latter, so the post-fault converter
applies a low magnitude modulation during ride-through to detect when the load (or out-
put current) is again indicative of the nominal impedance. In the absence of large startup
current requirements, this nominal load impedance at the rated output voltage and power,
Zmax, can be specified. Then, if the converter can operate at sufficiently low modulation
during a short so as not to exceed any output current limits (e.g., 3%), a series of output
current and voltage measurements satisfying io,meas · Zmax < vo,meas indicates the fault has
cleared and normal operation can resume.

5.1.4 Experimental Verification

The analog comparator detection scheme and the proposed mitigation strategy were exper-
imentally tested for a dc-link voltage of 370V – greater than twice the voltage rating of the
transistors. The hardware used to demonstrate this fault, shown in Fig. 5.10, is a variation
of the converter used in [1] and is configurable from 2 to 10 levels. While this converter is
nominally dual-interleaved, only one phase was tested in this work, with the other left dis-
connected. Furthermore, while the converter has demonstrated high-efficiency and output
powers in excess of 10 kW in [1], operation without heat sinking (for easy access to flying
capacitor voltages) limited the demonstrations in this section to 1.1 kW.

An ACS733 current sensor is used to measure the inductor current, iL. Fault detection
is implemented using the analog overcurrent trip circuitry built into this component. Once
the programmable current limit is exceeded, a sensor flag alerts the FPGA generating the
converter gate signals to toggle the mode from normal operation to fault mitigation. The
FPGA also reads digitized current measurements from the ACS733 at the effective output
frequency. While these measurements are not used for model-predictive detection in this
work, they are used to determine the start of the ride-through period (once the current has
been reset) and the eventual restart of output power (once the fault has been cleared). For
instance, the changeover between the mitigation action and ride-through is triggered when
either a measurement between ±0.5 A or a sign change (i.e., the zero-crossing) occurs.

To demonstrate the detection and mitigation strategy, the converter is first commanded
to deliver power to a 12.5 Ω load at 950 Hz. The fundamental is chosen to be near the
operating point of high-specific-power machines for drive applications [226, 227], but also
illustrates fault recovery well on the plotted timescale. Then, an isolated switch toggles to
momentarily short (with a nominal impedance of 80 mΩ) the converter output for a duration
of 400 µs. This ac switch is based on the design from [121], but instead uses two back-
to-back NVHL040N65S3F MOSFETs connected in common-source. The resulting output
current and voltages during this transient are shown in Fig. 5.11 for both a 5-level and 6-level
FCML. Note that the 5-level FCML nominally has infinite balancing time-constants when
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Figure 5.10: Experimental setup, including the load, the switch to simulate faults and an air cooling
system. The inset highlights the converter hardware from [1] used in the tests.

D = 0.5 [76, 201], as is the case for all odd-level converters. This means that when idle-
mode operation is activated, the flying capacitors will not re-balance to their nominal values.
Nevertheless, if fast fault detection is provided the change in the steady-state flying-capacitor
voltage is negligible – as seen in Fig. 5.11a.

After the fault and rapid mitigation action completes in both cases, a second, negative
current peak can be observed. This is not a part of the system response, but rather the
outcome of the reduced modulation ride-through discussed in Section 5.1.3. Here, modulation
is set to 3% of the pre-fault value – sufficient to induce a measurable output current (and
detect whether a short is still present) but not exceed the converter rating. This current can
be seen to continue sinusoidally until the fault is cleared after 400 µs. The converter monitors
the output current over this time and resumes full power once the current returns to the
expected range for the nominal 12 Ω load and 3% modulation over a conservative number of
cycles. This restart occurs at around 2 ms after the start of the fault.
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(a) Measured waveforms during operation, short-circuit fault, ride-through and restart of the converter in a
5-level configuration.
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(b) Measured waveforms during operation, short-circuit fault, ride-through and restart of the converter in a
6-level configuration.
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Figure 5.11: Experimental results for the hardware demonstration of fault detection and ride-
through at 1.1 kW output power.
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(a) Strategy that drives the switch node, vx, to zero.
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(b) Strategy that reverses the effects of the fault.
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Figure 5.12: Zoomed experimental waveforms showing short-circuit transient for the two mitigation
actions for a 6-level FCML.

To provide better insight into the fault transient and mitigating actions, Fig. 5.12 plots a
detailed view of the time interval around the fault. Here, the fault begins just before t = 0,
when the output voltage, vo, decreases and the inductor currently, iL, rapidly increases in
magnitude. In less than 5 µs, the controller detects an overcurrent fault and initiates the
mitigating action. For the response of Fig. 5.12b, this entails commanding the reference to
zero and doubling the switching frequency (while also triggering the oscilloscopes capturing
these waveforms). The current then decays to zero in less than 50 µs. During this time, it can
be seen that the flying capacitors still experience voltage excursions due to the momentarily
increased current, though these excursions diminish as the inductor current resets. Once the
inductor current reaches zero, the ride-through phase starts and the current visibly increases
once again as from the low modulation applied at the output.

The fault-reversal strategy (time-reversed and inverted carriers, with inverted reference)
has also been demonstrated, and results are plotted in Fig. 5.12b. Here, the detection time is
unchanged, but the duration of the peak fault current is drastically reduced. Given that this
approach is primarily feedforward and the inductor current feedback has a finite sampling
rate, the inductor current does exhibit overshoot after resetting owing to the sampling delay
in detecting the reset. Nonetheless, the fault is reset nearly instantaneously. Further im-
provements to these mitigation strategies should recognize that the output inductance of the
experimental hardware is nearly ten times smaller than that in the simulation from Section
5.1.3; precisely reversing the induction current action is much more challenging. Further-
more oscillations clearly occur between the load, short-circuit and output filter (as visible
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by ringing on vo) and indicate the response of the output filter should be considered in the
complete design review.

5.2 Cell-Level Component Failures and Redundancy

SA

C

SB

Gate Drive

Gate Drive

(a) Switching cell components: flying capacitor, two
switches and corresponding gate drive circuits.

(b) The series reliability structure of each switching
cell simplified as a single failure rate.

Figure 5.13: Switching cell reliability structure for analyzing cell-level failures and redundancy.

Prior work in [228] has shown that redundancy through spare switching cells can improve
system-level reliability more rapidly than module redundancy as cell (and component count)
increases. Some multilevel topologies provide inherent cell-level redundancy; in the case
of a faulty component, the affected cell may be bypassed – allowing continued operation
of the inverter phase-leg, albeit in a degraded state (e.g, reduced level count, decreased
output power, etc.). For example, given a failure in one switch of the cascaded H-bridge
inverter submodule, the cell may be bypassed by closing both of the top or bottom switches
of the H-bridge. The half-bridge variant of the modular multilevel converter also supports
this functionality with the addition of a single extra bypass switch [229]. Other variants of
submodule for modular multilevel converters support can add this functionality with further
additions to the component count [230].

However, the flying capacitor multilevel converter does not generally have this cell-level
redundancy, except under certain faults and with appropriate component voltage and current
ratings [231]. Therefore, this section discusses if and how failures of a specific component
in a given switching cell can be mitigated. Referring to Fig. 5.13a, the following component
failures are considered:

� Switch Sk: short-circuit failure
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� Switch Sk: open-circuit failure

� Switch Sk: loss of controllability

� Gate drive: loss of controllability

� Flying capacitor Ck: short-circuit failure

� Flying capacitor Sk: open-circuit failure

Note that a failure in any of these components essentially leads to a failure of the switching
cell, as indicated by the series structure in Fig. 5.13b.

5.2.1 Switch Sk: short-circuit failure

Although a short-circuit fault is not guaranteed to manifest as an ideal, low-resistance path,
consideration of such a condition provides a useful starting point to analyze both the fault
dynamics as well as the steady-state, post-fault condition. The notable result from this fault,
where the mitigating action is to close the surviving complementary switch, is the loss of
a discrete voltage level. This is apparent for faults in intermediate cells, where switches Sk

and Sk closed and adjacent flying capacitors Ck and Ck+1 (or the DC capacitance) are in
parallel. In the case of a fault in cell 1 (at the ac outlet), C1 simply becomes shorted.

For an incipient fault, transient stresses may be avoided through a graceful transition
from N to N − 1 levels [71]. However, in an acute fault, the stresses associated with the
discharge of the adjacent capacitors must be tolerated by the failed and surviving devices
for the converter to remain operational. Prior work in [231] presented an energy stress
associated with the re-balancing of charge that silicon IGBT dies must tolerate. However,
for discrete MOSFET devices, the pulsed current limit is the most appropriate constraint.
While desaturation circuits have also been demonstrated to protect individual GaN devices
from an overcurrent condition [232], they do not represent a path to mitigate the device
once it has failed short. Nonetheless, it may be possible to leverage the same type of circuit
to rapidly detect a short circuit failure and implement the dynamic level change described
above.

5.2.2 Switch Sk: open-circuit failure

A switch failing as an open-circuit is most likely caused by the mechanical disconnection of
the device terminals, or from failure of the gate drive circuitry. In the case of the former,
cell redundancy may be achieved through the use of parallel switches; these devices would
continue normal operation in parallel with the open circuit switch. Indeed, paralleling devices
already provides an appealing strategy to reduce the overall on-resistance of the switching
cells or increase the overall power handling capability of the inverter. The surviving device
then either must carry the full current (potentially increasing likelihood of subsequent failures
due to increased current stress), or the overall inverter power must be decreased.
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If the failure is not an ideal open circuit but instead an intermediate state (i.e., a loss
of controllability), a redundant switch could still allow the circuit to be reconfigured for
operation at N − 1 levels. Here, voltages on Ck and Ck−1 would be equalized and both
the redundant switch in Sk and Sk would be closed. The converter would then continue to
operate in an N − 1 state, removing the failed switch from operation. Otherwise, in the
absence of a redundant switch or in the case where the gate drive circuitry failed in an off
or uncontrollable state, cell functionality cannot be recovered. As shown in [231], charge
balance on the capacitors is no longer possible and continued operation would overcharge
capacitors while simultaneously failing to deliver a sinusoidal output.

5.2.3 Gate drive failure

If the gate drive circuitry is compromised, there is little recourse in terms of circuit redun-
dancy – especially if all redundant switches share the same gate driver. However, if an
independent gate driver is provided per device, it is possible that the redundant driver could
provide the same recourse as the open-circuit case above: bypass the affected gate driver and
switch. If redundant gate drivers is not an option (as this would be a significant component
increase), a similar recourse could be to add a fail-bypass, where the affected switch is forced
into a bypass state if the gate driver can no longer provide the appropriate switching signal.
This would be similar to the way in which redundant actuators on aircraft are designed to
overpower a failed or stuck actuator for a given control surface [174]. The containment action
is then identical to the open-circuit switch failure above that addressed loss of controllability.

5.2.4 Flying capacitor Ck: short-circuit failure

In order to survive an acute short-circuit fault of the flying capacitance Ck, all switches Sx

and Sx for 1 ≤ x ≤ k need to withstand energy from the lower voltage flying capacitors
discharging through switch reverse conduction. Furthermore, the switches Sk+1| and Sk+1|
need to withstand the full, pre-fault voltage across Ck+1. Post fault operation atN−k levels is
then dependent on whether the capacitors and switches k+1 and above can tolerate the new,
elevated voltages. Indeed, failure of higher voltage flying capacitors (closer to the dc side)
requires switches to withstand greater reverse conduction from lower voltage capacitors and
surviving switching devices to be significantly overrated in voltage than a failure in a lower
voltage switch; it may be possible to provide partial coverage from appropriate component
derating to allow for some level of fault tolerance.

5.2.5 Flying capacitor Ck: open-circuit failure

An open-circuit failure of a flying capacitor Ck requires no additional components to allow
for N − 1 operation. However surviving capacitors will need to be rebalanced, while all
surviving capacitors and switches will need to be rated to withstand the new, elevated



CHAPTER 5. SYSTEM RELIABILITY 107

voltages. Unlike the tandem switches adjacent to a bypassed level in [71], either Sk/Sk or
Sk+1/Sk+1 may remain closed to reduce switching losses.

5.3 Parallel Module Redundancy

O O O

O O O

O O O

O O O

O O O

O O O

X O O

O O O

O O O

O O O

O O O

O O O

X O O

X O O

X O O

O O O

O O O

O O O

3Pλm µ

λd

A B C

P

F+1...

Healthy

Degraded Failed

Figure 5.14: Simple Markov model illustrating three phases (A,B and C) of six paralleled modules
(P = 6).

One of the major benefits of the array described in Chapter 4 is that, in addition to
interleaving opportunities, redundant modules can improve system reliability. To examine
this benefit, Markov modeling was be used to consider how individual module failures are
covered in different redundant configurations. A simple Markov model describing a three-
phase inverter array with six paralleled modules in each phase leg (P = 6) is shown in
Fig. 5.14. When a module fails, the system enters a degraded state. If the modules can be
assumed to have independent failure rates, at least from the healthy state, then the failure
rate is the product of the module failure, λm, and the total number of modules in the system:
3Pλm in Fig. 5.14. A degraded system might then be repaired, for example during scheduled
maintenance or, in the case of more electric aircraft, as needed – e.g., between flights before
the next departure. Additionally, if the degraded state requires surviving modules to carry
a greater proportion of the load, as is the case with active redundancy, the failure rate of
modules operating in the degraded system, λd, may be greater than the nominal λm. This
consideration will be discussed further in Section 5.4. Finally, if F is then the level of
redundancy built into the system, i.e. the number of modules failures that can be tolerated,
then when F + 1 modules have failed, the system has failed.
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In systems with a more nuanced level of redundancy, Markov reliability models are a
useful analysis tool. Consider the case where the inverter array is paired with a high-power
motor in an open-winding configuration [174]. The loss of a module in any of the phase-legs
could then be compensated by the remaining modules within that phase-leg, by modifying
the current vectors supplied by the other two phase-legs, or a combination of both that
minimizes the overall increase in losses. In such a system, the failure rates of each phase are
coupled, and the full system must be derived. This type of configuration is shown in Fig. 5.15
for P = 6 and F = 3, where analysis has already become quite complicated – especially since
failure rates are adjusted according to each degraded state (λd1, λd2,...). Here, the stochastic
matrix, Γ, can still be derived by hand as equivalent states have been reduced to the form as
shown. However, for the 1 MW-scale targets for more electric aircraft, many more paralleled
modules may be required; an array constructed from the modules in Chapter 2 would require

Pmin =

⌈
1 MW

3 · 18.9 kW

⌉
= 18, (5.15)

where Pmin is the minimum paralleled modules needed in a phase-leg. As the number of
redundant module, F , increases, so does the number of possible degraded system states.

While a closed form expression for Γ may still be possible, and brute force methods
present a path forward for these advanced systems, the following study instead focuses on a
subset of configurations pertinent for extant development. In particular, a standard machine
configuration is assumed: a single set of three phase terminals with the motor in a delta or
wye configuration. In this way, power to each phase is only supplied by modules within
a single phase-leg. This section also assumes fuses or other trip mechanisms can isolate
individual failed modules, and do so with perfect coverage. Finally, module failure rates are
assumed to be independent across phases, allowing the system reliability to be inferred from
the per-phase reliability. In other words, the failure rate of a phase-leg is first calculated via
a simplified Markov reliability model, and the system failure rate (i.e., a failure in any of the
three phases) will thus be a factor of three greater.

Four such configurations are considered: active redundancy and cold standby, both with
and without maintenance. These latter cases incorporating maintenance are a touchstone of
the modular design in earlier chapters, and the overarching approach of this work: instead
of designing a single, high-power converter through the use of fewer, high-current power
modules like those in Chapter 1 – the failure of which may be catastrophic or otherwise
hard to service and repair – swappable yet high-performance modules proposed in this work
provides an alternative paradigm. Indeed, sufficient reliability for future vehicles might be
attained through occasional service, just like replacing a spark plug in a car or a pitot tube
in an aircraft.
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In each configuration, the stochastic matrix Γ takes the form

Γ =


0

0
PminλdF

0 0 0

A

, (5.16)

where the block matrix A is specific to each configuration and λdF is the failure rate of the
degraded state just before the failed state. Each of the following configurations will describe
a three-phase array comprised of Pmin + F paralleled modules.

5.3.1 Active Redundancy without Maintenance

F + 1 F F − 1 . . . 1 0

(Pmin + F )λm (Pmin + F − 1)λd1 PminλdF

Figure 5.16: Markov reliability model for a phase-leg implementing active redundancy.

Active redundancy is the configuration where all modules within a phase-leg are energized
and sharing the total load. This means that the failure rate of the healthy phase-leg is
a product of the module failure rate, λm, and the total number of modules (Pmin + F ).
While the efficiency might be improved through reducing power (and possibly loss) in each
module, this increased failure rate is a caveat and should be considered as part of the system
optimization. A model of an irrepairable phase-leg with active redundancy is shown in
Fig. 5.16. Here, and in all of the following models, 0 represents the absorbing, failed state.
This system is described by a diagonal transition matrix, where the only non-zero terms lie
on the diagonal and superdiagonal:

A =


−(Pmin + F )λm (Pmin + F )λm

−(Pmin + F − 1)λd1 (Pmin + F − 1)λd1

. . .

−(Pmin + 1)λd(F−1) (Pmin + 1)λd(F+1)

−PminλdF


(5.17)

5.3.2 Cold Standby without Maintenance

Cold standby is a configuration where redundant modules are only energized once a failure
in the phase-leg is detected. Note, for an inverter array comprised of FCML modules, this
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F + 1 F F − 1 . . . 1 0

Pminλm Pminλm Pminλm

Figure 5.17: Markov reliability model for a phase-leg implementing cold standby.

likely requires an additional breaker or switch mechanism to connect each spare as needed
– though the exact implementations of this device are not considered here. A model of an
irreparable phase-leg with cold standby is shown in Fig. 5.17. Again, there is a single path to
the absorbing state that passes through the same number of intermediate, degraded states
as the active redundant configuration. However, it is apparent that failure rates remain a
constant product of Pmin and the module failure rate λm. While this is, at first glance, an
advantage over the active redundant configuration, the nominal module failure rates may be
different in the two configurations as the individual load per module is reduced in the active
redundant case. Like the active redundant case, this system is also described by a diagonal
transition matrix, where the only non-zero terms lie on the diagonal and superdiagonal; here,
λdF = λm to remain compatible with (5.16):

A =


−Pminλm Pminλm

. . .

−Pminλm Pminλm
−PminλdF

 (5.18)

5.3.3 Active Redundancy with Maintenance

F + 1 F F − 1 . . . 1 0

(Pmin + F )λm

µ

(Pmin + F − 1)λd1

µ

PminλdF

µ

Figure 5.18: Markov reliability model for a repairable phase-leg implementing active redundancy.

In the active redundant configuration proposed above, each module failure would bring
the system closer towards a terminal failure. This may be an accurate model if the array
were installed on a vehicle in a location that was difficult to access, or if the modules were
so tightly integrated that replacement is impossible. But this is a potential caveat to any
designs using power modules, where assembly and integration is a one-way process. However,
if the inverter array is designed using the methodology in this work, repairs can be carried
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out as needed or when otherwise convenient to provide a significant benefit to long-term
system reliability.

A repairable, active redundant system is shown in Fig. 5.18. Here, the repair rate µ is
used to represent the frequency at which the system can be repaired – for instance, every
12,000 miles (converted into hours) or at an annual tune up. This could also represent the
mean flight length if, in the case of an aircraft, service is performed immediately once the
flight has safely landed and passengers have deplaned at the destination airport. Note that
the approach most likely to be taken would be to restore the aircraft to the healthy state;
there is a transition path from all degraded states to the healthy state. This is also visible
in the block matrix A below, which otherwise maintains much of the structure of (5.17).
Additionally, the failed state remains an absorbing state; this is retained to represent the
catastrophic failures (e.g., loss of vehicle) that result in irreparable system damage.

A =


−(Pmin + F )λm (Pmin + F )λm

µ −(Pmin + F − 1)λd1 − µ (Pmin + F − 1)λd1

. . .

−(Pmin + 1)λd(F−1) − µ (Pmin + 1)λd(F−1)

µ −PminλdF − µ


(5.19)

5.3.4 Cold standby with Maintenance

F + 1 F F − 1 . . . 1 0

Pminλm

µ

Pminλm

µ

Pminλm

µ

Figure 5.19: Markov reliability model for a repairable phase-leg implementing cold standby.

The repair structure introduced above can also be applied to the cold standby configu-
ration, as illustrated in Fig. 5.19. The corresponding definition for A is likewise similar to
(5.18), and λdF = λm similarly asserted.

A =


−Pminλm Pminλm

µ −Pminλm − µ Pminλm
. . .

−Pminλm − µ Pminλm
µ −PminλdF − µ

 (5.20)
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(a) Active Redundant State Probabilities for P=6, F=3 with λm = λd1 = 10−6 [h−1]

(b) Active Redundant State Probabilities for P=9, F=6 with λm = λd1 = 10−6 [h−1]

Figure 5.20: State probabilities over time using (5.21) and Γ from (5.17).

5.3.5 State Equations

To find the probability πk(t) that the inverter array is a given state k ∈ [F + 1, F, ..., 1, 0] at
time t, the Kolmogorov forward equations are first written in matrix form:

∂

∂t
π(t) = ΓTπ(t) where π(t) =

[
πF+1(t), πF (t), . . . , π1(t), π0(t)

]T
(5.21)

From here, analytical solutions may be derived, or an ordinary differential may be used. For
instance, ode45 in MATLAB was used to generate Fig. 5.20. Here, π0(t) is the probability
that the array has failed at time t. As the plots show, the state likelihood tends to progress
through the degraded states over time, though a rapid progression to the failed state is
possible – however unlikely. Thus it is apparent that increasing redundant modules from
F = 3 in Fig. 5.20a to F = 6 in Fig. 5.20b reduces the likelihood of an early system failure.

Addition of further redundant states will asymptotically decrease the overall system fail-
ure rate, and it is useful to characterize the trade-off between the number of redundant
modules and the total number of modules. While the plots in Fig. 5.20 are useful for devel-
oping an intuition of how the system reliability evolves over time, deriving the mean time to
failure of the system (MTTFS) as these parameters are varied provides greater insight into
design trade-offs. The mean time to failure of the system is defined as:

MTTFS =

∫ ∞
0

1− π0 =

∫ ∞
0

F+1∑
k=1

πk (5.22)
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Although numerical integration of (5.21) will provide this asymptotic solution, the steady
state value can also be determined by applying the final value theorem to the reduced system
(less the absorbing states). The exact methodology is described in detail in Section 11.5 of
[177], while the approach is only summarized here as follows:

ATπT (t) =
∂

∂t
π(t) Remove absorbing states from Kolmogorov equations. (5.23)

ATΠT (s) = sΠT (s)− π(0) Take the laplace transform. (5.24)

ATΠT (0) = 0 ΠT (0)−


1
0
...
0

 Apply the final value theorem (s = 0). (5.25)

πT (0) = A−T


−1
0
...
0

 Invert square matrix A and solve for ΠT (0). (5.26)

These steps can be concisely written for the three-phase array under each configuration as:

MTTFS =
1

3
sum{A−T [−1, 0, ..., 0]T}, (5.27)

where A is defined in Section 5.3.1 through Section 5.3.4. Recall that the division by three
in this expression arises by treating failures in each phase-leg as an independent process and
considering that the array reliability has a series structure consisting of three such processes.
Note also that the −1 in (5.27) is due to the fact that all systems will start in the healthy
state, i.e. πF+1(t = 0) = 1; the negative sign is due to the application of the Laplace
transform and final value theorem.

5.3.6 Power Density trade-off

The addition of any extra modules to improve system reliability will impose a power density
penalty since each addition adds more mass and volume. A corresponding power density
penalty, or PDP , can be defined based on the ratio of the minimum number of modules
necessary to deliver the required power to the total number of modules in the system:

PDP =
Pmin

P
=

Pmin

Pmin + F
(5.28)

While the addition of other hardware needed, e.g., for cold standby, might introduce further
unaccounted for mass and volume into the system, this ratio provides a sufficient first-order
scaling law for comparing trade-offs between power density and reliability.
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Figure 5.21: A phase-leg of the three-phase, 3-level ANPC for illustrating switch count per module.

5.3.7 Case Study: 1 MW Array for Electric Aircraft

To demonstrate the implications of this section, the trade-off between power density and
system reliability is examined for a 1 MW inverter array with application in electric aircraft
propulsion. Given the hypothesis that multiple, paralleled modules will be able to address
power density and reliability simultaneously, this case provides an opportunity to examine
how the module of Chapter 2 with a measured power density might scale to meet the needs;
no additional assumptions or scaling laws are required, as would be the case for a lower-power
application.

As discussed previously, arriving at reference individual failure rates is difficult because
they depend tremendously on the specific design and indeed manufacturing process, quality
control and so on. There is, however, reasonable reporting on engine shutdown rates, as
well as other system architecture studies that try to peg the range of an inverters failure.
Instead of arbitrarily choosing one of these numbers, or others out of a handbook, inverter
failures (λ = 8.6 × 10−5) for high-power systems provide a reasonable range to assign for a
full inverter system failure [233].

Additionally, instead of applying these failure rates directly to the array designs, this
section pursues a comparative analysis. Here, the failure rate of 8.6 × 10−5 is applied to
the 1 MW inverter design from [50], a three-level ANPC topology. A schematic for a single
phase-leg for this converter is shown in Fig. 5.21, where it is seen to have six total switching
devices. For simplicity of the comparison in this subsection, methods of failures involving
the filters or dc bus capacitance are considered to be beyond the scope of this study. This
way, the switch failure rate of the three-phase ANPC, λsw, can be approximated as

λsw ≈
8.6× 10−5

3× 6
. (5.29)

As discussed in Section 5.2, the dominant building block of the modules proposed in this
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Figure 5.22: Module series reliability structure, dominated by the switching cell failure rate.

work are the switching cells. If design of these switching cells can become as robust as those
used for the switches in the ANPC modules, a constraint on the switching cell failure rate,
λsc, may then be asserted: λsc = λsw for the purposes of this study. The switching cell is
likewise the dominant contribution to the module failure rate, as illustrated in Fig. 5.22. In
this way, a comparative failure rate for the modules, λm, can be defined as

λm = (N − 1)λsc =
(N − 1) 8.6× 10−5

18
. (5.30)

The results of this study are plotted in Fig. 5.23. To scale the design of Chapter 2 to
1MW, a minimum of 18 paralleled inverters is required per phase-leg – as shown derived in
(5.15) – and up to twice that number was considered for phase-leg redundancy. The power
density penalty, PDP , is plotted in blue against the left axis of Fig. 5.23. Here it can be seen
to geometrically decay, and naturally falls to 0.5 for the case considering 2Pmin redundancy.
Model results for the MTTFS of each of the four cases from Section 5.3.1 through Section
5.3.4 are also plotted against the right axis, normalized to the three level ANPC benchmark;
a higher value is better, where a value of 1 means the configuration is on par with the
benchmark.

For the irrepairable cases, the additional modules do improve reliability. However, there
are diminishing returns for the active redundant case, as the increased failure rate from more
modules counteracts gains due to extra modules. The cold standby case performs better,
and will continue to trend linearly upward; however, the extra modules needed would make
the system impractical from a power density point of view.
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Figure 5.23: Reliability and power density of a 1 MW array with various levels of redundancy.

The repairable systems provide a much different outlook. Here, the repair rate was
assumed to be every aircraft “A-Check.” Schedules vary with different airlines and manufac-
turers, but these regular maintenance checks occur roughly every 500 flight hours [234]. In
both cases, only a moderate sacrifice in power density – about 80% of the nominal design –
would be required to meet comparable reliability targets as the ANPC using this standard.
However, referring back to figure Fig. 2.23a, for the current design, there is ample overhead in
the power density of the proposed design to accommodate this trade-off, as well as penalties
from other ancillary hardware necessary for this redundancy.

5.3.8 Aircraft Availability

While the examples above demonstrate how redundancy can drastically improve system
reliability against catastrophic failures by incorporating a fixed repair rate, it is unlikely
that airline operators will continue to fly an aircraft with a known failure between scheduled
maintenance. It is more likely that the airline would service the aircraft as soon as the
failure occurs. Indeed, a major benefit of the proposed modular design is that individual
inverter modules might be easily swapped as needed. As such, aircraft availability may be
the better metric. If a repair or replacement is made as soon as possible once a failure is
detected, leading to a mean down time (MDT) between normal operation, availability may
be approximated as:

Availability ≈ MTTFS

MTTFS + MDT
=

1/(Pλm)

1/(Pλm) + 1/µ
(5.31)

For example, considering regional flights of more electric aircraft, µ ≈ 1/5 hr-1 if flight
durations of up to two hours comprise the bulk of segments, and a few additional hours are
considered for service once the flight has landed. Using λm as defined in Section 5.3.7, and
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P = 22 corresponding to the break-even MTTF from Fig. 5.23, a comparison may be made
for designs of different level count. For instance, while a 10-level FCML using 200 V devices
was considered in this work, a 5-level converter using 650 V devices may also be an appealing
design candidate. Although several metrics will likely differ between the designs, the change
in availability could be a significant consideration:

Availability10-level =
1057

1057 + 5
= 99.5% < Availability5-level =

10579
4

10579
4

+ 5
= 99.8% (5.32)

5.4 Chapter Remarks

The chapter began by presenting methods for robust and rapid ac-side short-circuit fault
detection and mitigation for the FCML inverter. An experimental platform was used to ver-
ify this fault mitigation on both even- and odd-level converters operating at high switching
frequency. Additionally, models from [200] were applied to show that while some converter
designs can provide adequate headroom to implement short-circuit protection, others that
solely target extreme power density may push critical detection and mitigation times beyond
the coverage of realizable implementations. However, this may be improved with modifica-
tions to design parameters, e.g., increasing the flying capacitance or output inductance, using
higher voltage transistors or decreasing the rated current. Future work on practical applica-
tions of the FCML should consider these concerns as an integral part of the design process
to balance performance with robustness.

Similarly, the second section also indicated that derating switching devices and capacitors
can allow for coverage of certain component level failures. While additional detection and
mitigation systems beyond what is presented in this work would be required, some aspects of
cell-level redundancy – especially in the case of paralleled switches – could be implemented
in future work.

Although the introduction to this chapter also made a point to emphasize that Arrhenius
relationships cannot be the sole approach for reliability-based design, there is often a strong
correlation between loss (and therefore temperature) in many power electronic systems [187].
For cases where a correlation between the operating point and resulting change in failure
rates is known or informed by physics of failure, π factors or coefficients on the nominal
failure rate may be used [235]:

λ = λ0πUπI , πT (5.33)

where λ0 is the nominal failure rate, πU is a voltage-dependent coefficient, πI scales based
on a current-dependence, and πT represents the affect of operating temperature.

The Arrhenius model is typically used to describe πT :

πT = e

(
Ea
kB

(
1

T0

−
1

Td

))
(5.34)
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Figure 5.24: Temperature-dependent failure rate coefficient, πT , for the high-k ceramic capacitors
considered in this work.

where kB is the Boltzmann constant, T0 is the comparison temperature, Td is the operating
temperature and Ea is an “activation energy” describing the dependence. For instance, for
the ceramic capacitors used in this work, Ea can be as low as 1.19 eV [236] or as high as
1.96 [185], though it generally lies between 1-2 eV [237]. The corresponding πT is plotted in
Fig. 5.24 for a T0 of 85°C. Here it can be seen that operating at a higher temperature (e.g.,
100°C) could lead to a failure rate an order of magnitude higher than nominal. This has
implications in the λd described above in the active-redundant case: if the surviving modules
in a given phase need to increase output power (and therefore losses), but maintain the same
cooling performance, reliability – at least of the capacitors – will be further degraded.

While the physics of failure for gallium nitride devices is still somewhat nascent, there is
indication that a similar activation energy associated with off-state voltage may exist [196].
If such a correlation is significant, the associated πT could also be a relevant metric at the
design stage: choosing higher level counts would reduce the nominal off-state voltages of
each device, while maintaining level count and choosing higher voltage rating devices might
similarly provide a reliability boost.

As it were, the notion of reliability-driven design for these high performance applications
is still evolving. For instance, while [238] developed a comprehensive reliability model of
a more electric aircraft power system, the data was largely based off of MIL-HDBK-217F.
Although this has been a standard reference of failure rate ranges for many years, a recent
movement in the research community has denounced the accuracy of such methods and
generally calls for more nuanced approaches [239, 240]. Indeed, the goal of the last section
of this chapter was to do just that – though of course, some simplifications did need to be
made to keep the model tractable for this work. For instance, the exact failure rate used is
based on an assumption of electronics performance and notably carries with it a high level of
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uncertainty. However, considering shutdown rates of extant engine technologies are on the
order of 10−6 [17], the framework provides a reasonable starting point for these estimates.

As vehicle concepts continue to evolve, system level design choices will also provide a
better understanding of the reliability needs of the drivetrain. For instance, designs with
distributed electric propulsion in electric aircraft spread the overall vehicle thrust across
many propulsors – compared to the typical two for extant commercial aircraft. If each
propulsor has a separate inverter system, the reliability target for that inverter becomes a
function of the aircraft configuration, e.g., how many propulsors must remain operational
and the extent at which flight surfaces can be trimmed to compensate for those that are
inoperable [241, 242].

Finally, depending on the exact motor implementation, both topology and array con-
struction may be revisited to enhance reliability. For instance, multiple coil sets [227] or
phases [157, 243] can provide an additional degree of freedom. If the coil sets of surviving
phases can withstand temporarily greater output power, then what was lost from a module
failure could be compensated by increasing output power across other windings to reduce
the effects of the loss. Better yet, machines with independent or open-windings can provide
a further degree of freedom in the event of a module or even phase failure [174, 244]. For
example, an open-winding machine could be driven by an FCML on one side of the coil and
a low-frequency bridge (i.e., an unfolder) on the other side. In this way, the same number
of levels could be generated – but with fewer components, leading to a potential decrease in
failure rates. Furthermore, the loss of a phase in this configuration could be compensated
with compensation applied to the remaining, independent windings. As designs for future
electric powertrains are still in early stages, consideration of nuances like these before in-
tegration activities take place can extend concepts presented in this chapter to produce a
high-performance and high-reliability design.
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Chapter 6

Future Work & Conclusion

This brief chapter concludes the thesis by reviewing some possible next steps and remaining
open questions for further work. Although some of the following will be more mundane tasks
or simple experiments only requiring more time and manpower, other ideas will need a bit
more thought and analysis. It is the intent that this brief list may inform or motivate future
work to improve the solutions in this work to progress beyond the results presented in the
previous chapters.

6.1 Extended Component Characterization

Although noted in the concluding remarks of Chapter 2, the value of experimental compo-
nent characterization in informing optimal converter design is worth further emphasis. This
work was fortunate enough to benefit from prior work on characterization of several promis-
ing types of capacitors [78] and several gallium nitride transistors [77]. However, as many
advances in converter performance are due to newly released components, and corresponding
models that describe their behavior, an investment in a sustaining characterization effort can
keep the loss models and design constraints at the forefront of the technology. Additionally,
test fixtures for characterization are valued research projects within themselves, [77, 78, 95,
245]; any further improvements to repeatability and incorporation of new part numbers and
operating regimes are likely to be as well received as the measurements themselves. Finally,
this performance characterization effort can be coupled with a reliability characterization
effort to gain insight on the long-term behavior of these new devices. Long-duration, burn-
in tests across varied environmental conditions can be automated once the test stand is
designed, and can provide valuable data and insights when designing for reliability.

6.2 Advanced Gate-Drive Techniques

As discussed in Chapter 2, this work employed a simple yet somewhat legacy method to
supply isolated voltages and gate drive signals to each of the floating switches. This circuitry,
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Figure 6.1: Highlight of the large area occupied by the gate drive circuitry in this work.

originally shown in Fig. 2.2, is highlighted in Fig. 6.1. From the figure, it is apparent that the
gate drive occupies a large footprint. Fortunately, by using any of the techniques presented
in [83], both the component count, cost, area and mass can be approximately halved by
eliminating the isolated power supply chip in each switching cell of this work. This can lead
to an improvement to improving volumetric power density by 10-20%. However, it is worth
noting that the series string of bootstrap connections in these designs may have reliability
implications: a failure of any cell in this chain will likely lead to module failure, and thus
merits further study in critical operating regimes.

Implementation of newly developed gate drivers for wide-bandgap devices will also allow
for enhanced performance across the operating space, as well as a new means for estimating
converter health [246]. For instance, the programmable drive strength of these new drivers
could be coupled with adaptive dead-time to tailor switching to varying operating conditions,
even on the scale of a fundamental period. At light load, or anytime during the line cycle
around the zero-crossing, current flowing through the converter is low and may not fully
soft-charge in the way described in Chapter 2. In these low-current regimes, overlap losses
would already be negligible, so a lower drive strength and increased dead-time could be used
to slow turn-on and minimize risk of shoot-through and detrimental overshoot. Conversely,
when heavily loaded or at the peaks of the line cycle when at least half of the converter is soft-
switching (assuming an inductive load), drive strength could be increased and dead-times
reduced to switch devices as fast as possible. Indeed, an initial implementation of adaptive
dead-time over a line cycle alone showed an improvement of 0.05% for the converter of this
work during low power tests. However, this modest improvement will scale with overlap
losses – which Fig. ?? showed are significant at high power.

At the same time, these new drivers will be among the first allowing for integrated,
bidirectional signal transmission; drain-source voltage measurements and fault states in the
floating voltage domain can be read back to the controller. As the off-state drain-source
voltage is defined by the adjacent flying capacitor voltages, the sensing in these new drivers
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can enable robust estimation of flying capacitor balancing without the need for additional
digitization and isolated sense circuitry. Furthermore, much like the fault detection methods
in Section 5.1 could rapidly detect a fault at the ac output, these drivers could conclusively
detect faults at the switching cell and alert the controller mitigate the failure instantaneously,
without delays associated with the detection methods discussed.

6.3 Validation of Sense and Measurement Schemes

Gain Selection

DC Midpoint

Switched Node Sensing

Instrumentation

Amplifier

ADC

Figure 6.2: Instrumentation amplifier used to capture the high-frequency and high-dynamic-range
waveform at the switched-node of the FCML. Gain can be toggled between 1 and 2 to enhance
resolution near zero-crossings or at low modulation.

The high effective output frequency provides many advantages, but also introduces a
significant measurement challenge at the output of the converter. This is further complicated
at high dc bus voltages and output powers, where the output voltage and current both extend
across a significant dynamic range. Measuring the switched-node is particularly useful, as
it can be used to determine the state of the flying capacitors; since this voltage represents
the systematic series connection of the various flying and dc bus capacitors, the respective
voltages can be determined by measuring the output voltage and switch state over a series
of switching actions [247, 248]. Yet, due to the interleaving effect of the PSPWM (see
Section 1.3), there is no minimum pulse-width constraint on this waveform (a zero pulse-
width occurs when D/(N − 1) is an integer), while the maximum pulse-width is at most
half of the effective switching period. For a 1 MHz effective output frequency, this means
the pulse-width available for a measurement is at most only 500 ns. Therefore, more than
having a high bandwidth, the analog front end for this measurement must have a very fast
settling time such that the output of the sensing circuit is representative of the true switched
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value by the time it is sampled. In the proposed voltage-sense circuit of Fig. 6.2, the settling
time was simulated to be on the order of 300 ns. From initial experimentation with sensing
this voltage, one approach to ensure a sample is valid was to first start a 300 ns timer
after any gate transition. If another switch transition occurred before the time limit, the
sampling process was reset. However, if the timer was able to complete, an analog-to-digital
conversion is started. Finally, if the conversion finished before the next switch transition,
the measurement and corresponding switch state are recorded for use in the estimation
algorithm. Otherwise, the sample is discarded and the sampling process restarts.

For a 2 MSPS sample rate, this means two samples (one each at the high and low value
of the switched node) are possible per period for effective duty ratios between 0.3 and 0.7.
Future work may leverage this framework, but should closely study and empirically verify the
implications of this irregular sampling strategy. Likewise, the noise-immunity of the circuit
in Fig. 6.2 should be verified and possibly improved (e.g., with common-mode filtering or a
different instrumentation amplifier implementation) when operating at high-voltage.

In addition to the switched-node, the output inductor current ripple is also at the ef-
fective switching frequency. While high-current sensors are available in bandwidths up to
1 MHz (e.g., the ACS733 current sensor discussed in Section 5.1), even higher bandwidth is
needed if current-mode control is to be implemented at the switching frequency. Although
[173] demonstrated closed-loop, three-phase array operation with current bandwidths below
100 kHz, high performance machines and control techniques may require output bandwidths
in excess of this figure. If such high control bandwidth is indeed needed, a new design from
[249] has demonstrated measurement capability of currents from dc to 35 MHz with high
common-mode rejection. As this sensor required custom magnetics, such a measurement
system should be considered in tandem with the magnetics design of the output filter to
make the most efficient use of space.

6.4 Online Health-Monitoring

Switched-observer-based fault detection [250–252] was originally intended to provide online
health-monitoring as part of this work; measuring incipient faults due to degraded component
health is a hallmark of the switched-observer approach and would suit the applications
targeted in this work. However, the issues with sampling described above extended to this
aspect of the project as well. In particular, the switched state-space model used in the
prior works does not extend well to the modulated FCML. Specifically, as the duty cycle is
modulated across the fundamental line waveform, operating points near the zero minimum-
pulse-width (when D/(N − 1) is an integer) mean the converter spends an infinitesimal
duration in the respective states – purely as a consequence of the PSPWM. If the observer
(and relevant state measurements) are sampled on the time-scale of the switch carrier counter
(i.e., every 5 ns for the 200 MHz system clock used in this work), the state error tracks
correctly. However, if either the measurements or the observer are “undersampled,” i.e., to
the degree at which the physical system may be realistically sampled (e.g., at 1 MHz – or
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Figure 6.3: Current amplifier for the LMT01 temperature sensors on the modules in this work.

200 times slower than the physical system is stepped), the model error rapidly diverges –
even in the absence of a fault. Further exploration of the switched-observer sampling may
lead to a solution, but it is likely that other methods surveyed in Section 5.1 or [253] can
provide more appropriate alternatives for the FCML.

Temperature estimation is also a useful means to evaluate component health [254]. As
such, 16 discrete LMT01 temperature sensors were also included in the bill of materials
for each module in Chapter 2. These two-wire sensors output a pulse-count modulated
current between 35 µA and 125µA depending on the temperature they sense. When one
terminal is supplied by a voltage source, the other terminal can drive a voltage across a high-
impedance sense resistor to communicate this temperature measurement to a microcontroller.
Unfortunately, these current levels are particularly low, and the signal is highly susceptible
to noise. Indeed, all measurement functionality was lost when operating the modules above
200 V. Therefore, the single transistor amplifier in Fig. 6.3 was designed to provide a current
gain of 36 – resulting in a signal between 0.2 mA to 4.5 mA. Further testing on prototype
hardware is required, but simulations show this to be a promising solution for incorporating
temperature telemetry to the local controller feedback. Furthermore, if these temperature
sensors can be made dependable, less time will be required to fixture converter thermocouples
prior high power experiments.

6.5 Folded & Three-Dimensional Module Packaging

In addition to the vertical switching cell layout used in this thesis, and the lateral layouts
it was contrasted to in Chapter 2, more elaborate switching cell designs have been recently
proposed [61, 84]. These designs again leverage internal layers and blind or buried vias to
create advantageous commutation loop routes that continue to reduce parasitic inductances.
Additionally, they use lower-valued local bypass capacitors for the primary commutation
loop, while electrically-thin routing is used to locate bulk flying capacitance in a more con-
venient location adjacent to the switching-cell, illustrated in Fig. 6.4a. Direct implementation
of these new concepts can help clear out space around each transistor that is currently re-
served for the large flying capacitors. This can simplify and improve thermal management;
if the large capacitors can be moved away from the transistors, the post on the bottom of
the heat sinks in Chapter 3 could be eliminated – allowing for a mechanically-robust and
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(a) Top view of a lateral layout with remote bulk capacitance.
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Figure 6.4: A conceptual illustration of how layouts that implement remote flying capacitance can
improve the routing of switching currents in a 9-level FCML.

higher-performance thermal interface.
This new concept, where bulk capacitance can be located a relatively remote distance

(several centimeters) from the primary switching cell commutation loop, permits other cre-
ative ideas. For instance, other high-frequency return paths could be optimally routed; in
addition to the parasitic inductance in each commutation loop, there is also a parasitic in-
ductance that extends the entire length from the dc terminals to the ac terminals, illustrated
in Fig. 6.4a. While energy stored in this inductance contributes to the drain-source overshoot
to a minor degree, it also represents the path in which switching currents filtered through
the output capacitance must return; this loop length is over 30 cm in the current design!
However, a folded design, where both the ac and dc terminals enter and exit at the same side
of the converter, can realize the same benefits of anti-parallel current routing demonstrated
in the electrically-thin switching cells. This is illustrated in the 9-level converter of Fig. 6.4b.
Current flows from the dc terminals on the top side of the board down through devices from
left to right, through the board, then right to left – ending at the ac terminals, also on the
left of the converter. This path cancels the flux along the long string of series connected
devices, while also creating a convenient connection of the output filter return, providing a
very low impedance path for switching currents.

Another notable aspect of this folded configuration is that a high level-count can be
achieved at half of the original converter length. This is more of a practical consideration
than one dictated by performance; with a physically long converter PCB like the one in
Chapter 2, it is easy to inadvertently flex the board while handling, reworking or installing.
Unfortunately, this increases the likelihood of cracking the ceramic capacitors or flip-chip
transistors which can lead to module failures. However, if the board aspect ratio and area
can be reduced through an alternative layout, these concerns can be mitigated.
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6.6 Improved Cooling and Integration

If liquid cooling does indeed represent the next iteration of thermal management for the
inverter modules presented in this work, the work of [135] can perhaps inspire how the full
array can be integrated into a drive system yet maintain the modularity and serviceability
emphasized earlier in this work. More elaborate cooling systems are also possible – where
Fig. 6.5 represents a concept in which a liquid cooling scheme for the inverters of this work
is combined with the motor thermal management system. As rendered, this configuration
might pose assembly and maintenance challenges – as the electrical and fluid ports are on
both sides of the converter. However, if the folded geometry above is instead used, a seamless
integration of both coolant and electrical connections could be devised.
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Figure 6.5: Conceptual mock-up of how the converter array of this work might be scaled and
integrated with the motor of [227]. In the rendering, a liquid cooling system and cold-plate is used
to cool the module versus the individual, air-cooled heat sinks presented in Chapter 3.

6.7 Coupled Inductors for Interleaved Modules

Although Chapter 4 showed that mismatch in current sharing between interleaved inverter
legs is expected to be minimal, a strategy that strictly enforces this policy will ensure a bet-
ter loss distribution. While closed-loop control could actively regulate individual converter
setpoints, integrating the magnetics of the output inductors across a single phase-leg could
accomplish this passively. For instance, in [255], careful design of a coupled inductor at the
output of an interleaved buck converter (topologically comparable to a 2-level inverter) en-
forced equal current sharing between the interleaved phases. Additionally, in [256] a similar
outcome was achieved with interleaved voltage-source inverters. Besides improving current
sharing, coupled inductors provide an opportunity to combine differential- and common-
mode filters into a single magnetic core, improving core utilization and reducing overall
mass. Indeed, [257] showed how a coupled inductor could be used to combine differential-
and common-mode filter for interleaved 3-level ANPC inverters.

However, much like the cascaded bootstrap, it is worth considering what implications
introducing this coupling among independent modules has on reliability. Specifically, if one
module fails short- or open-circuit, it would be preferable that this failure not propagate
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Figure 6.6: A root locus plot for the input-to-state transfer function for one of the flying capacitors
of the 10-level converter of this work, as the switching frequency is swept from 20 kHz to 115 kHz.
The arrows indicate the direction of the pole and zero movement as frequency increases, while the
colors indicate pole-zero pairs.

to other healthy modules. Furthermore, while better current sharing is expected to lead to
better current balancing, it is unclear how a coupled inductor between interleaved phases
will affect passive voltage balancing of the flying capacitors.

6.8 Modeling of Converter Dynamics

Modeling FCML converters remains a formidable challenge. While Section 2.3 discussed an
approach for evaluating behavior during converter startup, [116, 165, 204] all presented an
insightful model of FCML dynamics using a sort of averaged model built from the Fourier
synthesis of the switching functions for each cell. The states of this model are the flying
capacitor voltages and, although the primary application of this approach was to model the
input to state transfer function, it can likely provide other insights as well. For instance,
root locus plots were generated for each of the input-to-state transfer functions, with Fig. 6.6
showing the movement of pole-zero pairs as switching frequency is increased from 20 kHz (for
startup - see Chapter 2) to the nominal switching frequency of 115 kHz. This approach be
used to indicate at which operating points potential instability may arise (as right half-plane
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zeros approach the origin as frequency increases, indicated by the arrows). Additionally, the
natural frequencies and damping associated with each pole-zero pair accurately describes
the ripple present in flying capacitor voltage waveforms during simulation and operation.

6.9 Conclusion

As much of this chapter was spent highlighting the work yet to be done – and remarks were
made at the conclusion of each chapter – it is worth recounting the extent of work that
has been accomplished in this manuscript. At a basic level, this work produced the most
power-dense, sine-output inverter module (that did not resort to liquid cooling) of extant
architectures. Correspondingly, this work simultaneously achieved the high output power
and high efficiencies required for applications in electric vehicle propulsion. This involved
analysis and careful design of the thermal management system, as well as the careful test and
measurement of both the thermal and electrical performance. Later in the work, a scheme
to address scalability was proposed and demonstrated, validating the approach of initially
independent module design followed by scaling through paralleling. Finally, significant reli-
ability concerns pertaining to both the application and the chosen topology were addressed.
Consideration was given to both prevention of critical faults through design for reliability,
as well as active mitigation for protecting a converter when a fault has already occurred.
Future applications of the unconventional approach in this work will thus be well suited
for solving design challenges in electric vehicle propulsion – as well as any sector requiring
high-performance inverter systems.
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