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Abstract

Applications of Machine Learning for Character Animation

by

Stephen Wells Bailey

Doctor of Philosophy in Computer Science

University of California, Berkeley

Professor John Wawrzynek, Chair

An important goal of character animation is to create believable, life-like movements and
expressions. For film, artists spend significant amounts of effort to add sufficient complexity
to a character rig to enable believable and emotionally evocative performances. However,
once a complex character rig has been authored, an artist then needs to spend a significant
amount of effort to animate a character and bring it to life. For video games, mesh defor-
mations and geometry processing must be real-time, which affects the types of deformations
included in a character rig for an interactive application. As a result, video game charac-
ters tend to lack some of the sophisticated deformations and motions seen in film-quality
characters.

This dissertation explores applications of machine learning for improving the quality of de-
formations in real-time character rigs as well as applications to assist artists in producing
high-quality animations. We detail a deep learning-based approach to enable complex film-
quality mesh deformations to run in real-time for both a character’s body and face. Our
method learns mesh deformations from an existing character rig and produces an accurate
approximation using significantly less computational time. In addition to mesh deformations,
we present a statistical approach to synthesize novel animations from a collection of artist-
created animations. Thus, single-use animations for film can be leveraged for additional
applications. We also present a method for generating facial animation from a recorded
performance, which provides artists with an initial animation that can be fine-tuned to meet
stylistic and expressive needs.
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Chapter 1

Introduction

As computational power has steadily risen over the years, so, too, has the realism and com-
plexity of computer-generated scenes and animations. The complexity and computational
needs of techniques used by visual effects artists has kept pace with improvements in compu-
tation speed as summarized by Blinn’s Law, which states “as technology advances, rendering
time remains constant” [118]. For example, a single frame from a recent animated film could
range from several hours to several days to render on modern hardware. In 1995, Pixar’s
original Toy Story required similar render times on hardware from that time. However, if
rendered on current-day machines, the film would take a fraction of the time to render.

Although image rendering takes a significant portion of the computation time spent
generating a movie, other aspects of the film have grown in complexity as well. Character
mesh deformations, for example, have also become more computationally demanding over
the years. These mesh deformations are driven by character rigs, which controls how a
mesh is deformed according to a set of input parameters. As the detail and quality of mesh
deformations grow, so, too, does the complexity of the character rig.

At DreamWorks Animation, for example, character rigs were so complex that they were
unable to evaluate at interactive rates before the development of LibEE and Premo, their
current in-house animation software [153]. Previously, animators would enter numbers in a
spreadsheet and would wait for their workstation to compute the deformed mesh and update
a character on their screen at non-interactive rates. To keep up with the growing complexity
of character rigs, they developed their current software to utilize multi-threaded hardware on
high-end computing machines. As a result, animators are now able to adjust rig parameters
and see the changes in the deformed character mesh in real-time, which can increase their
productivity. Despite these improvements, artist still require a significant amount of time to
produce a high-quality character animation. For example, one artist might spend a week of
effort to author 5 to 10 seconds of animation for a feature film.

In contrast to film, character rigs for video games and real-time applications are not
nearly as sophisticated. These real-time rigs are designed for fast evaluation times and often
sacrifice quality and realism for speed. One popular rigging technique for real-time rigs is
called linear blend skinning. In this approach, a rig is defined by an underlying skeletal
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structure, and the mesh deformations are determined by the configuration of bones in the
skeleton. Each vertex in the mesh is then deformed through a pre-determined weighted sum
of the bone transformations. Despite the limitations of the types of deformations linear blend
skinning can achieve, it is still one of the more popular methods for real-time applications
due to its simplicity and speed.

1.1 Contributions

This dissertation explores two aspects of character animation: the computational cost of
evaluating film-quality character rigs and the labor cost of producing high-quality facial
animation. I propose methods based on recent trends in the field of machine learning that
significantly reduce evaluation times of mesh deformations as well as reduce the authorship
time of novel character animations. I make the following contributions:

• Fast mesh deformation approximations This work develops methods to reduce
the time required to compute mesh deformations for film-quality rigs. These methods
allows for better interactivity with character rigs during animation authoring and use
in real-time games and applications. I propose two separate approaches for approxi-
mating deformations for the body of the character and the face of the character. Both
approaches show significant improvements in rig evaluation time while preserving a
high level of accuracy in the deformation approximations.

• Repurposing existing animation for novel synthesis I propose a method for
automatically animating characters in real-time based on an existing corpus of artist-
created animation. This method allows film-quality animation to be repurposed and
reused for interactive animation while preserving the stylistic details that define a
character’s motion. I demonstrate this method through synthesis of expressive facial
animation of an animal character from film.

• Low-cost facial animation through performance capture This work develops
a method to animate a facial rig from a single camera recording of an actor’s facial
performance. This method works with artist-created facial rigs and can animate the
character with recordings captured with inexpensive webcams. This approach does not
require high-quality facial scans of the actor nor does it require the geometry of the
facial rig to match the shape of a recorded actor’s head.

1.2 Dissertation Outline

The goal of this dissertation is to apply machine learning techniques to improve the com-
putational time of character rigs as well as reduce the manual labor required to author new
character animations.
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First, in Chapter 2, I cover mesh deformations for the body of character rigs. Character
bodies are typically rigged through an underlying skeleton consisting of joints and rigid
bones. The deformed mesh is then defined as a function of the skeleton configuration. For
characters that feature sophisticated mesh deformations, significant computational power
might be spent preserving mesh volume when limbs move or generating skin wrinkles when
joints are bent. To compress this computation, I present a deep learning-based approach that
trains a neural network to approximate the mesh deformations from the original character rig.
The network learns a function that maps bone configurations to deformed vertex positions
in the character mesh. I evaluate the method on a set of complex character rigs used in
feature film production.

Next, in Chapter 3, I address the challenges of approximating facial mesh deformations.
The method for approximating body deformations relies on an underlying skeletal structure.
However, facial deformations are typically produced through skin sliding and muscle con-
tractions rather than bone movement. As a result, the body approximation in not suited
for producing facial deformations. Instead, I propose a method that maps vertex positions
to a 2D deformation map. I then construct a deep learning-based model consisting of both
dense layers and convolutional layers. This network approximates vertex positions through
deformation maps. In addition, I propose a coarse-to-fine approximation approach to fo-
cus computational effort on complex regions of facial meshes such as around the eyes and
mouth. I demonstrate the effectiveness of this approach on film-quality characters and show
that the model can reconstruct fine-scale facial details such as skin wrinkles while running
significantly faster than the original character rigs. There is also a beneficial side-effect
of approximating both body and facial deformations as neural networks. The trained net-
work parameters represent a compressed version of the character rig and can be shared and
evaluated independent of the original rigging software used to author the character.

A fast deformation approximation creates possibilities for new and interactive forms of
character control. In Chapter 4, I discuss methods for manipulating and posing characters
through both the fast body approximation and the facial approximation. For the body
approximation, I present an inverse kinematics (IK) method that works specifically for two-
bone limbs such as arms and legs. We implement this method on a mobile device and show
that our body approximation combined with this IK method is fast enough to run in real-
time on low-powered devices. Applying IK to a facial rig poses a challenge because facial
rigs typically do not contain bones.

In this case, IK approaches would compute the gradient of a control point on the mesh
with respect to the rig’s parameters. For film-quality characters, facial rigs execute custom-
written code, and gradient evaluation may either not be possible or prohibitively expensive to
compute in real-time. However, because the facial approximation is implemented as a neural
network, gradients can be readily computed through the model. Nevertheless, traditional IK
methods solve for rig parameters through iterative methods, but the gradient computation
through the approximation model is still too complex to evaluate multiple times per frame in
real-time. Instead, I propose a learning-based approach that approximates the IK problem as
a fixed-length feed-forward neural network. This solution allows for IK to run at interactive
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rates with the facial approximation model.
In addition to IK methods, I also present other methods to animate characters. Chapter 5

describes a method for synthesizing facial animations. In this approach, a system specifies
an emotional expression or a certain pose for a character, and this method synthesizes facial
motion to match the specifications. This method employs a nonparametric statistical model
that compresses existing artist-created animations into continuous low-dimensional latent
spaces. Animations can be created by defining a path through the latent space and then
mapping points along the path to facial poses on the character rig. By labeling different
regions of the latent spaces with specific emotional expressions, the system can produce
animation with specific emotions by generating a path through the corresponding labeled
region of latent space. I demonstrate this method through an interactive application in which
a character responds in real-time with various expressions based on a user’s input.

As one other method of character control, I present a facial performance capture method
in Chapter 6. Facial performance capture refers to methods that produce a facial animation
that matches a recorded performance of an actor. Typically, these types of methods aim to
morph a character rig to match the shape of the recorded actor. To match the geometry
of an actor’s head, expensive scanning equipment is often required. However, I propose an
approach that instead warps an actor’s recorded performance to match the appearance of
the character model, which avoids using any facial scanning equipment. I propose a deep
learning-based style transfer method to warp video frames in pixel space. To produce the
animation, I then utilize iterative inverse rendering techniques to deform the facial mesh to
match the appearance of the model in the style transferred image.

1.3 Statement of Multiple Authorship and Prior

Publication

Some of the research presented in this dissertation has previously been published as papers
in which I am the first author. Here, I acknowledge the contributions of my collaborators
who helped bring by research into its current state.

I completed the body approximation method [5], published in SIGGRAPH, while working
at DreamWorks Animation under the mentorship of Paul DiLorenzo. Both Paul and Dave
Otte helped me understand the complexity of production-quality character rigs, and they
helped identify the need for fast rig evaluation in film production.

The facial approximation method and the facial IK method [6], also published in SIG-
GRAPH, were completed with guidance from Paul DiLorenzo as well. In addition, Dalton
Omens collaborated in the core design of the method and assisted with the method’s imple-
mentation.

My work on facial animation synthesis through pre-existing artist-created animation [4] is
published in SCA. This work was also completed while I worked with DreamWorks Animation
under the mentorship of Martin Watt.
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My work on performance facial capture is unpublished. This research has been con-
ducted while working with Unity Technologies under the mentorship of Morten Mikkelsen.
The artists Ian Spriggs and Atri Dave have provided me with the character rig and facial ex-
pressions used in the work. Additionally, Sean Patrick Sherwin collected all of the recordings
used for my research.

Finally, my academic advisor James F. O’Brien provided valuable feedback on all of my
research projects detailed in this document.
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Chapter 2

Fast and Deep Body Deformations

2.1 Introduction

The level of detail that can be included in character rigs for interactive applications such as
video games and virtual reality is limited by computational costs. These types of rigs need to
run at interactive rates, and therefore need to be evaluated as quickly as possible. Because
of this limitation, real-time character rigs often lack a high level of detail. In contrast,
film-quality character rigs are not limited by hard computational constraints and their mesh
deformations appear more detailed and complex. Unfortunately, film-quality character rigs
are not suitable for real-time applications. A single film-quality rig might be able to run
at interactive rates on a high-end machine, but typically only after tremendous effort has
been spent to optimize the rig, parallelize its evaluation, and shift parts of the computation

1These images are Property of DreamWorks Animation L.L.C., used with permission.

Figure 2.1: Comparison of a deformed mesh using a fully evaluated rig, our fast deformation
approximation, and linear blend skinning. The meshes are colored to indicate the distance
error for each vertex compared with the ground truth mesh.1
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Figure 2.2: Our approximation method learns the deformation system of a character rig by
splitting the mesh deformation into a linear portion and a nonlinear portion. The linear
approximation uses rigid skinning, and the nonlinear approximation is learned from a set of
training examples generated from the original rig evaluation function.

to the high-end machine’s GPU. We would like to use these high quality rigs to increase
the detail of characters in interactive applications, particularly those running on modest
computing platforms such as mobile devices or game consoles. However, directly plugging
these computationally intensive rigs into an interactive application is generally infeasible.
The performance increases that come as hardware improves over time is unlikely to bring
film-quality rigs to real-time, because as performance improves, the level of complexity and
fidelity one expects in a film rig also tends to increase. Furthermore, many of these real-time
applications need to run on modest computing hardware such as phones or game consoles.
Assuming the application is run on a fully loaded high-end machine is reasonable for users
who are professional animators, but not for most other users.

To address this limitation, we present a data-driven approach to learn a computation-
ally less expensive approximation for character rigs. Our approximation method reduces
the computation enough to evaluate film-quality rigs in real-time on mobile devices. An
overview of the method is outlined in Figure 2.2. Most character rigs are designed with two
main components: a skeletal motion system and a deformation system [107]. The skele-
tal motion system is responsible for mapping the input rig parameters that specify a pose
to a configuration of the character’s skeleton which is composed of bones and joints. The
deformation system then maps the skeleton configuration to the final mesh geometry. The
deformation system determines how the character’s skin moves and includes effects such as
muscle bulging and and skin wrinkles. In most character rigs, the deformation computation
typically requires the most time and thus is a bottleneck.

We propose a method to approximate the deformation system faster than the original.
Given an input skeleton, our system can significantly speed up the overall rig evaluation
by dramatically improving the speed of the deformation system. Furthermore, our method
achieves a high level of accuracy such that errors are not visually apparent.
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2.2 Related Work

A common method for rigging a character involves first defining an underlying skeleton and
then deforming the character’s mesh based on the positions and orientations of the skele-
ton’s bones. One of the fastest methods to compute the deformation from the skeleton is
linear blend skinning or skeleton subspace deformation as described by Magnenat-Thalmann,
Laperrière, and Thalmann [102]. This method computes the deformation of a mesh from
a rest pose as a weighted sum of the skeleton’s bone transformations applied to each ver-
tex. Although linear blend skinning can compute deformations quickly, these deformations
can suffer from volume loss and the “candy wrapper” problem. Prior research has explored
methods to solve the shortcomings of linear blend skinning. Multi-weight enveloping [151]
addresses these problems by using using blending weights for each entry in the bone trans-
formation matrices, and the weights are automatically learned from example poses of the rig.
Quaternion-based methods [50], such as spherical blend skinning [67], are other approaches
that address the limitations of linear blend skinning without significantly increasing the
computational cost of the deformation.

Although linear blend skinning provides a fast method to compute mesh deformations,
there are some types of deformation that are challenging to express with this approach. For
example, skin slide, muscle bulges, and cloth wrinkles are difficult to achieve using only
linear blend skinning. These effects, however, can be achieved using additional skinning
methods at the cost of additional computation. Some of these methods include pose space
deformations [94, 135] and cage-based deformations [63, 64]. Realistic character deformations
can also be computed through physics-based approaches [25], and highly realistic results can
be achieved by accurately modeling the underlying anatomy of a character [89].

Skinning decomposition is the process of identifying bone transformations and bone-
vertex weights to best approximate a given animation with linear blend skinning. Proposed
solutions to the skinning decomposition problem provide a compressed representation of the
animation as well as an efficient method to play back the animation in real-time. Prior re-
search has explored methods to approximate arbitrary deformations [60, 68, 65, 85]. These
methods seek to fit a bone structure to a series of mesh animations and optimize the bone
influences for each vertex to best reconstruct the original animation. Alternatively, a vol-
umetric approximation can be fitted to an animation using sphere-meshes [139], and linear
blend weights can be quickly computed with respect to the underlying spheres. With these
methods, large animations can be efficiently played back using hardware acceleration, and
the deformed meshes can be stored in a compressed format given the fitted bone structure or
sphere-meshes. One drawback of these approaches is that new animations cannot be quickly
fitted to the rigs because the bones are optimized for a specific set of deformations. Further-
more, an animator would need to learn to use the fitted bone structure in order to author
new animations. Example-based skinning methods have been developed [109, 150, 33, 112]
that uses the original skeleton from a character rig. These methods use training examples
to learn a deformation model that can approximate mesh deformations given new skeleton
poses not seen during model training.
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A linearization method [66] computes deformations by adding virtual bones to approx-
imate nonlinear deformations in a character. This method utilizes the underlying skeleton
of a rig, which allows new skeletal motion to be easily applied to the rig. However, that
algorithm works only for deformations computed through a differentiable skinning technique
such as dual quaternion blend skinning. Our method, on the other hand, allows for more
general deformations and only assumes that the deformations can be computed as a function
of the character’s skeleton.

Because these skinning decomposition methods compute a compact representation of an
animation with bones using linear blend skinning, the deformation evaluation is fast and
efficient. However, editing the compressed animations can be difficult because the computed
bones are not organized in any meaningful hierarchy. Some work [126, 31, 49, 84] has
addressed this limitation by extracting a skeleton structure with joints while also computing
bone transformations and vertex-bone weights for an example animation. By providing a
hierarchical skeletal system, an animator can more easily edit an existing motion, but extra
computation would be required to fit the skeleton to a new animation of the same mesh.
These methods approximate mesh deformations when existing animations are provided with
or without an underlying skeleton. Our method, in contrast, approximates deformations for
a mesh without any example animations; however, it does require that the mesh have an
underlying skeleton. We use the underlying skeleton of a character rig without modification,
which lets an animator author new poses using the familiar original rig while benefiting from
our fast approximate evaluation.

All of these previous skinning decomposition methods seek to find compact representation
of an animation using bones with linear blend skinning. Because linear blending is fast,
the compressed animations can be computed quickly, but the limitations of linear blend
skinning can cause inaccuracies and undesirable artifacts. To improve the speed of linear
blend skinning, a sparseness constraint must be imposed on the vertex-bone weights. In some
cases where a vertex is influenced by a large number of bones, this sparseness constraint can
lead to large inaccuracies in the approximation. One proposed solution [86] to this problem
is to compress an animation with a two-layer linear blend skinning model, which accurately
reduces the computational cost of evaluating dense skinning weights.

Our approach is also based on decomposing a deformation with linear blend skinning. To
reduce the computational cost, we assign each vertex to a single bone, but to overcome the
limitations of this skinning method, we also propose an extra nonlinear step, which is modeled
as a function of all the bones that influence a vertex. Although our approach does require
more computation than a rig using linear blend skinning, we show that the deformations can
still be computed efficiently for real-time applications and that our approximation approach
can reproduce deformations to a high level of accuracy on film-quality rigs as seen in our
results.
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2.3 Method

The rig function r(p) maps a set of artist-level rig parameters, denoted with p, to a deformed
polygonal mesh. We follow a similar notation for the rig function as described in Hahn et
al. [47], and we assume that the rig function is a black-box. We further assume that the
topology of the mesh is constant for all possible parameters p, which allows us to express
the rig function as V = r(p) where V is a list of the vertex positions in the mesh. An
intermediate step of the rig function computes the skeleton S of a character. The skeleton’s
configuration is specified by a set of linear transformations and translations for each bone in
the skeleton. Specifically for a skeleton with m bones, S = [X1, t1,X2, t2, . . . ,Xm, tm] where
Xj is the 3 × 3 linear transformation matrix of bone j and tj is the translation of bone j.
The transformations and translations are expressed in a global coordinate frame. We further
assume that the rig function can be expressed as the composition of two functions: a skeletal
motion system mapping rig parameters to a skeleton and a deformation system mapping a
skeleton to vertex positions. The skeletal motion system is denoted by S = m(p), and the
deformation system is denoted by V = d(S). Composing these two systems, the rig function
can be expressed as r(p) = (d ◦m)(p).

Our method provides an approach to approximate the deformation function d(S) by
decomposing the function into two parts: a linear computation and a nonlinear computation.
The linear portion uses rigid rotations and translations to deform the vertices in the mesh
according to the bone transformations in the skeleton. This computation is fast, but the
resulting mesh is visibly different from the target mesh V = d(S). To correct this difference
the nonlinear component utilizes a universal function approximator to estimate the remaining
residual error between the mesh obtained from rigid rotations and the target mesh. The
nonlinear function approximator learns from a set of randomly generated skeletons and
corresponding deformed meshes that are computed offline using the rig function r(p).

Deformation Approximation

We view the rig function as a deformation applied to a mesh in some rest pose. This
deformation has linear and nonlinear components, and when combined the two components
fully describe the deformation applied to the mesh.

Linear Skinning

The linear deformation can be applied directly from the input skeleton by multiplying the
vertices in the mesh with the bone transformation matrices. In our skinning method, we
assign each vertex to a single bone where the vertex k is assigned to bone bk. Starting with
a mesh in a rest pose V0 and the corresponding skeleton S0, the linear deformation by a new
skeleton S for vertex k can be computed as

d̂k(S) = Xbk

(
X0

bk

)−1 (
v0
k − t0bk

)
+ tbk (2.1)
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where X0
bk

and t0bk are the transformation matrix and translation vector for bone bk in the
skeleton S0 of the rest pose, and v0

k is the position of vertex k in the mesh of the rest pose.
We assume that we only have black-box access to the deformation function, and we there-

fore cannot rely on information about the character rig to identify vertex-bone assignments.
Instead, we assign each vertex to a single bone that best explains the vertex’s deformation
across a set of example poses. The bone assignment bk is determined by selecting the bone
which minimizes the least squares error of the rigid transformation of the vertex by the bone.

The linear deformation is visibly different from the target deformation where ||d(S)− d̂(S)||2 ≫
0. We view this residual error as a nonlinear function, which allows for sophisticated stretch-
ing, compression, and volume preservation. These features cannot be handled by a linear
transformation alone.

Nonlinear Deformation

The residual d(S) − d̂(S) expresses the error in terms of the global coordinate system and
thus depends on global transformations of the skeleton. Ideally, we would like to express
the residual in such a way that the error for some vertex k is only affected by a local
neighborhood of bones in the skeleton. By representing the residual locally for each vertex,
the error function becomes easier to learn because the residual for each vertex no longer
depends on the transformations of every ancestor bone in the skeleton hierarchy.

To specify the residual locally, we define the nonlinear deformation function for some
vertex k as follows

fk(S) = (Xbk)
−1 (dk(S)− tbk)−

(
X0

bk

)−1 (
v0
k − t0bk

)
(2.2)

where dk(S) is the position of vertex k as computed from the original rig deformation func-
tion. This function removes the transformation of the rest pose from the vertex v0

k and the
transformation of the deformed pose from the deformed vertex dk(S). The difference of these
two positions gives us the nonlinear deformation of the vertex in the coordinate space of the
bone bk.

The deformation function can now be expressed as

dk(S) = Xbk

((
X0

bk

)−1 (
v0
k − t0bk

)
+ fk(S)

)
+ tbk (2.3)

We denote our approximation with model parameters θ as nk(S; θ) ≈ fk(S), and the de-
formation approximation d̃k(S; θ) can be expressed as the sum of the linear and nonlinear
functions

d̃k(S; θ) = d̂k(S) +Xbknk(S; θ) (2.4)

The optimal model parameters θ̂ are estimated by minimizing the squared error loss over a
set of n training examples

θ̂ = argmin
θ

n∑

i=1

∥∥∥dk(S
i)− d̃k(S

i; θ)
∥∥∥
2

(2.5)
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Instead of using one function approximator per vertex, we group the vertices into subsets
and train a function approximator that outputs each vertex in the subset. In order to take
advantage of the local deformation defined in f(S), we separate the vertices of the mesh
into subsets Pi based on the bones that they are assigned to such that Pi = {k | bk = i}.
By dividing the vertices into sets this way, the nonlinear deformations for vertices in set Pi

are defined in the same coordinate system, which makes the deformation function easier to
learn.

Implementation

Because the function fPi
(S) can be highly nonlinear, we need a model that is capable of

learning arbitrary continuous functions. Feed-forward neural networks are universal function
approximators [56] that can learn such functions. Given any continuous function, a neural
network of sufficient size can approximate the function arbitrarily closely. This property
thus makes neural networks good candidates for approximating the nonlinear deformation
component of the rig function.

In our experiments, we trained each neural network with two fully connected hidden
layers and a dense output layer. In the following section, we describe how we determine the
number of layers and the number of hidden units per layer. The hidden layers used the tanh
nonlinearity, and the output layer was a dense linear layer. Other activation functions such
as the rectified linear unit [41] could have been used, but we only evaluated tanh in our work.
We trained each network on inputs of the bone transformation matrices and the translation
vectors given in the frame of reference of the parent bone. The transformation matrix for
bone j with parent p is given as X−1

p Xj, and the translation vector is given as X−1
p (tj − tp).

The root bone is not provided as an input. In total, each bone contributed 12 inputs to the
neural network. The models were trained using the Adam optimization method [70] with
the following values for the parameters: α = 0.01, β1 = 0.9, β2 = 0.999, and ǫ = 10−8.

Model Sparsification

The method presented so far works well to approximate the nonlinear deformation func-
tion, but similar results can be achieved with less computation per neural network. We
can increase the speed of the approximation without significantly affecting the accuracy by
identifying and removing extra computations in the models. We explored four approaches
to reduce the size of the approximation model: reduce the size and number of the hidden
layers in each neural network, reduce the dimension of the inputs, reduce the dimensions of
the outputs, and reduce the total number of neural networks evaluated. Reducing the size
and number of hidden layers can be done empirically, and we found that two layers each of
128 nodes in each neural network worked well for our character rigs.

Feed-forward neural networks are composed of a series of dense layers where the output
xi+1 of layer i is used as the input of the next layer. The output for some layer i is computed
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as follows
xi+1 = f(Wixi + bi) (2.6)

where Wi and bi are unknown parameters that are learned when the model is trained. The
function f(x) is a nonlinear function applied element-wise to the components of the input
vector. The most time-consuming part of Equation 2.6 is the matrix-vector product Wixi. If
the matrix Wi is m×n, then the complexity of calculating the product is O(mn). Therefore,
to reduce the computational complexity of evaluating the neural network models, we need
to reduce the sizes of the weight matrices Wi.

Input Reduction

Evaluating the first layer of the network involves a large amount of computation because
the dimension of the input is large. For some set of vertices Pi, the nonlinear deformation
fPi

(S) is expressed locally with respect to bone i according to Equation 2.2. Because the
vertices Pi are primarily deformed by bones near bone i, this deformation function depends
only on the local bones near the vertices in this set and does not require all of the bones as
input. This invariance to some of the input bones is a direct consequence of the formulation
of fPi

(S) in a local coordinate space of bone i.
Assuming that we have access to the original rig function r(p) and the skeleton S = m(p),

we can identify which bones most affect the vertices in Pi. Starting in an arbitrarily selected
example pose p′, we perturb rig controls that affect the bones one at a time and record
which bones caused a change in the function fPi

(S). This process is repeated with multiple
example poses and with large perturbations to ensure that all bones affecting vertices in Pi are
identified. We define a subset of the skeleton SPi

as the set of all bones that influence any of
the vertices in Pi. We then use this subset of bones as the input to the model approximating
the nonlinear deformation function for these vertices. The rigs we tested contained between
100 and 200 bones. After reducing the number of input bones, each set of vertices tended
to have around 20 bones that contributed to their deformation. By using this reduced input
set, the computational cost of the first layer for each model can be significantly reduced.

Output Reduction

Next, we consider the size of the output layer. The output contains 3 values per vertex, and
for the rigs that we tested, there were on the order of hundreds of vertex positions that each
neural network approximated. Unlike the input layer, each dimension of the output needs
to be predicted. However, these outputs are highly correlated with each other. With this in
mind, we propose using a linear dimensionality reduction method to reduce the size of the
output. Our approach is similar to the approach used by Laine et al. [78] in which they use
PCA to initialize the final layer in their network to output vertex positions.

With the data used to train each model, we run PCA on each matrix V1...n
Pi

containing
all of the vertex positions for set Pi across all n poses in the training set. The matrix V1...n

Pi

is a 3|Pi| × n matrix where there are |Pi| vertices and n training examples. PCA gives us a
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transformation T that maps the set of vertex positions to a lower dimensional space. Next,
we need to determine how many principal components to use in the linear transformation
T. Keeping more components will increase the accuracy of the model at the cost of more
computation time. We decide the number of components to keep by finding the minimum

amount that keeps the reconstruction error
∥∥V1...n

Pi
−TTTV1...n

Pi

∥∥2

F
below some user-specified

threshold.
In our experiments, we found that keeping the average per-vertex distance error below

0.03 cm was sufficient to maintain the visual accuracy of the approximation without adding
too many principal components to the transformation. This threshold choice lead on average
to 20-30 principal components per model, which provided a reasonable balance between speed
and accuracy. Once we found the transformation T, we appended it to the end of the neural
network model as a final dense layer with a linear activation. When the model is trained,
the weights of this last layer are not optimized so that the transformation is maintained.

Model Count Reduction

One final approach to reduce the computation of the approximation is to reduce the total
number of neural networks in the approximation model. In our method as currently described
so far, one model is trained per bone; however, we found that some bones had few vertices
assigned to them. As a result, we were training some models to predict the deformation of
a small set of vertices. These neural networks can be removed, and their vertices can be
reassigned to other bones.

To remove networks approximating small subsets of vertices, we greedily removed the
bone with the fewest vertices assigned to it and iteratively recomputed the vertex subsets
Pi. We continued this process until the average vertex assignment error

e =
n∑

i=1

∥∥∥Vi − d̂(Si)
∥∥∥
2

F
(2.7)

grew larger than some pre-defined threshold. Before removing any bone, we recorded the
best average vertex assignment e0 error given by Equation 2.7. Next, we removed bones one
at a time. In each iteration, the bone with the fewest number of vertices was removed, and
the vertices assigned to that bone were reassigned to the next best bone that minimized the
error.

At each iteration, we recomputed the assignment error ei, and we stopped this procedure
when ei > τe0 for some scaling factor τ > 1. In our experimental rigs we found that values
of τ ∈ [1.1, 1.5] worked well. Higher values of τ will lead to fewer models that need to be
trained, but fewer models could lead to larger approximation errors. If a small value of τ is
chosen, then more models will be used, but the approximation errors will be smaller. Thus,
the choice of τ provides a trade-off between speed and accuracy in the approximation.
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Data Generation

The choice of training data is important for the rig approximator’s accuracy when run on
test inputs. Feed-forward neural networks do not extrapolate well from training data, and
therefore, the training data needs to span the range of all possible poses that could be
expected as inputs when the approximator is used. However, if the training set includes a
large range of motion with improbable poses such as arms rotated into the torso or body parts
stretched to twice their length, then these types of poses would represent large deformations
that the approximator would need to learn. As a result, the neural network would learn
these large deformations while sacrificing accuracy for smaller deformations. However, we
desire a high accuracy for these smaller deformations because they are more likely to be
encountered when the model is evaluated.

Here, we describe a method to create a data set that contains all of the probable poses
while avoiding poses with large deformations that are unlikely to occur in an animation.
First, we consider each joint in the skeleton independently. For each joint, we manually
identify a reasonable range of motion for the rotation and scaling. For example, we might
specify the range of the knee joint from 0 to 150 degrees. We define a range for each joint in
the skeleton and generate new poses by randomly sampling independently from each joint
range. Each value is sampled from a Gaussian distribution with 1.5 standard deviation
aligned with and scaled to the specified range. Specifically for some rig parameter with a
range [a, b], the parameter values are drawn from the following Gaussian distribution:

N (0.5 · (a+ b), 1.5 · (b− a)) (2.8)

We re-sample values that lie outside of the range [a, b]. This sampling method ensures that
the full range of motion for each joint is contained in the training set. Samples near the
ends of the range of motion occur in the data set less frequently. If we assume that poses
near the ends of the joint range create poses that an animator typically will not use, then
because there are fewer of these examples in the training set, the approximator will focus on
learning the deformations near the middle of the range of motion.

Our sampling method creates poses that globally appear invalid. Because our approx-
imation method learns deformations locally, the global appearance of the character is less
important than the local deformations around the joints of the character. Because each joint
is sampled within the user-defined range of motion, meaningful local deformations of the
mesh are contained in the samples, and our approximator can accurately learn from these
example poses. Figure 2.3 shows several examples of poses generated by our method.

Other sampling methods could be used where appropriate. For example, a character that
has a walking mode and flying mode that it switches between could use bimodal sampling.
Additionally, semantic knowledge about how a character moves could be used for customized
sampling. If example animations for the character are available, then supersampling methods
could be used [55] to generate example poses similar to the animation.
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Figure 2.3: Example poses of Po and Shifu created by our data generation method. The
poses do not look like anything an artist would create, but the local deformations of the
mesh are still meaningful.1
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Table 2.1: Statistics of the approximation models trained for the character rigs.

Tigress Shifu Astrid Po
Vertices 16,206 14,706 168,635 13,800

Character Height 182 cm 86 cm 194 cm 191 cm
Models 67 73 45 40

Avg. PCs used 22.6 19.5 24.5 29.7
Avg. input bones 26.9 22.3 14.6 57.75

Model memory size 11.5 MB 10.7 MB 67.5 MB 27.5 MB

2.4 Results

We are interested in two key aspects of our deformation approximation: model accuracy and
model speed. Model accuracy is important because we want to minimize the visual differences
between the approximated mesh and the original deformed mesh. If the approximation
is noticeably different than the original, then this method might not be suitable for all
applications. The speed of the approximation is also important. On the rigs that we tested,
our method took significantly less time to evaluate the rig compared with the original rig
function. With a fast rig approximation, a highly complicated character can be evaluated
at interactive rates even on low-end machines and mobile devices. See the accompanying
video2 for animation examples.

We approximated the deformation functions of four film-quality character rigs: Po, Shifu,
and Tigress from Kung Fu Panda 3, and Astrid from How to Train Your Dragon 2. All of
these character rigs were originally optimized to run on high-end machines. Table 2.1 shows
the size of the models trained for all four rigs including the total memory required to evaluate
the approximation models. In all of the approximators, we used two nonlinear hidden layers
with the tanh activation function, and each hidden layer consisted of 128 nodes. We found
that generating between 10,000 and 20,000 example poses was sufficient to train accurate
approximation models for each rig.

Model Accuracy

To evaluate the accuracy of our models, we measured the average per-vertex distance error
of the approximated mesh as well as the largest single vertex error. We are interested in the
largest error because even if the average error is small, a single misplaced vertex could create
undesirable results. For each character, we evaluated a walk-cycle animation and computed
the errors across all frames of the animation. The approximation errors are reported in
Table 2.2. Figure 2.6 shows the distribution of vertex errors for each walking animation.

2http://graphics.berkeley.edu/papers/Bailey-FDD-2018-08/Bailey-FDD-2018-08.mp4
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Figure 2.4: Side-by-side comparison of the ground truth mesh (left) and the approximation
(center). The vertices of the approximated mesh are colored to indicate the per-vertex
distance error (right). Errors above and below the range of the scale are clamped to the
ends of the color range. All distances are measured in centimeters.1

From these plots, we observe the number of vertices falls off roughly exponentially with the
distance error.

Figure 2.4 shows a side-by-side comparison of the mesh generated through the full rig
evaluation and the approximated mesh for a frame of Astrid walking. Our method does not
handle facial animation, and for each tested animation, we turned off all face controls. A
region with large error in the approximation is found in the middle of Astrid’s skirt. The
deformation of this area is controlled by both legs, which appears to cause some inaccuracy
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Figure 2.5: Side-by-side comparison of the ground truth mesh (left) and the approximation
(right) for a frame of the dynamic motion of Tigress. The most noticeable difference is the
shape of the stretched leg.1

Table 2.2: Mean and max approximation errors for each model tested on a walk cycle.

Tigress Shifu Astrid Po
Mean error 0.087 cm 0.016 cm 0.104 cm 0.143 cm
Max error 2.78 cm 1.10 cm 2.16 cm 4.80 cm

in the approximation.
We additionally evaluated our method on more dynamic motions that contain poses near

the edge or beyond the range of motion that the approximation models were trained on.
We tested animations of martial arts moves for both Shifu and Tigress. The mean and max
errors are presented in Table 2.3, and the distribution of errors is shown in Figure 2.7. We
found that the largest errors tend to occur in the legs during kicking motions. Specifically,
the legs are stretched beyond what the approximator was trained on. Because the model
did not learn from example poses with a large amount of stretch, it fails on this particular
pose from the animation. However, because the error is still small relative to the scale of the
character and because the leg is stretched for a brief, dynamic moment, the approximation
error is barely noticeable when viewing the animation. Figure 2.5 shows the results of our
approximation on a frame of animation with the stretched leg.
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(a) Tigress (b) Shifu

(c) Astrid (d) Po

Figure 2.6: Log histogram plot of the distribution of per-vertex approximation errors for the
walk cycle animations. All distances are measured in centimeters.

Table 2.3: Mean and max approximation errors for dynamic animations tested on the Tigress
and Shifu rigs.

Tigress Shifu
Mean error 0.208 cm 0.041 cm
Max error 19.17 cm 8.14 cm
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(a) Tigress (b) Shifu

Figure 2.7: Log histogram plot of the distribution of per-vertex approximation errors for the
dynamic animations for Tigress and Shifu. All distances are measured in centimeters.

Comparison

We compare our approach with linear blend skinning (LBS) and the rotational regression
(RR) method of Wang, Pulli, and Popović [150]. Like our algorithm, these two other methods
can approximate the deformation function given any possible input pose. Thus, we can
directly compare the accuracy of our approximation with these two methods.

For LBS, we estimate the bone weights for each vertex using example-based skinning
decomposition [109]. We do not add any additional bones to the skeleton when we solve for
the vertex weights. We experimented with many different values of the sparseness constraint
K, which determines the total number of joints that can influence each vertex.

The rotational regression method described in Wang, Pulli, and Popović [150] approx-
imates the deformation gradients of the triangles in a character’s mesh. Their model uses
linear regression to approximate deformation gradients from bone transformations. In their
method, they only used at most two bones to approximate the gradients. However, we found
that using only two bones was insufficient to approximate the deformations of our character
rigs. We thus show results with the original method using K = 2 bones per triangle and
with the method using K = 15 bones to approximate the gradients. To achieve the most
accurate results, our implementation does not include the reduced formulation presented in
their work.

In Figure 2.8, we show a comparison of deformations approximated with linear blend
skinning, rotational regression, and our method. We show the deformations using LBS
computed with different values of K ranging from K = 1 to K = m where m is the total
number of bones in the skeleton as well as RR using the original K = 2 as well as K = 15
bones as inputs. Visually, we can see that our method outperforms LBS and RR for this
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(a) LBS K = 1 (b) LBS K = 5 (c) LBS K = 10 (d) LBS K = 15

(e) LBS K = m (f) RR K = 2 (g) RR K = 15 (h) Our Method

Figure 2.8: Our method compared with linear blend skinning using at most k bone weights
per vertex and rotational regression using K = 2 and K = 15 input bones per deformation
gradient. The deformation errors are denoted by the vertex color. Gray indicates no error
while red indicates large error. The wire-frame of the ground truth mesh is rendered on top
of each image to help visualize the errors.1

example pose. For LBS with K > 1, the deformations suffer from significant volume loss in
the legs and the arms. In our method, this volume loss problem is not apparent, and the
approximated deformation is closer to the original mesh than any of the meshes generated
with LBS. In the case of K = 1 (Figure 2.8a), volume loss is not seen in the deformation
because no transformations matrices are blended together. However, most of the errors occur
from the vertices moving tangentially to the surface of the target deformation as shown in
Figure 2.9. This type of error in the deformation would cause undesirable stretching and
distortion of any texture applied to the mesh.

We further compared our method with LBS and RR for each walking and kungfu ani-
mation. In Table 2.4, we present the average approximation errors for all of the animations
using our method compared with the other methods. Our algorithm learns from a separate
training set described in Section 2.3 while LBS and RR are trained on the same animation
on which the errors are measured, a situation which benefits LBS and RR in the comparison.
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(a) LBS K = 1 (b) Ground Truth

Figure 2.9: Side by side comparison of LBS with K = 1 (left) and the target deformation
(right). Although the shape of the meshes appear similar, the vertices in the LBS deformation
are moved tangentially along the surface, which can cause undesirable effects when applying
textures to the mesh.1

Table 2.4: Mean approximation errors, measured in cm, and enveloping errors (EE) using our
method compared with linear blend skinning (LBS) with K = 4 and K = m and rotational
regression (RR) using the original choice of K = 2 as well as K = 15 input bones. The
comparison is shown for all of the test animations with all of the rigs. EE is defined in
Equation 2.9.

Our Method LBS (K = 4) LBS (K = m) RR (K = 2) RR (K = 15)
Mean EE Mean EE Mean EE Mean EE Mean EE

Tigress Walk 0.085 18.47 0.365 85.51 0.079 20.29 0.188 37.07 0.063 11.78
Tig. Kungfu 0.207 21.35 0.788 65.12 0.640 52.75 1.052 86.95 1.033 84.85
Shifu Walk 0.015 6.88 0.171 57.58 0.061 19.83 0.145 38.62 0.110 26.85

Shifu Kungfu 0.043 17.55 0.331 66.71 0.283 59.19 0.349 56.93 0.336 52.85
Po Walk 0.143 19.03 0.307 51.02 0.155 23.01 0.321 41.03 0.163 23.46

Astrid Walk 0.104 21.53 0.270 62.35 0.116 30.41 0.279 66.74 0.257 64.44
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Following Wang, Pulli, and Popović [150], we also compute the envoloping error (EE)

EE = 100
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is the function that rigidly transforms the rest pose vertex position by the single best bone
that explains its deformation. The envoloping error measures only local errors as opposed
to global errors. We present the average error and the enveloping error for each animation
using each approximation method in Table 2.4.

For each animation, our method is more accurate than LBS with both K = 4 and
K = m. Furthermore, our method is more accurate than rotational regression in each
tested animation with the exception of the walk cycle for Tigress when K = 15. The mesh
deformations on the characters we tested have regions where the vertex positions depend
on more than two bones such as in the hands and in the torso, and our results show that
rotational regression performs better when more bones are provided as input. In Astrid’s
mesh, there are many small, unconnected meshes such as the spikes in her skirt. No vertex
on these meshes can be accurately placed using rigid skinning with a single bone, which
the rotational regression method relies on. Thus, the error from the rotational regression
approximation is clearly visible as seen in Figure 2.10.

We did not compare our deformation approximation with skinning decomposition meth-
ods that add bones to a character rig. Skinning decomposition methods solve the problem of
optimally fitting bones to a mesh when an existing animation is provided. The advantages
of these types of methods are that they can have arbitrarily high accuracy when reproducing
the example animations [66] and that they can play back the example animations at a fast
rate. Our method, in contrast, solves the problem of approximating mesh deformations given
a character rig with an existing skeleton but without any example animations. Because of
the difference in the type of problem that our method solves and the type that skinning
decomposition methods solve, we do not compare our approach with these algorithms.

Model Speed

As seen in Table 2.5, the run-time of our approximation compared to the run-time of the
original rig evaluation demonstrates the computational savings that can be achieved with
our method. To train our models, we used Theano [138] in a Python environment. Once the
models were trained, we evaluated them in our own multi-threaded C++ implementation.
During training and testing, we use only the CPU to evaluate the networks. We found that
running the models on the GPU was slower than the CPU. This slower performance is caused
by the models having large inputs and outputs compared to the size of the hidden layers in
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Figure 2.10: Close-up of Astrid’s skirt for the original mesh compared with our method,
LBS, and RR. Our method more accurately approximated the vertices on the skirt. LBS
produced visible errors in the middle of the skirt because those vertices cannot be placed
accuratly as a linear combination of the bones. RR produced visible errors because the spikes
on the skirt are separate meshes and cannot be placed accurately because RR relies on rigid
skinning to fix the location of at least one vertex in each mesh.1
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the network. Thus, most of the time spent evaluating the network on the GPU was spent
transferring data.

The training time for each approximation model took approximately 2-3 hours with the
majority of the time spent evaluating the original character rig to generate the training data.
Once trained, we evaluated the speed of the model by measuring the evaluation time through
the model for a single input pose. Multiple input poses can be passed into the model for
a single evaluation, which would utilize matrix-matrix multiplications through the neural
network as opposed to matrix-vector. Evaluating the model with multiple input poses would
have a faster run-time per input compared with evaluation on poses one at a time. This speed
increase comes from matrix-matrix multiplication running faster than separate matrix-vector
multiplications for each input when using highly optimized linear algebra packages.

Despite the performance gains from evaluating multiple input poses simultaneously, we
timed the approximation models evaluating inputs one at a time to demonstrate the appli-
cability of our method for interactive applications. In Table 2.5, we compare the run-time of
our method with Libee [153], a highly optimized, multi-threaded rig evaluation engine, on
four different character rigs. All of the character rigs have been optimized to evaluate as fast
as possible in Libee. Because our method approximates only the deformation system of the
character, the times we report from Libee are measured by the difference in time between
when the rig evaluation starts and finished all computations for the deformation system.
We present times for running the rig evaluation in both parallel and single-threaded imple-
mentations. We ran our experiments on a machine with an Intel Xeon Processor E5-2690
v2 running at 3.0GHz with 10 cores and 92GB of RAM. In both cases, our approxima-
tion method outperforms Libee by up to a factor of 10. The largest performance gains are
observed when comparing the parallel implementations.

In addition to Libee, we compare our method with the weighted variant [76] of pose space
deformation [94]. Like our method, PSD can be used to add a corrective offset to overcome
the limitations of linear skinning. To compare the timing of our method with WPSD, we
replace the neural networks in each nonlinear deformer and use WPSD to predict the same
vertex offsets given the same input bones from the skeleton. We test WPSD using 10, 50,
and 100 example poses from the test animations. The timing results using WPSD as well
as the timing results evaluating the linear only skinning are shown in Table 2.5. Although
the timing of our method is comparable to WPSD using 100 example poses, we would like
to point out that the speed of WPSD depends on the number of example poses.

Our method provides a fast approximation to the deformation system, which allows a
high-quality character rig to be evaluated in real-time on a low-end system or even a mobile
device. To demonstrate our approach, we implemented the approximation on an iPad and
evaluated both Astrid’s and Po’s character rigs on the device. Table 2.5 shows the timed
results on the iPad. For both rigs, our approximation runs faster on the mobile device
compared with the full evaluation of the deformation system running in parallel on a high-
end machine using Libee.
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Table 2.5: Timing comparison in milliseconds for the deformation systems of the characters
evaluated with Libee and our approximation using both a parallel implementation and a
single-threaded implementation as well as the timing for the approximation run on a mobile
device for the Astrid and Po character rigs. We also provide timing for WPSD using 100,
50, and 10 example poses and timing for the linear only skinning. The timings for the iPad,
WPSD, and linear skinning are all evaluated on a parallel implementation on the CPU.

Tigress Shifu Astrid Po
Libee serial 65.2 ms 43.1 ms 142.5 ms 89.6 ms

Our approx. serial 10.6 ms 10.2 ms 62.0 ms 9.8 ms
Libee parallel 20.6 ms 8.7 ms 32.8 ms 28.2 ms

Our approx. parallel 2.7 ms 1.5 ms 7.7 ms 2.2 ms
iPad N/A N/A 28.6 ms 7.7 ms

WPSD 100 1.5 ms 1.5 ms 9.0 ms 1.4 ms
WPSD 50 1.0 ms 1.0 ms 7.6 ms 0.9 ms
WPSD 10 0.7 ms 0.6 ms 6.7 ms 0.6 ms

Linear only 0.5 ms 0.4 ms 3.2 ms 0.4 ms

2.5 Discussion

We have presented a method that can accurately approximate mesh deformations for film-
quality character rigs in real-time. Our method relies on defining the deformations in a local
coordinate system to reduce the complexity of the nonlinear deformation function that we
approximate. We use deep learning methods to learn these deformations and are able run
the approximation in real-time.

Limitations

Our method assumes that mesh deformations are a function only of the skeleton. However,
character rigs for feature films may have additional deformations that rely on rig parameters
that are not associated with bones. Currently, our approach is unable to learn these types
of deformations, but the algorithm we have described can be modified if the additional
rig parameters influencing these deformations are given as inputs to the approximation.
Additionally, because our method only computes the approximation per pose, it cannot
handle dynamics or non-deterministic behavior. Approximating these types of behaviors
could make for an interesting extension to our method.

Deformations of a character’s face is an example of deformations that rely both on bone
transformations and additional rig parameters. In film-quality rigs, the face is animated
with high-level artistic controls. Unlike the deformations on a character’s body, the face
deformations rely mostly on the high-level controls rather than the underlying skeleton.
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This difference would create a significant problem when directly applying our method to
approximate the face. If our method were used to approximate the face deformation, the
vertices on the face would be assigned to a small set of head bones that do not explain
most of the deformation of the mesh. Furthermore each vertex might be affected by large
number of rig parameters, which leads to a high-dimensional input for each vertex. Because
the input dimension would be large and most of the facial deformation would need to be
learned, training an approximator with our deep learning method would be challenging.

Linear Component Alternatives

From Figure 2.8, we can see that the approximation grows closer to the original mesh as
K increases. Because LBS can be computed quickly, our method could compute the linear
deformation component from Equation 2.1 using some K > 1, and this would reduce the
residual error that the nonlinear function approximators need to learn. However, we found
that in practice using a larger K does not have a significant visual impact on the results.

Delta Mush [104] is a type of deformation that aims to preserve the volume of a deformed
mesh. Additionally, Delta Mush can easily be applied to a character rig without requiring
any fine-tuning. Although this method is not a linear deformation, by preserving volume,
Delta Mush could bring the deformed mesh closer to the target deformation. As a result,
the remaining nonlinear deformation could be easier to learn and could be approximated
with smaller and faster neural networks. Using Delta Mush as an alternative for the linear
component of our method could be an interesting area of exploration.

Nonlinear Component Alternatives

Although pose space deformation can approximate mesh deformations faster than our method
if sufficiently few example poses are provided, the quality of the approximation depends
heavily on the selected poses. We found that using poses generated from our training set
described in Section 2.3 as example poses for PSD does not result in an accurate deforma-
tion approximator. Better results could be achieved by manually selecting example poses to
ensure a more accurate approximation. Our method, in contrast, is able to learn an accurate
approximation from this randomly generated dataset.

Potential Applications

Our method can be combined with other approaches that can provide a character skeleton in
real-time to create interesting real-time experiences. For example, motion capture recordings
can be used to drive a character’s skeleton, and our method can use the skeleton to compute
the final deformed mesh of a character. Furthermore, prior research has explored animation
synthesis techniques. Motion graphs [74] can be used to synthesize controllable animation
at interactive rates. The animation generated by this approach is a sequence of skeletons,
which our method can use to compute a character’s mesh deformation. Other synthesis
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methods use generative models such as Gaussian processes [43, 148, 92] or deep learning
models [53, 52]. All of these motion synthesis methods output bone positions and rotations
for a character, which form the inputs to our method. Because character skeletons can be
generated using many different techniques, our method can readily be applied to the outputs
of these synthesis algorithms to animate a film-quality rig in real-time.
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Chapter 3

Fast and Deep Facial Deformations

3.1 Introduction

Character facial rigs for video games and other real-time applications are often controlled
by sets of bones or blendshapes. Although these rigging methods can be computed quickly,
they generally sacrifice fine-scale details for speed. Expressing nuanced deformations with
these real-time rigs is challenging and often requires additional computational layers added
to the underlying rig. Some such additions for increasing the level of detail in the mesh

1These images are Property of DreamWorks Animation L.L.C., used with permission.

(a) Ground Truth (b) Refined Approx. (c) Coarse Approx. (d) LBS Approx.

Figure 3.1: Side-by-side comparison of facial mesh deformations using our coarse and refined
approximations as well as an approximation generated by linear blend skinning. The most
noticeable difference, shown on the second row, is observed around the nasal region of the
mesh.1
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deformation include pose space deformations [94] and wrinkle maps. However, despite these
improvements, the level of detail in film-quality facial rigs is noticeably better when com-
pared with real-time rigs. Because these rigs are not constrained by real-time requirements,
artists can utilize more computationally expensive deformations to achieve sophisticated and
detailed results.

Facial rigs for film require a significant amount of computation to create realistic and
expressive mesh deformations. When evaluated on a high-end machine, these facial rigs
might run at a rate of only 10-30 FPS, and would run even slower on consumer-level devices.
Furthermore, animation studios typically develop in-house rigging software on which their
characters are developed. These rigs are limited to their custom animation engines, and
porting a character for use outside of the in-house software can be challenging and time-
consuming. Thus, due to computational limits and portability, film-quality characters are
rarely used outside of the film for which they are designed.

Recently, Bailey et al. [5] proposed a method to approximate body deformations of film-
quality character rigs. However, their method relies on an underlying skeleton to approximate
the deformations. Unlike body rigs, facial rigs do not have an extensive skeletal structure
that can be utilized for the deformation approximation. To overcome this limitation, we
propose a novel method for approximating deformations of facial meshes. Our approximation
accurately computes deformations of the facial mesh, including skin, mouth interior, teeth,
and other structures. Our approach uses convolutional neural networks (CNNs) to take
advantage of the types of deformations found in facial meshes. The method computes the
deformation in three separate parts: a coarse approximation, a refined approximation, and
an approximation for rigid components of the mesh. Our method preserves high-frequency
detail in the mesh (Figure 3.1) while running up to 17x faster than the production rigs that
we tested.

Furthermore, we implement our approximation model in TensorFlow [105], an open-
source machine learning library, which allows the facial rig to transcend the proprietary
limitations of the original rigging software used to author the character and allows the
model to be deployed on a wider variety of devices and applications. In addition, the rig
approximation can easily be evaluated on both the CPU and the GPU without any additional
effort.

3.2 Related Work

Facial deformation systems for animated characters vary widely in their methods and com-
plexity. Often, facial models combine multiple deformation methods to achieve their final
result. One of the simplest and fastest ways to compute deformation is from an underly-
ing skeleton. Skeleton subspace deformation (SSD) [102], also called linear blend skinning
(LBS), is popular due to its simplicity and speed. Due to the well-known shortcomings
of SSD, like the candy-wrapper effect, improvements have been investigated such as multi-
weight enveloping [151] and dual-quaternion skinning [68] which improve the quality without
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noticeably impacting the evaluation speed. While this class of methods is often used as the
base deformation system for a character’s body, it is often combined with other methods to
rig a character’s face. A more common approach for a facial deformation system is blend-
shapes [117, 116, 72] which linearly combine a set of artist-created facial expressions. This
method is also fast to evaluate but is too limiting by itself for film-quality character rigs that
could require hundreds of blendshapes to be keyed every frame in an animation. Another
approach to construct a facial model is through physically-based deformation for better re-
alism and ease of generating realistic poses [132, 29, 58]. In complex facial models, all of
these techniques and others may be combined which generally results in a high cost and low
evaluation speed.

For real-time applications, it is necessary to construct a facial deformation model which
preserves detail without incurring too great a computational cost. One approach [11] utilizes
pose-space deformation [94] in a hybrid approach which computes the base deformation using
SSD and learns a model to compute high-fidelity, nonlinear details, like wrinkles, which
are applied on top of the base. For efficient computation of physically-based deformation,
Hahn et al. [45] improves on rig-space physics [47] for real-time results on production-quality
character rigs. These approaches are sufficient in achieving high performance for the systems
they are built upon, but we seek to find an efficient representation for an existing high-quality
rig, whose deformation model may be slow to compute on lower-powered hardware without
needing to optimize the complex character rig.

There exist many different approaches to approximate an existing deformation model
given a set of example poses. A goal of most of these approaches is to construct a more
computationally efficient representation of the deformation function. One of the skinning
decomposition methods [85] finds the bone transformations and skin weights for a skeleton
subspace deformation model given a set of example poses. Similarly, Le and Deng [84] also
finds a SSD representation of the deformation, but organized in a skeletal hierarchy for
easier animation afterward. Feng, Kim, and Yu [33] learns a skinned mesh via SSD from
example data in order to animate with control points. Because a bone-based deformation
system is not the best way to represent facial deformations, these methods alone are not
suitable for our purposes. Sphere-Meshes [139] decompose a mesh animation into a set
of animated spheres, which can be keyframed afterwards for animation. This approach is
also unsuitable for high-quality character animation due to the difficulty of representing fine
details. Specifically targeted at facial animation, Li, Weise, and Pauly [97] and Neumann
et al. [115] learn new parametric rig models like blendshapes from example poses. Garrido
et al. [37] create facial rigs based on statistical models such that the appearance of the rig
closely matches the appearance of a recorded actor. All of these methods learn a completely
new rig representation with different controls than those present in the original rig. Our goal
is to approximate an existing facial rig and maintain the same controls so an artist would
not have to re-learn the control parameters.

Past research that attempts to approximate an existing rig function often assumes an un-
derlying blendshape model [129] or an underlying skeletal structure, while our method does
not make such strong assumptions about the facial rig. EigenSkin [75] efficiently computes
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high-fidelity nonlinear deformation on GPU via an error-optimal pose-dependent displace-
ment basis constructed from example meshes. This method assumes an underlying SSD
representation of a given rig and uses it in its computation. Mohr and Gleicher [109] learns
an augmented SSD skinning model with additional joints from an existing SSD rig. The
work of Bailey et al. [5] assumes an underlying skeleton and uses the skeletal deformation
as a base on which a fine-detail nonlinear displacement is overlaid. In this chapter, we learn
a deformation model without the assumption of a skeletal system, which is appropriate for
complex facial rigs.

In order to support inverse kinematics (IK) for a facial rig in real-time, an efficient
and accurate inversion of the rig function is necessary to compute character poses given
a set of constraints. Due to the complexity of facial rigs, traditional solutions for the IK
problem, which has been well-studied [21, 124, 113, 157, 40], are not easily applicable to
film-quality facial models due to the requirement of a differentiable rig function. There is
existing research in computing blendshape parameters from landmarks [162, 11, 93], but
our work seeks to allow for the inversion of an arbitrary black-box rig function. Prior work
has explored solutions to this problem. Xiao et al. [159] utilizes an iterative optimization
approach; however, their method is not entirely rig-agnostic as it is designed to optimize
the inversion of a pose-space deformation rig. Holden, Komura, and Saito [52] successfully
inverts a black-box rig function using two nonlinear methods: Gaussian process regression
and feed-forward neural networks. In contrast, our approach uses deep-learning methods
to approximate the original rig function. Due to the neural network, the gradient of the
rig function can be estimated through the rig approximation, which can then be used to
estimate the inverse rig function.

Recently, deep convolutional methods have been developed for data-driven mesh regres-
sion problems. These methods utilize the power and flexibility of deep neural networks for
applications ranging from facial reconstruction [34] and facial animation [78] to cloth simu-
lation [61]. One way to apply CNNs to meshes is by defining mesh convolution operations.
Litany et al. [99] introduces graph convolutional autoencoders, while Ranjan et al. [122] uses
a similar idea to generate 3D faces. MeshCNN [48] defines specialized convolution and pool-
ing operations on triangle meshes. Because our applications are centered around efficiency,
using these mesh convolutions would be too computationally expensive. Traditional CNNs
operate on 2D images and feature maps. In order to reconstruct 3D deformations using these
models, a mapping must be created between the feature map space and vertex positions.
Masci et al. [106] and Boscaini et al. [14] apply convolutions to a mesh by parameterizing the
mesh around a small local area. Sinha, Bai, and Ramani [134] applies CNNs by projecting
a mesh onto a spherical domain then “cutting up” the projection. Other works [77, 34, 61]
use texture (UV) maps to map the vertex positions to 2D space. In this way, the networks
learn to predict 2-dimensional feature maps but they represent 3-dimensional coordinates.
Convolutional neural networks have seen success in prior work due to the spatial coherence
of vertex positions being preserved in transformed space. Previous work has generated UV
maps from perspective projections [34] or scans [61, 77]. Because our work assumes a com-
plete character rig, we use a UV map created by an artist to compute vertex positions from
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Figure 3.2: Diagram of the approximation model. Rig parameters are used as input to
convolutional networks which generate a deformation map for each mesh segment. Vertex
offsets are extracted by bilinear interpolation of the deformation map at each vertex position
in texture coordinate space. These offsets are added to the neutral pose to reach the desired
deformation. For the refinement model, only a subset of the total active vertices is used.1

a 2D feature space.

3.3 Facial Approximation

Given a character’s facial rig with a polygonal mesh, letV denote the set of vertex coordinates
in the mesh with |V| = n vertices. Let p represent the rig parameters of the characters,
and let V = r(p) be the rig function that maps the parameters to a deformed mesh. Our
method focuses on approximating this rig function r(p).

Our approach utilizes artist-created texture coordinates U ∈ R
n×2 of the facial mesh.

The approximation relies on convolutional neural networks, which generate deformation
maps given input rig parameters. The deformation maps are sampled at texture coordinates
to approximate vertex positions in the mesh. Many parameters for a facial rig deform
local regions of the mesh, and the rig parameters can be viewed as local operations on the
mesh. By design, a CNN performs local computations on a feature map. Assuming that
the local information in a mesh is preserved in the texture coordinates, a CNN is ideal for
approximating the rig function.

Our model is divided into two stages: a coarse approximation and a refined approximation
(Figure 3.2). The coarse approximation operates on the entire mesh. To ensure that the
model executes quickly, the coarse approximation is comprised of multiple CNNs that output
low resolution deformation maps. As a result, high-frequency details in the deformation are
lost. To handle this detail loss, we propose a refined approximation composed of additional
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Figure 3.3: Detail of course and refine models. All convolutions use 3x3 kernels except for
the last layer, which uses a 1x1 kernel. All layers but the last use the leaky ReLU activation
function, and no activation function is applied to the last layer. All non-dense layers are
square in the image plane. Upsampling is achieved through nearest-neighbor interpolation.

CNNs that output higher resolution deformation maps. These models focus only on vertex-
dense regions of the mesh to approximate these high-frequency deformations. To further
improve the model’s efficiency, we identify segments of the mesh that only undergo rigid
rotations and translations within the rig function. These segments are approximated with a
faster rigid approximation instead of the more complex CNN approximation.

Coarse Model

We assume that the facial mesh is divided into multiple segments, which is common for
artist-created facial rigs. Each vertex is assigned to a single mesh segment. Let m indicate
the number of segments in the mesh, and let Vk and Uk denote the set of vertex positions
and texture coordinates in mesh segment k. The coarse approximation also works with
facial rigs that are not segmented, and in this case, we would set m = 1, and the full mesh
is contained in the single segment.

The coarse model computes the deformed mesh by first generating a deformation map
for each mesh segment in the facial rig and then computing vertex positions through the
maps. The function Ik = f(p;θk) computes a deformation map for mesh segment k given
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rig parameters p. The function f is a neural network consisting of several dense layers and
convolutional layers and is parameterized by θk (Figure 3.3). Vertex offsets∆k are computed
by sampling deformation map Ik at texture coordinates Uk. We represent this sampling step
as ∆k = g(Ik;Uk), which outputs the vertex offsets. Because each vertex is assigned to a
single mesh segment, the vertex offsets for the full mesh are obtained by concatenating the
offsets for each segment such that ∆ = ∪k∈{1,...,m}∆k. The approximation computes the final
vertex positions for the mesh by adding the offsets to the mesh’s neutral pose.

Given the approximation model, we next define a loss function to find the optimal model
parameters θk. We propose a loss function that both penalizes inaccuracies in approximated
vertex positions as well as inaccuracies in face normals on the mesh. Given a target mesh
V, and the approximated vertex offsets ∆, the loss function is defined as

L(V,∆) =
1

n

n∑

i=1

∥∥vi − (V0 +∆)i
∥∥
1
+ αn

1

f

f∑

i=1

‖ni − ñi‖1 (3.1)

where αn is a scaling factor hand-tuned by the user. Experimentally, we found that αn = 5
works well. In the loss, ni is the normal of face i in the mesh V, and ñi is the normal of
face i in the approximated mesh with vertex positions V0 + ∆ and a total of f faces in
the mesh topology. We use the L1 loss instead of the L2 loss because it produces sharper
features. We learn the mapping from rig parameters to vertex offsets end-to-end without
supervision on the intermediary deformation maps. Furthermore, we do not optimize the
texture coordinates and rely instead on the artist-created coordinates.

Because the approximation model works on separate mesh segments, the model could pro-
duce discontinuities across mesh segment boundaries and seams. To minimize this potential
problem, the error function strongly penalizes inaccurate face normals, which encourages
smooth results along mesh segment boundaries. Penalizing normal errors also suppresses
low-amplitude, high-frequency errors that are visually disturbing.

To help with model training, each network is provided only a subset of the rig parameters.
The subset contains all of the rig parameters that can deform any vertex within the mesh
segment that the model is approximating. All other rig parameters are excluded from the
network’s inputs. As a result, the network does not need to learn which parameters to
ignore and will avoid being negatively affected by the noise provided by inputs that have no
influence on the outputs.

Refinement Model

In the coarse approximation model, the resolutions of the deformation maps Ik are inten-
tionally kept small to reduce the computational complexity. However, in texture coordinate
space, vertices in dense regions of the mesh could be placed less than a pixel apart in the
small deformation maps. If these vertices undergo a high-frequency deformation, such as
skin wrinkle, then the approximation model will be unable to recreate this deformation ac-
curately. The bottleneck in this case is the resolution of the map output by the CNN. To



CHAPTER 3. FAST AND DEEP FACIAL DEFORMATIONS 37

overcome this limitation, we propose applying refinement models that focus exclusively on
these vertex-dense regions of the mesh.

First, we identify sets of vertices that correspond with regions of large error in the ap-
proximation. We discuss vertex selection for the refinement model in Section 3.3. Each set
is then defined as a new mesh segment. The texture coordinates for each vertex in the new
mesh segments are scaled to fill the full resolution of the refinement deformation maps. As
in the coarse approximation, no vertex is assigned to multiple mesh segments. Additionally,
not every vertex is assigned to a mesh segment for the refinement stage. Only vertices in
regions of the mesh with a high approximation error are divided into mesh segments.

Let m′ indicate the number of mesh segments in the refinement stage and let U′
k′ be the

new texture coordinates for segment k′. Similar to the notation for the coarse model, the
refinement model for segment k′ can be expressed as δk′ = g(f(p;θr

k′);U
′
k′) where θr

k′ are
the parameters for the refinement model. The output δk′ approximates the residual between
the vertex positions in the mesh and the output of the coarse model within mesh segment
k′. The refinement approximation for vertices not contained in any mesh segment in this
stage is set to zero, and we denote this set as δm′+1 = 0. Let δ represent the combined set
of outputs δk′ . The refinement models are trained using the same loss as the coarse model
from Equation 3.1 where the loss is evaluated as L(V,∆+ δ).

In our implementation, the refinement models produce deformation maps with a higher
resolution than those produced by the coarse models. Alternatively, the entire approximation
could be computed by only applying these higher resolution refinement models across the
entire mesh and foregoing use of a coarse approximation. However, applying the refinement
model across the entire mesh would have a much higher computational cost both because of
a global resolution increase and because the refinement model uses a deeper network.

Refinement Boundary Selection

To identify the vertex sets used for refinement, we estimate for each vertex the minimum
approximation error given the coarse deformation map resolution and texture coordinates
of each mesh segment. Next, we perform clustering on the texture coordinates with each
vertex weighted by its estimated approximation error. The vertices near each cluster become
the mesh segments for the refinement models while vertices far from cluster centroids are
omitted from the refinement step.

We estimate the minimum approximation error by first mapping vertex positions to a
deformation map through the texture coordinates and then sampling the deformation map
at the coordinates to generate vertex positions. The map is computed through polyharmonic
interpolation with a linear kernel by interpolating values at pixel coordinates from the texture
coordinates. Vertex positions are computed from the deformation maps through bilinear
interpolation. Let vi be the original vertex position, and let ṽi be the sampled vertex
position from the deformation map. We estimate the approximation error over a set of n
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Deformed	Pose

Rigid
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Figure 3.4: Illustration of the rigid components. The blue triangle represents a rigid mesh
segment identified by Equation 3.3. The black line represents a nonlinearly deformed mesh
segment, and the dots on the line represent vertices on the surface. The red dots represent
the set of vertices identified by Equation 3.4 that best match the rigid transformation of the
blue triangle across a large set of examples. Given the rest pose and the positions of the
vertices on the nonlinear segment in a deformed pose, the transformation R, t is computed
from the red vertices. The transformation is then applied to the blue triangle to compute
its position in the deformed pose.
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We then run k-means clustering on the texture coordinates with each vertex weighted by
its corresponding approximation error ei. The number of clusters is determined by the
elbow method. Each vertex is assigned to the nearest cluster centroid up to a user-specified
distance. In our experiments, we assigned vertices within a square with a length of 1/4 of
the width of the original texture coordinate space and centered on the cluster means. This
approach worked well for the characters we tested. As with the coarse approximation, we
compute the set of rig parameters that can deform any vertex contained in these new mesh
segments and provide each refinement model with only those input parameters.

Rigid Components

In character faces there could be sections of the mesh that move rigidly, such as teeth. In the
case of characters that we tested, each tooth was modeled as a separate segment. Because
the deformation of each tooth in the rig could be expressed as a rotation and translation,
approximating the linear transformation with a CNN model for each tooth would produce
unnecessary computation. Instead, we estimate the rigid movement by computing a linear
transformation from nearby vertices in the approximated mesh as illustrated in Figure 3.4.
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Each rigid mesh segment is assigned to a subset of vertices approximated by the CNN
models. The motions of these rigid segments are then estimated by solving for the rigid
transformation that best explains the movement of the corresponding subset of vertices
from the CNN approximation. The rigid transformations are computed after the coarse and
refinement approximations have been evaluated because the computation relies on the results
of the approximation.

To identify the rigidly deformed segments of the mesh, we consider all k mesh segments
that are provided by the author of the facial rig. Next, we collect a set of n example mesh
deformations V = {V1,V2, ...,Vn}. Given the mesh in a rest pose V0, we compute the
approximation error of rigidly transforming vertex positions V0

k to Vi
k as

eik = min
ti
k
,Ri

k

∥∥V0
kR

i
k + tik −Vi

k

∥∥2

F
s.t. Ri

k ∈ SO(3). (3.3)

This equation indicates the difference in vertex positions for mesh segment k in sample i
when applying a rigid rotation Ri

k and translation tik. We average the error across samples
ek = 1

n

∑n

i=1 e
i
k. Rigidly deformed mesh segments can then be identified where ek < τ . In

our experiments, we used τ = 0.3mm.
Let Vi

r be a rigidly deformed mesh segment (i.e. er < τ) for sample i. Let Ri
r and tir

be the minimizers of Equation 3.3. Let P be the set of vertex indices in the mesh that are
not contained in any rigidly deformed segment. For each vertex j ∈ P , we compute the
approximation error under the transformation Ri

r, t
i
r across all samples i

ǫr,j =
1

n

n∑

i=1

∥∥v0
jR

i
r + tir − vi

j

∥∥2

2
. (3.4)

For the rigid mesh segment r, let V0
δ and Vi

δ be the set of vertices with the c smallest
approximation errors ǫr,j where |V 0

δ | = c. In our experiments, we chose c = 10. Given the
nonlinearly deformed vertices of a mesh V′

P , the vertex positions for rigid mesh segment r
can be approximated as V′

r = V0
rR

′
δ+t′δ where R

′
δ and t′δ are the minimizers of Equation 3.3

for the vertex positions V′
δ.

Implementation Details

All of the models f(p;θk) and f(p;θr
k′) for the coarse approximation and the refinement stage

are implemented as deep neural networks with a series of dense layers followed by convolu-
tional layers. Figure 3.3 shows the structure of both coarse and refinement networks. The
networks are trained across two stages. The parameters θk corresponding with the coarse
approximation are trained in the first stage to minimize the loss L(V,∆) from Equation 3.1.
These models are trained with the Adam optimizer [71] using the momentum parameters
suggested by the authors and with a batch size of 8. Optimization starts with the learning
rate at 10−3. After the model converges, the learning rate is reduced to 10−4. After con-
vergence again, we reduce the rate to 10−5 and run until convergence once more. Once the
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parameters θk from the coarse approximation are fully optimized, they are held constant
while the refinement model parameters θr

k′ are optimized with the loss L(V,∆ + δ). The
same hyper-parameters and training schedule are used for optimization of the refinement
model.

When training the approximation models, we compute the rigid mesh segments (Equa-
tion 3.3) and the sets of vertices assigned to each rigid segment (Equation 3.4) using the
original rig function. During model evaluation, the rigid transformations are computed after
the coarse and refinement models are evaluated. The approximated vertex positions are used
to compute the rotation matrices and translation vectors, which are then applied to the rigid
mesh segments to create the resulting approximated mesh deformation.

To train the facial approximation model, a large set of training data is needed. The
training data consist of pairs (p,V) of rig parameters p and the vertex positions of the
deformed mesh output by the rig function V = r(p). To generate the training data, we
augment existing animation with multiplicative noise and apply data balancing to prevent
common poses found in the animation data from being over-represented in the training data.

Let A be the set of poses from the training animation, and let m be the number of rig
parameters in each pose. We construct the training set as

T = {u⊙ p — u ∼ U(0.25, 3.0)m,p ∼ A} (3.5)

where u ∈ R
m is a vector of random values with each component drawn uniformly at

random in the range [0.25, 3.0] and p is drawn uniformly at random from the set of poses
A. The operation ⊙ denotes component-wise multiplication of vectors. In our experiments,
we generate |T | = 50,000 samples for our training set. Figure 3.5 shows example poses from
the training data T .

Given the training set, we next balance the data. The training data is generated from
existing animation, and certain expressions, such as a neutral expression, might occur more
frequently than other poses in the data. A model trained with this dataset would overfit to
frequently occurring expressions and would perform poorly when approximating other types
of expressions. Taking inspiration from Feng et al. [35], we sort the training examples into
bins and draw random samples by picking a bin uniformly at random and then picking a
sample within the bin uniformly at random.

To divide the data into bins, we first manually label a small set of landmark vertices
around key facial features such as the mouth, eyes, and nose. In our experiments, we
manually identified roughly 20-30 landmark points for each character. For each pose pi ∈ T ,
we gather the positions of the landmark vertices Vi

l in the deformed mesh. We then use

PCA to project the set of landmark positions {V1
l ,V

2
l , ...,V

|T |
l } onto a one dimensional

space. This one dimensional space is segmented into intervals of equal length along the
range of the projected data. The samples are then sorted into bins according to the interval
in which they lie. When drawing samples for training, a bin is selected uniformly at random,
and from that bin, a sample is selected uniformly at random. In our experiments, we divided
the data into 16 bins.
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Figure 3.5: Example poses from the training data.1

3.4 Results

We built our approximation to work with film-quality facial rigs that are used in computer-
animated film production. The rigs are deformed through a combination of a free-form
shaping system and a curve-based pose interpolation system. These deformers are layered
for coarse to fine control of the mesh to facilitate art-directable facial rigging of the character
[119]. The rigs are implemented as node-based computational graphs with more than 10,000
nodes used to compute facial deformations. The nodes implement a wide variety of functions
such as basic arithmetic operators and spline interpolation. The rig system also supports
custom-written nodes that can execute arbitrary code.

We demonstrate our method using four example facial rigs. Three of these rigs are the
proprietary facial rigs used in the feature film How to Train Your Dragon: The Hidden World
for the characters Hiccup, Valka, and Toothless. The fourth example is the facial rig from
the publicly available open-source character, Ray, published by the CGTarian Animation
and VFX Online School [9].

We compare our approximation models against linear blend skinning (LBS) approxima-
tions and a dense feed-forward version of our approximation models. We observe that our
method preserves high-frequency details, which are lost in the LBS approximations, and it
is more accurate than the dense models for three out of four character rigs. Furthermore,
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Table 3.1: Approximation model statistics for each character rig.

Hiccup Valka Toothless Ray
Vertices 12,510 12,828 14,080 4,922

Rig Parameters 258 265 286 99
Coarse

10 9 18 6
Segments

Refinement
4 3 4 3

Segments
Rigid Segments 26 24 110 2

Model Size 8.66 MB 7.39 MB 12.97 MB 5.08 MB
Dense Size 25.96 MB 27.32 MB 31.66 MB 24.19 MB

unlike the LBS approximations, our model preserves the mapping from rig parameters to the
deformed mesh, which allows our method to approximate novel animations without access
to the original rig function.

Table 3.1 shows statistics of each model trained on these characters. The models do not
approximate the characters’ hair nor their eyeballs. However, the models do approximate
the interior of the mouth as well as the teeth. Figure 3.6 visualizes the mesh segments for
the facial models of Hiccup, Valka, and Toothless, and Figure 3.7 shows the mesh segments
used during the refinement stage of the approximation.

In our results, the dense model runs faster than our approximation model, and in one case
is more accurate than our model when approximating artist-created animations. However,
the dense approximation’s faster speed does come at the cost of more model parameters,
which translates to higher memory storage costs as seen in Table 3.1. When the dense
model fails, there are visible and undesirable artifacts in the deformed mesh as seen in the
facial meshes of Hiccup and Valka in Figure 3.9. These artifacts appear as high-frequency
noise on the surface of the mesh and are caused by the dense approximation modeling each
component of each vertex as an independent output. Our approximation, on the other
hand, models local neighborhoods in the mesh through the use of CNNs, and inaccuracies
in the approximation are less likely to manifest as high-frequency noise as in the dense
approximation. Furthermore, our model is more accurate than the dense approximation on
poses generated through inverse kinematics for all characters.

Comparison

We compare the accuracy of our approximation models to a LBS model and a dense feed-
forward network with fully connected layers instead of convolutional layers. We estimate
the LBS weights and bone transformations using the method of Le and Deng [85]. The
dense model is trained to approximate vertex offsets, and we train a separate network for
each mesh segment. Each model is comprised of two hidden layers each of 256 nodes, and
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(a) Hiccup (b) Valka (c) Toothless

Figure 3.6: Visualization of the mesh segments of the three characters. Each mesh segment
is represented as a continuous region of the same color.1

the final output layer is the offsets for each vertex in the mesh segment. Because the dense
network is not constrained by deformation map resolution, we do not train an additional
refinement model, but we do deform the rigid segments using the same method as our CNN
approximation. The dense model most closely resembles the method described by Bailey
et al. [5]. The primary difference is that the facial mesh is not linearly deformed by a set of
bones before applying the dense neural network.

For each character, we collect all available animation for the rig and randomly split the
data 90%/10% into training and test data. We generate training data using only poses from
the training set according to Equation 3.5. In the case of Ray’s rig, we do not have access
to existing facial animation. Instead, we generate the training and test sets by sampling
the rig parameters in each pose independently from a uniform distribution covering a user-
specified range of values for each parameter. This random sampling method does not work
when training the approximation models for the other character rigs due to a higher level of
complexity in their mesh deformations. To train our approximation models as well as the
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Figure 3.7: Visualization of the mesh segments used for the refinement stage of the approxi-
mation model. Gray regions of the mesh indicate segments that are unused in the refinement
model.1

dense models, we generate 50,000 samples for each character. For the LBS models, we fit 16,
24, and 32 bones to the mesh and allow each vertex to have 8 non-zero weights. In addition,
we generate 1,000 samples in order to estimate the vertex weights. We utilize fewer training
examples due to memory and computational constraints.

The test sets for Hiccup, Valka, and Toothless are constructed by taking all unique poses
from the test data that were unused for training. We measure both the vertex position error
and the face normal error in Table 3.2. The vertex error is the mean distance between the
approximated and target vertex positions across the test set. The face normal error is the
angle between the approximated and target face normals in the mesh. Specifically,

Enormal =
1

f

f∑

i=1

arccos (ni · n
′
i) (3.6)

where ni is the normal of face i in the ground truth mesh, and n′
i is the normal of face i in

the approximated mesh with a total of f faces.
From the results, we see that most approximations achieve submillimeter accuracy on

average. However, the average vertex position error is not a good indicator for the accuracy
of fine-scale details in the approximations. Figure 3.1 and Figure 3.8 show approximated
deformations for a poses of Toothless and Hiccup containing wrinkles. As seen in Table 3.2,
the refined approximation produces the smallest normal error for Hiccup, Valka, and Ray, but
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Table 3.2: Average vertex position error measured in mm and average normal angle error
measured in degrees.

Hiccup Valka Toothless Ray
Distance Error

Coarse 0.36 0.43 2.01 1.00
Refined 0.27 0.37 1.81 0.40
Dense 0.37 0.98 1.55 5.00

LBS: 16 Bones 0.49 0.33 4.36 0.64
LBS: 24 Bones 0.35 0.25 2.77 0.46
LBS: 32 Bones 0.24 0.21 2.35 0.44

Normal Angle Error
Coarse 1.6 1.7 3.1 3.8
Refined 0.9 1.1 2.4 1.5
Dense 1.9 5.5 1.9 8.9

LBS: 16 Bones 2.0 1.9 5.2 4.2
LBS: 24 Bones 1.9 1.8 4.3 3.7
LBS: 32 Bones 1.6 1.6 4.5 4.1

(a) Ground Truth (b) Refined Approx. (c) Coarse Approx. (d) LBS Approx.

Figure 3.8: Comparison of forehead wrinkles on Hiccup’s mesh using our approximation and
LBS.1

the dense model produces the smallest error for Toothless. This smaller error indicates that
both the refined approximation and the dense approximation can reproduce fine-scale details
in the deformed mesh when compared to our coarse approximation and LBS. Figure 3.9 shows
side-by-side comparisons with a visualization of the normal error. See the supplementary
video for more results. The trained network for Ray, along with other supporting files needed
for benchmarking and comparison, are available as supplemental materials 2.

2http://graphics.berkeley.edu/papers/Bailey-FDF-2020-07
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(a) Ground Truth (b) Coarse (c) Refined (d) Dense (e) LBS

Figure 3.9: Visual difference between the ground truth mesh evaluated through the original
rig function and the rig approximation methods. The heatmap on the right half of each
approximation visualizes the angle between the normal vector on the approximation and the
corresponding normal on the ground truth mesh. Smaller angles are better.1

Timing

We implement our approximation models in Python with TensorFlow. We evaluate their
execution times on both a high-end machine and a consumer-quality laptop using both the
CPU and the GPU. For the high-end machine, we use an Intel Xeon E5-2697 v3 processor
with 28 threads running at 2.60 GHz along with an NVIDIA Quadro K5200 GPU. On the
laptop, we use an Intel Core i7-7700HQ processor with 8 threads running at 2.80 GHz along
with an NVIDIA GeForce GTX 1060. The rotation for the rigid segments is computed by
minimizing Equation 3.3 with the SVD. When evaluating the full approximation with the
GPU, we solve this minimization problem on the CPU due to TensorFlow’s slow implemen-
tation of the SVD on the GPU. Model training time consisted of 2-4 hours spent generating



CHAPTER 3. FAST AND DEEP FACIAL DEFORMATIONS 47

Table 3.3: Average evaluation time in milliseconds on both the high-end machine and the
consumer-quality machine. The coarse approximation is timed by evaluating the coarse
model and the rigid deformations. The full approximation is timed by evaluating the coarse
model, the refinement model, and the rigid deformations. Where indicated, the neural
network is evaluated on the GPU, but the rigid components are always evaluated on the
CPU.

Hiccup Valka Toothless
Original Rig

H
ig
h
-e
n
d

75 66 30
Coarse w/ GPU 6.4 6.0 10.4

Full w/ GPU 8.7 7.5 12.6
Dense w/ GPU 2.6 2.6 4.2

Coarse 2.9 2.7 4.4
Full 4.2 3.8 5.6

Dense 2.1 2.2 2.9
Coarse w/ GPU

C
on

su
m
er

5.8 3.2 7.3
Full w/ GPU 4.3 4.5 9.1

Dense w/ GPU 1.8 1.7 7.3
Coarse 6.9 2.7 5.7

Full 3.5 5.2 9.0
Dense 3.4 2.5 3.35

training data through the original rig evaluation engine followed by 2-3 hours of training the
coarse approximation model and 2-3 hours for the refined approximation model.

We compare the timing of our approximation against the original rig evaluation software
for Hiccup, Valka, and Toothless. These three character rigs are designed for Libee [153], a
multi-threaded rig evaluation engine. Character artists optimized these rigs to run as fast
as possible on the engine. Unlike our method, Libee can only evaluate character rigs on the
CPU. Table 3.3 shows the evaluation times using Libee and our method running both on the
CPU and the GPU. We time our models by taking the average execution time across 1,000
evaluations on single poses.

From these results, we observe that our approximation models runs from 5 to 17 times
faster than the original rig evaluation engine. In the case of the high-end machine, the
approximation runs slower on the GPU because the model is evaluated on a single pose and
because the convolutions operate on feature maps with low resolution. Thus, the GPU is
underutilized in this case, which leads to slower performance. Furthermore, we find that the
GeForce GPU on the consumer-quality machine evaluates the approximation models faster
than the Quadro GPU on the high-end desktop. This difference can be attributed to the
slower clock speed of the Quadro compared with the GeForce GPU.
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3.5 Discussion

Our method provides a fast and accurate approximation of film-quality facial rigs. We have
shown that our approximation can preserve details of fine-grain mesh deformations where
bone-based approximations are unable. In addition, our approach provides a differentiable
rig approximation, which allows for a wide range of potential new applications for the char-
acter rig. Additionally, once the model is trained, our method no longer requires the original
rig function to evaluate mesh deformations. Because the approximations can be implemented
with open-source machine learning libraries, the models can be easily distributed and de-
ployed on many different systems without requiring the complex or proprietary software that
was initially used to build the facial rig. Thus, our approximation model provides a com-
mon format in which facial rigs can be shared without a dependency on the original rigging
software. Furthermore, the approximation model parameters can be viewed as a form of
rig obfuscation such that the underlying rigging techniques used to create the character are
hidden when the model is shared.

Because our method is built upon convolutional layers the model is not restricted to a
single mesh topology. The approximation model trained on a certain mesh can deform a
novel mesh not seen during training. As long as the texture coordinates of the facial features
in the new mesh align with the texture coordinates of the original, the approximation rig
can be transferred to the new facial mesh. In this case, the approximation models output
the deformation maps using the same set of input rig parameters. Vertex offsets for the new
mesh are computed by sampling deformation maps at new texture coordinates corresponding
with the new mesh. Figure 3.10 shows an example of transferring one mesh segment of the
coarse approximation model onto a new mesh with a different topology. In this example, the
texture coordinates are manually aligned to those of the original mesh.

The approximation method outputs vertex offsets in a world coordinate system. As a
result, the deformations applied to a new mesh might appear undesirable if the facial propor-
tions of the mesh differ significantly from the original model. A different parameterization
of the offsets output by the approximation model could help alleviate this issue and allow
our method to transfer the approximation from one rig to a facial mesh with significantly
different proportions.

In our examples, vertex normals are computed separately, and are not considered as part
of the approximation model. However, in certain real-time applications, recomputing nor-
mals from a deformed mesh is avoided to save computational time. Although we did not
experiment with approximating vertex normals in our model, the method could easily be
extended to approximate normals as well. Instead of outputting 3 channels in the deforma-
tion maps, the network could output additional channels for the normal directions, and an
additional loss term could be included to train the model to output accurate normal vectors.
Due to the small resolution of the intermediary feature maps, this approach would only be
appropriate for approximating vertex or face normals. Normal maps or other high-resolution
maps such as ambient occlusion maps would need to be created using other means.

In our implementation, we used the texture coordinates provided with each character rig
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to interpolate from deformation maps to vertex offsets. Although these coordinates work
well for mapping textures to the mesh surface, they might not be well-suited for our method.
For example, the texture coordinates for the upper lip and lower lip of a character’s mouth
could be near each other. Vertices on the lower lip can move far away from the upper lip
when the mouth opens. If the texture coordinates are close enough together, then vertices
on both lips might lie on the same pixel in the deformation map. If this were the case, then
visually the lips would appear stuck together when the mouth opens, which would be an
inaccurate deformation. To avoid these types of issues, new deformation map coordinates
could be generated specifically for this approximation task rather than relying on pre-existing
texture coordinates.
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Figure 3.10: Rig approximation of Hiccup transferred to a new mesh with a different topology.
A single mesh segment from the coarse approximation is applied to the new mesh on the
right. The facial mesh on the right is from the freely available Mathilda Rig developed by
Leon Li-Aun Sooi and Xiong Lin.1



51

Chapter 4

Inverse Kinematics with Mesh

Approximations

4.1 Introduction

Character rigs are manipulated through artist-friendly parameters that give an animator
low-level control over a character’s deformation. For example, an artist posing a character’s
arm and hand might specify the rotations for every bone in the arm and hand. However,
specifying bone rotations becomes challenging when a character needs to interact with an
environment such as fixing a foot in place on the ground while it walks. Inverse Kinematics
(IK) helps solve this problem by allowing an animator to specify the location of a control
point (such as a foot) and then automatically computing the necessary bone rotations to
deform a character to match the control point’s location.

Figure 4.1: Example of a kinematic chain with three bones. The bone configurations are
parameterized by θ0, θ1, and θ2. The forward kinematic function p = f(θ) provides the
position of the control point on the end of the bone on the right.
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Inverse kintematics is well-studied in the field of robotics, and Aristidou et al. [3] provide
a comprehensive survey of the use IK for computer animation. Given a kinematic chain of
bones parameterized by bone configurations θ such than the position of a control point on
the chain is a function of the bone configurations p = f(θ), which we refer to as the forward
kinematic function. Figure 4.1 illustrates an example of a kinematic chain with three bones.

The IK function is represented as the inverse of the forward kinematic function such
that θ = f−1(p). Given some target t for the control point, the solution to the IK problem
seeks to find an acceptable bone configuration θ′ such that t = f(θ′). Iterative methods are
popular solutions to this inverse problem, especially for computer graphics and animation.
First, an error function is defined as

e(θ) = t− f(θ). (4.1)

To optimize this function, the Jacobian of the forward kinematics function is computed or
estimated J(θ)ij =

∂ei
∂θj

. Depending on the complexity of the forward kinematic function, the

Jacobian can be computed analytically or numerically. Finally, an update step for the bone
configurations can be estimated as ∆θ ≈ J(θ)e(θ).

For many IK problems, the loss function might be underconstrained or the Jacobian
might not be a square matrix. Many methods have been proposed to compute an update
step given a non-invertible Jacobian [3]. One popular approach is to use the pseudo-inverse
of J(θ) such that

∆θ = J(θ)⊤(J(θ)J(θ)⊤)−1e(θ). (4.2)

Because our rig approximation methods compute mesh deformations in real-time, fast
IK methods could be used with our approximations to provide interactive character control.
Because the body deformation approximation relies on an underlying character skeleton, we
can use traditional IK methods to manipulate characters’ limbs. However, this approach is
not applicable to our facial approximation because it does not use bones as input. We present
our real-time solutions to the IK problem for both our body and facial rig approximation
methods.

4.2 Solutions for the Body

Often, IK problems are underconstrained, and the solution is not unique. These iterative
methods converge to a single solution, but the result depends on the initial configuration
when optimizing the error function. For character rigs, the IK problem for positioning
hands and feet are usually underconstrained. However, artists want the solution of the IK
problem to be deterministic such that the same input rig parameters always produce the same
deformed mesh. Borrowing solutions for character rigs in production, we deterministically
solve the IK problem for the hands and feet.

Our solution relies on the fact that human rigs and human-like rigs consist of two bones
between the torso and the hands and feet with a hinge joint connecting the two bones and
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Figure 4.2: Illustration of aligning bones to a triangle specified by target control point t.

a ball joint connecting one of the bones to the torso. Using the arm as an example, we
construct a triangle with the shoulder, elbow, and hand as vertices. We then rotate the
upper arm such that the elbow lies on the corresponding vertex, and then we rotate the
hand to align it with the remaining vertex. Assuming that the triangle can be computed
deterministically, then the solution to this IK problem with two bones has a closed-form
solution.

We describe our IK solution for a character’s arm, but this approach generalizes to legs
with two bones as well. Let du be the length of the upper arm bone, let dl be the length of
the lower arm bone, and let o be the position of the base of the upper arm bone. The user
inputs the target position of the hand t as well as a reference direction r, which controls the
orientation the triangle that the bones are aligned to. We compute the normalized vector

n =
(t− o)× r

‖(t− o)× r‖
(4.3)

and place the elbow joint on the plane spanned by the vectors t − o and n. The joint is
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placed on the remaining vertex of the triangle whose vertices contain o and t with lengths
‖t− o‖, du, and dl. Using Heron’s formula, we first compute the area of the triangle with
base t− o as

A =
1

4

√
4d2ud

2
l − (d2u + d2l − ‖t− o‖2)2 (4.4)

and the height h of the triangle with base t − o is given as h = 2A/ ‖t− o‖. Finally, the
position m of the elbow joint can be computed as

m =

√
d2u − h2(t− o)

‖t− o‖
+ hn+ o. (4.5)

Given the positions o, m, and t, the two bone configurations can be computed in closed-
form. In the case where the IK problem has no solution when the control point t is out of
reach of the arm, we leave the elbow joint unbent and point the upper arm in the direction
t− o.

Our IK method is a fast alternative to iterative methods when posing a two-bone kine-
matic system, which is suitable for common IK problems with human-like character rigs.
We combine this IK method with our fast body deformation approximation, which allows a
high-quality character rig to be evaluated in real-time on a low-end system or even a mobile
device. We implemented a posing application for the iPad in which the user can pose the
arms and legs of the character using IK controls. Figure 4.3 shows a screenshot of a user
interacting with the application to pose Po.

We use this IK method to compute the input skeleton as a simplified skeletal system.
The user can manipulate five points: one each for the hands and feet and one control for the
torso position. To compute the resulting skeleton, we apply the torso position as a global
offset to all bones in the skeleton. Next, the system only manipulates the two bones in each
arm and leg. The resulting skeleton is then passed to the deformation approximation.

4.3 Solutions for the Face

Facial character rigs for production use are typically constructed in such a manner that
computing the gradient of the vertex positions with respect to the rig parameters ∂V/∂p
would be difficult and extremely slow. Using the approximation model that we propose,
estimating the gradient becomes possible and is trivial with automatic differentiation, which
is a common feature in deep learning libraries. One useful application of this gradient is
inverse kinematics where rig parameters are estimated to best deform the mesh in order
to match user-specified control point positions. Common solutions to inverse kinematics
formulate it as an iterative optimization problem [3]. These types of solutions would require
multiple gradient evaluations before converging on the optimal rig parameters. Although the
approximation model can be used to estimate ∂V/∂p, computing the gradient multiple times

1These images are Property of DreamWorks Animation L.L.C., used with permission.
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Figure 4.3: Posing example on iPad.1

through our approximation model for an iterative optimization method requires too much
computation to run in real-time. Instead, we propose a feed-forward neural network that
takes the IK control points as input and outputs the corresponding rig parameters. During
training, the network utilizes the approximation gradient, but does not require ∂V/∂p when
evaluated on new inputs. As a result, the feed-forward network can compute the desired rig
parameters in real-time.

Model Details

Let C be the set of indices of vertices corresponding to IK control points, and let rC(p) :
R

m → R
|C|×3 be the rig function that maps the rig parameters p to the subset of vertices
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VC. Then the inverse kinematics problem can be expressed as

p′ = argmin
p

∥∥rC(p)−VC

∥∥2

F
(4.6)

where VC are the target control points provided by the user. Due to the assumption that
the rig function r is not differentiable, we replace it with the approximation, denoted as
r̃. Furthermore, instead of solving the minimization problem with an iterative algorithm,
we introduce a feed-forward network fIK : R|C|×3 → R

m to approximate the minimization
problem through a fixed-length computation such that

fIK(VC;θIK) = argmin
p

∥∥r̃C(p)−VC

∥∥2

F
(4.7)

where θIK are the network parameters that require training. The model is trained on a
specific set of control points and vertices VC, and a new network would need to be trained
for any different set of vertices.

The loss function used to train the model contains both a point-matching component to
ensure that the deformed mesh closely matches the control points as well as a regularization
component to avoid large rig parameters that would create unnatural poses. The loss is
expressed as

L(VC) = Lpoint(VC) + λregLreg(VC) (4.8)

where λreg ∈ R is a user-defined regularization weight. The point-matching loss computes
the distance between the points generated by the estimated pose and the corresponding
control points

Lpoint(VC) =
1

|C|

∑

i∈C

∥∥r̃i(fIK(VC;θIK))− vi

∥∥
1
. (4.9)

The regularization term penalizes large parameter values as

Lreg(VC) =
∥∥(fIK(VC;θIK)− p0)⊙ s

∥∥
1

(4.10)

where p0 defines the neutral expression of the character and s ∈ R
m defines individual scaling

values for each rig parameter. For rig parameter i, the scale is given by si = 1/(pi,max−pi,min)
where pi,max and pi,min are the maximum and minimum values for rig parameter i in the
animation data A. Scaling each parameter separately ensures that regularization is applied
equally to each parameter regardless of the difference in their ranges of values. Furthermore,
we use the L1 regularization loss to encourage sparsity in the estimated pose p.

An ideal IK approximation model fIK would avoid learning incorrect correlations between
certain rig parameters and control points. For example, if a user were to adjust a control point
on the left eye of a character, the approximation model should avoid changing rig parameters
related to the mouth. We guarantee this property by designing the IK approximation model
as a combination of multiple networks. The control points are divided into separate sets
based on the regions of the face. For example, all of the points on the right eye of the
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Figure 4.4: Diagram of IK model. Control points are divided into disjoint subsets and
provided to separate dense neural networks. Each network outputs a subset of the pose.
The valid values from the outputs are averaged together to produce the final averaged rig
parameter pose.

character define one subset, and all of the points on the mouth define a separate subset. In
our experiments, the points are divided manually.

Let the control points be divided into k subsets, and let Cj denote subset j. In total, the
IK approximation model consists of k separate feed-forward networks. The input to model j
is the subset of control pointsVCj , and the output is the set of rig parameters that can deform
any of the vertices corresponding to the control points. Rig parameters can be estimated by
multiple models. In this case, the final estimated value is the average of the outputs. More
sophisticated methods could be used to compute the final value of rig parameters predicted
by multiple networks. However, averaging the values worked well with our rigs. For the
character faces, only a small fraction of the rig parameters are shared between IK models.
Of the shared parameters, almost all of them control large-scale deformations of the face such
as squash and stretch of the entire head. Because these controls drive large deformations
across all regions of the mesh, IK models trained on control points for small portions of the
mesh will generally agree on parameter values for these types of global deformations. Thus,
we can achieve reasonable results by simply averaging these parameters.

Implementation Details

Each network of the IK approximation model consists of three dense layers with 256 nodes
in the first two layers and |Rj| nodes in the final layer where Rj is the set of rig parameters
estimated by IK model j. The leaky ReLU activation function is applied after the first and
second layers. No activation is applied to the output of the final layer so that the network can
output any value for the rig parameters. A diagram of the network is shown in Figure 4.4.
Similar to the facial approximation model, the IK model is optimized with Adam using the
same training schedule and balanced dataset described in Section 3.3.
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As described, the IK model is trained using control points from deformed meshes com-
puted through the rig function. Thus, the training data only contains examples of control
points that can be matched exactly with the appropriate rig parameters. However, when
evaluating the IK model, a user might configure the control points in a way such that rig
cannot precisely match the points. To account for this use case, we add noise to the con-
trol points during training. Given a training sample VC, a new sample is computed as
V

′

C = VC + U(−δ, δ)|C|×3 for some user-defined δ > 0. This new data point is created by
adding uniformly random noise to each control point’s position. In our experiments, we
found that δ = 4.5mm produces reasonable results. The IK model is trained with this new
data V

′

C, but all other aspects of model training remain identical.

4.4 Results

The facial approximation method provides a differentiable model that maps rig parameters
to the deformed mesh, which can be used for IK applications. We demonstrate the uses of
our approximation through an interactive posing application and a facial landmark-based
performance capture system.

Character Posing

We develop a real-time posing application in which the user manipulates a sparse set of
control points, and our IK model computes rig parameters that deform the mesh to match
the control points. The user drags the points across the screen, and the mesh is updated
interactively. The control points are provided to the system as 2D image coordinates. We
train the IK model to match the points by projecting the mesh onto the image plane and
express the point loss term in Equation 4.9 in terms of distance in image coordinates. We
project the mesh onto the image plane through an orthographic projection with the camera
pointing along the Z axis. Thus, the distance in image coordinates can be computed by only
the X and Y coordinates of the vertex positions.

The IK model is trained on meshes generated from the same augmented dataset used to
train the approximation models. Excluding the time taken to generate the meshes from the
original rig function, training takes 1-2 hours.

We compare our approximation method with the dense neural network approach. IK
models are trained using both methods as the rig approximation r̃(p) from Equation 4.7.
In our experiments, the IK models trained with gradients from the dense model for Hiccup,
Valka, and Ray produce poses for which the dense approximation generates significantly
inaccurate deformations with blatant visual artifacts. For these three characters, we instead
use poses generated from the IK model trained using gradients from our approximation
method. In the case of Toothless’s rig, we evaluate the dense model with poses generated
from an IK model trained with gradients from the dense approximation. To evaluate the
models, we collect 25 user-generated control point configurations. There is no guarantee that
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Table 4.1: Posing errors measured in mm and degrees. For Toothless, the IK models are
trained using gradients from the corresponding approximation. For Hiccup, Valka, and Ray,
the IK model is trained with gradients from our method and generates rig parameters for
both our approach and the dense method.

Hiccup Valka Toothless Ray
Distance Error

CNN (ours) 0.94 0.70 5.49 0.58
Dense 1.92 2.19 11.19 4.19

Normal Angle Error
CNN (ours) 2.8 1.7 3.0 1.5

Dense 5.6 8.9 4.2 8.5

these control point configurations can be matched exactly by the original rig. Next, the IK
model computes rig parameters for the control points. Finally, a mesh is generated using the
approximation method, and a ground truth mesh is generated using the original rig function
evaluated on the same rig parameters. We measure the per-vertex distance error and the
per-face normal error between the approximated and ground truth meshes. For Toothless,
the approximation model is fed poses generated from the IK model trained on its gradients.
For Hiccup, Valka, and Ray, both our model and the dense model are fed poses from the
IK model trained on gradients from our method. As seen in Table 4.1, our method more
closely matches the ground truth mesh evaluated on rig parameters output by the IK model.
Figure 4.5 shows a side-by-side comparison of the ground truth mesh and the approximated
deformation for several example control point configurations.

The larger difference in accuracy between our approximation and the dense approximation
for Hiccup, Valka, and Toothless can be explained by the types of poses output by the IK
model. The IK model is trained in an unsupervised setting, and the distribution of poses
output by the model does not exactly match the distribution of poses from the training
data. Thus, some poses output by the IK model are dissimilar from the original training
data. Higher accuracy on these poses suggests that our approximation model generalizes to
new poses better than the dense model. The results from Ray further support this conclusion.
Both the CNN and dense models for Ray are trained on poses sampled uniformly at random.
Any pose output by the IK model will lie somewhere within this distribution. As seen in
these results, the average approximation error for both the CNN and the dense model for
Ray are similar when evaluated on a uniformly random set of poses (Table 3.2) and on the
set of poses output by the IK model (Table 4.1).
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Figure 4.5: Comparison of meshes deformed by rig parameters computed through the IK
model. The red dots represent the control points provided to the IK model.1

Facial Performance Capture

Real-time monocular facial performance capture systems rely on a differentiable rig to map
a video recording to an animation sequence. Zollhöfer et al. [165] provide a survey of current
state of the art methods in monocular facial tracking. Because the physical appearance of
an actor will not match the appearance of our animated characters, our system animates the
character by tracking a sparse set of facial landmark points. To track the facial landmarks on
an actor, we use our own implementation of the method described in [35], and we train the
model on the same dataset described by the authors. In our facial tracking system, we use
54 out of the 68 landmark points from the dataset. We manually identify the corresponding
points on the facial model.

To animate the mesh, we track the movement of the detected landmarks in the recording
and use the IK model to estimate the rig parameters required to match the new landmark
configuration. Because the facial proportions of the actor might differ from those of the
animated character, we track the difference between the actor’s expression and the actor’s
neutral pose. This difference is then applied to the control points for the IK model. Specifi-
cally, let l0 be the detected landmark points on an image of the actor in a neutral expression
and let l be the coordinates of the detected landmarks in the current expression of the actor.
The control points c given to the IK model are then computed as c = c0 + l− l0 where c0 is
the control point positions of the mesh in the neutral expression. Figure 4.6 shows a frame
from a recording and the resulting deformed mesh from the input.
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(a) Input frame (b) Target mesh

Figure 4.6: Example of our facial performance capture method. The facial landmarks are
detected on the input image. The landmark information is passed to the IK model, which
computes rig parameter values. The rig parameters are then passed to our approximation
model to produce the deformed target mesh.1



CHAPTER 4. INVERSE KINEMATICS WITH MESH APPROXIMATIONS 62

4.5 Discussion

Because our body approximation model uses a character’s skeleton as input, our method
can be seamlessly combined with IK by first using IK methods to pose the skeleton then
computing the mesh deformations from the resulting bone configurations. However, com-
bining IK with our facial approximation model provides additional complications. The main
difference is that the facial deformations do not depend solely on a character’s skeleton.
Thus, gradients must be computed through the mesh deformations of the facial rig rather
than through bone transformations. In the case of complex facial rigs, the computational
cost of computing gradients with respect to rig parameters is significantly larger than com-
puting gradients through a skeleton. As previously indicated, gradient computation through
our fast facial approximation method is too slow for iterative IK method to evaluate in real-
time. To overcome this limitation, we have presented an additional deep-learning model that
approximates solutions to the IK problem through fixed-length feed-forward neural network.

In this work, we have presented a facial performance capture method that poses a charac-
ter based on detected facial landmarks in a recorded video. Prior methods that animate facial
rigs through performance capture typically use simple rigs, such as blendshape models [156]
or morphable models [12], due to the ease of computing gradients through the rig. However,
as demonstrated through our IK solution, the facial approximation model easily provides
gradients for more complex facial rigs. Thus, facial capture methods that have previously
been limited to differentiable character rigs can now also be applied to production-level
characters through our deformation approximation method.
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Chapter 5

Repurposing Artist-Created Facial

Animation

5.1 Introduction

Feature animation is a labor and time intensive process that creates characters with com-
pelling and unique personalities. Taking one of these characters into an interactive appli-
cation presents a challenge. The traditional approach is to hand animate large numbers of
motion clips which can then be evaluated in a motion graph. This becomes expensive due
to the large number of possible actions required. Even a single action can require multiple
clips to avoid obvious visual repetition when idling in a specific pose.

In this chapter we repurpose the original hand animated content from a film by using
it as a training set which is then used to generate new animation in real time that can
retain much of the personality and character traits of the original animation. Due to this
choice of training data, we assume that we will have tens of minutes of usable animation.

1These images are Property of DreamWorks Animation L.L.C., used with permission.

Figure 5.1: Four frames of a synthesized roar animation for Toothless the dragon.1
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Furthermore, because we use animation for a film-quality character, there is a large number
of rig parameters that our synthesis algorithm will need to control. Thus, we use a form of
the Gaussian Process Latent Variable Model (GPLVM) to embed the rig parameters of the
animation in a lower dimensional space, and we synthesize new animations using this model.

Our work presents a new method to scale the input data to the GPLVM to account
for the nonlinear mapping between a character’s rig parameters and its evaluated surface
mesh. Further, we present a novel method to synthesize new animation using the GPLVM.
Our method is based on a particle simulation, and we demonstrate its effectiveness at gen-
erating new facial animation for a non-human character. We found that GPLVMs trained
with a few homogeneous animations produce visually better results than one trained with
many animations of varying types of motions. Our method uses multiple GPLVMs, and we
present a novel method to synthesize smooth animations that transition between models. To
demonstrate the effectiveness of our work, we develop an interface for our method to receive
directions to control the animation in real-time. We developed an interactive application
to interface with our method to show that our algorithm can synthesize compelling and
expressive animation in real-time.

5.2 Related Work

Statistical methods have been used to analyse and synthesize new motion data [19, 114,
79]. In particular, the Gaussian Process Latent Variable Model (GPLVM) [82] has been
used for a number of applications in animation such as satisfying constraints or tracking
human motion [44, 146, 149] as well as interactive control [160, 91]. This model is used to
reduce the dimension of the motion data and to create a statistical model of the animation.
Modifications to the GPLVM have been proposed to make it better suited for modeling
motion data. The GPLVM tends to keep far data separated in the reduced dimensional
space, but it makes no effort to keep similar data points close together. A number of
methods have been proposed to address this limitation. Back constraints [83] have been
applied to the GPLVM to preserve local distances. Dynamic models [147, 81] have also
been introduced to model the time dependencies in animation data. A connectivity prior
[91] has been proposed to ensure a high degree of connectivity among the animation data
embedded in the low-dimensional latent space. Prior methods that model animation data
with a GPLVM have been applied to full-body motion capture data. In contrast with past
work, we apply a similar technique to hand-crafted animation for a film-quality character.
One key difference between motion capture data and film-quality hand animation is that
the hand animation lies in a significantly higher dimensional space than the motion capture
data in terms of the number of parameters needed to specify a pose.

Data-driven approaches to character control and animation synthesis have focused on
full-body tasks, which are based on motion graphs [2, 73, 88, 143, 100, 90, 108]. These
methods use a graph structure to describe how motion clips from a library can be connected
and reordered to accomplish a task. These approaches perform well with large training set;
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however, smaller data sets might not be well-suited for motion graphs because a lack of
variety and transitions in the motions. Other methods for character control include data-
driven and physics-based approaches [30, 111, 91, 136]. All of these methods are applied to
full-body human motion or hand motion [1]. The tasks the controllers are trained can be
quantifiably measured such as locomotion or reaching tasks. In contrast, we use our method
to animate a non-human character’s face. Tasks for facial animation are not as easy to
quantify, and we therefore develop a novel particle simulation-based method to control facial
animation.

Facial animation of non-human characters can be controlled by retargetting recorded ex-
pressions. A commonly used method is blendshape mapping [20, 26, 130, 15, 22], which maps
expressions from an input model onto corresponding expressions from the target character.
Motion is generated by then blending between the different facial shapes of the character.
This approach uses an input model such as a video recording of a human to drive the an-
imation of the character. Unlike the blenshape mapping approaches, our method does not
control facial animation with recordings of a model. Furthermore, we do not require that the
character’s face be animated with blendshapes. We make no assumptions about the charac-
ter’s rig, but specifically the face rig we used in our results is animated using a combination
of bones, blendshapes, and free-form deformations. Other methods use speech recordings
to control the facial animation [96, 152, 32, 18]. Our method does not use video or speech
recordings to control the facial animation. Instead we use user interaction with an interactive
application as input for our animation synthesis algorithm. Another method for modeling
facial expressions allows users to manipulate the face directly and avoids unnatural faces by
learning model priors [80].

Animated characters are controlled through an underlying rig, which deforms a surface
mesh that defines the character. A variety of methods exist to map a character’s rig controls
to deformations of the surface mesh [7, 128, 103, 133, 95] as well as the inverse from a skeleton
to rig space [54]. Our method makes no assumptions about rig controls and treats mapping
from the character rig to the surface mesh as an arbitrary nonlinear function, similar to the
assumptions made in [46].

5.3 Overview

Our work computes a low dimensional embedding for a set of training animation and uses the
resulting model to generate new animation. The animation data is represented as character
rig parameters, which can be evaluated to generate a surface mesh of the character. We
make no assumptions about the mapping from rig parameters to the mesh. Because the
mapping is typically nonlinear, variation in the rig controls might not necessarily correspond
with a similar variation in the surface mesh. We therefore scale each component of the rig
parameters based on an approximation of the influence each control has on the mesh.

Next, we embed the scaled rig parameters in a low dimensional space. We first use
principal component analysis (PCA) to reduce the data to an intermediate space. We then
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use then use a form of the GPLVM to further reduce the dimension of the data. Our GPLVM
variant keeps similar poses in the animation close in the latent space and keeps temporally
close poses near each other as well. For pose synthesis, we compute the maximum a posteriori
estimate for the most likely rig parameters given a low-dimensional latent point. We use the
learned models to synthesize new animations in real-time. The current pose of a synthesized
animation is represented as a particle in the latent space. We apply forces to the particle to
push it towards user-defined targets. At each time step in the simulation, we use the current
location of the particle in the latent space to generate the next pose in the animation using
the GPLVM. We found that this method creates expressive facial animations.

Because we train a separate GPLVM for each type of action, the particle simulation
by itself cannot generate animations that transition between models. To overcome this
limitation, we compute matching points between the models. These matching points are
locations in the latent spaces that map to similar rig parameters. Transitions between models
are performed by moving the particle to one of these matching points, switching models, and
starting a new simulation at the corresponding matching point in the new model.

5.4 Low Dimensional Embedding

Given a large set of training animation, represented as a sequence of rig control parameters,
our method learns a mapping between a low dimensional latent space and rig parameters.
This mapping is generated in three stages. First, each rig control in the training animation is
scaled to weight the controls proportional to changes in the final mesh. Second, the training
animation is reduced linearly using Principal Component Analysis (PCA). Finally, the data
is mapped to a lower dimensional latent space using a form of the Gaussian Process Latent
Variable Model (GPLVM). After we have found an embedding of the training data in the
latent space, we can then map any arbitrary point in the low dimensional space to values
for the rig controls.

Scaling Rig Controls

We assume that the character rig parameters p, when evaluated, produces a surface mesh.
The ith vertex of this mesh is given by the function ei(p). We only assume that the rig
evaluation function e(p) is continuous. Otherwise, we make no other assumptions about
the function to keep our method as general as possible. Thus, the evaluation function will
typically be highly nonlinear.

Depending on how the evaluation function e(p) is defined, large changes in some rig
parameters might result in small changes in the output surface mesh while small changes
for other parameters might result in large changes in the mesh. Specifically for some setting

of the rig parameters p, the value
∥∥∥∂e(p)

∂pi

∥∥∥ might be large for the ith rig parameter, but the

value
∥∥∥∂e(p)

∂pj

∥∥∥ might be small for some other rig control. Thus, there could exist some rig
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controls that have a very small effect on the surface mesh but have a large variance across
the training animation. Because we will be using PCA, we want to scale each component
of the data so that the principal axes of the transformation do not align with these controls
with high variance but low influence on the mesh.

To avoid this situation, we want to scale the rig parameters about the sample average to
obtain z = W(p− p̄) + p̄ where W is a diagonal matrix and wi is the amount to scale the
ith rig parameter. We choose W such that a unit change in the scaled rig parameter space
corresponds with approximately a unit change in the surface mesh. Specifically for the ith

rig parameter,

∥∥∥∥
∂

∂zi
e(W−1(z− p̄) + p̄)

∥∥∥∥ = 1 (5.1)

where z is any possible value of the scaled rig parameters.
We use p = W−1z and the chain rule to find that

∥∥∥∥
∂e(p)

∂pi

∂

∂zi

[
w−1

i (zi − p̄i) + p̄i
]∥∥∥∥ = 1. (5.2)

We can use Equation 5.2 to solve for the weights and find that wi =
∥∥∥∂e(p)

∂pi

∥∥∥. Because

e(p) is a generally nonlinear function, Equation 5.2 cannot be satisfied for all possible values
of p for a fixed W. Instead, we approximate the norm of the partial derivative by evaluating
the rig at the sample mean p̄ of the training data and at several points about the mean. For
rig parameter i, we construct a least squares error problem to approximate the norm of the
partial derivative by

∥∥∥∥
∂e(p)

∂pi

∥∥∥∥ ≈ argmin
w

2∑

n=−2

(‖e(p̄)− e(p̄+ nσi)‖ − w ‖nσi‖)
2 (5.3)

where σi is a vector with the sample standard deviation of the ith rig parameter in the ith

position and zeros elsewhere. The values n ∈ {−2,−1, 0, 1, 2} were chosen experimentally,
and this set was found to produce good results. We solve this least squares problem separately
for each wi.

Linear Dimensionality Reduction

Typically, a fully-rigged main character for a feature film will have on the order of thousands
of rig controls. Some of these rig controls might not be used in the training data, and some
might have a small, almost imperceptible effect on the animation. To remove these controls
and simplify the data, we linearly reduce the dimension of the data by using Principal
Component Analysis. This method will treat the small variations in the data as noise and
remove it. This initial linear reduction helps improve the results of the GPLVM that is used
later.
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Let z represent the scaled rig parameters of a single frame of animation. Suppose that
there are Drig parameters and that there are N total number of frames of animation in the
training set. The scaled animation data can be represented as Z = [z1, z2, z3, ..., zN ]. We
then compute the singular value decomposition of the data Z̄ = UΣVT where the matrix
Z̄ is the matrix Z with the sample mean subtracted from each column of the matrix. We
choose the number of principal components dpca to use by considering the explained variance

of the model. The explained variance is given by v(d) =
∑d

i=1 σ
2
i /

∑k

i=1 σ
2
i , where σ

2
i is

the ith singular value of the normalized matrix Z̄ and k is the rank of the matrix. In our
experiments for our models, we chose dpca such that v(dpca) ≈ 0.85. With the number of
principal components chosen, we define the transformation matrix Tpca, which contains the
first dpca columns of the matrix U. We then represent the training data as the matrix
Y = TT

pcaZ̄.
We evaluated the difference between running PCA on the original and scaled rig param-

eters to determine the effect scaling the parameters has on the quality of the dimensionality
reduction. We found that when enough principal components are used to ensure that the
explained variance is at or above 85%, there is no discernible difference quality of the ani-
mations between the scaled and original rig parameters, but the GPLVMs described in the
following section tended to perform better with the scaled rig parameters. The difference
between the original rig parameters and the compressed data, measured as

∥∥z−TpcaT
T
pcaz

∥∥,
is much larger when using the scaled rig parameters compared to the unscaled parameters.
When we use a small number of principal components, animations compressed with the
scaled rig parameters are visually better than the animations compressed with the unscaled
data. Furthermore, the unscaled version often contains objectively undesirable meshes, such
as the jaw of a character passing through the roof of its mouth. Therefore, we conclude that
quantitative comparisons in the rig parameter space will not be sufficient to evaluate the
effectiveness of our method.

Nonlinear Dimensionality Reduction

Given the linearly reduced data in the matrix Y, we now compute a low-dimensional em-
bedding through the use of a Gaussian Process Latent Variable Model [82]. The GPLVM
is a generative, probabilistic model that we use to map nonlinearly the PCA transformed
data Y to a set of points X in a latent space of dimension dgplvm where dgplvm < dpca. We
model dynamics in the latent space by placing a Gaussian process prior on the points X

as described in [81]. This dynamics prior will thus keep temporally close data points close
together spatially. Because we train our models using multiple segments of animation, the
GPLVM with a dynamics prior will tend to keep separate segments far apart in the latent
space. This separation is caused by the GPLVM placing dissimilar frames of animation far
apart without trying to place similar frames near each other. Therefore, we use the con-
nectivity prior described in [91] in order to pull together similar frames of animation from
separate segments.
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The GPLVM models the training data Y as the outputs of a Gaussian process from the
low dimensional embedding of the points X. We assume that each output of the GP is
independent so that

log p(Y|X) =

dpca∑

i=1

logN(yi,:|0,Kx)

= −
dpca
2

|Kx| −
1

2
tr
(
K−1

x YYT
)
+ const.

(5.4)

We denote the ith row of Y as yi,:. For the entries in the kernel matrix Kx, we use the
radial basis function, which is given by:

kX(xi,xj) = σ2
rbf exp

(
−

1

2l2x
‖xi − xj‖

2

)
+ δijσ

2
white. (5.5)

The kernel parameters σ2
rbf , σ

2
white, and l

2 are optimized when the GPLVM is trained.
Our input data is composed of multiple segments of animation, and we would like to

model the dynamics of each segment. We place a Gaussian process prior on the latent points
X. The input to the GP is time t of each frame. Each segment of animation is independent
from all others; thus, the prior places a Gaussian process on each segment separately. The
dynamics prior is given by

ψD(X, t) =

dgplvm∑

i=1

logN(Xi,:|0,Kt). (5.6)

The entries of the kernel matrix Kt are computed by the radial basis function. Fur-
thermore, Kij

t = 0 when frames i and j belong to separate animation segments. See the
description of the simple hierarchical model in [81] for more details.

The connectivity prior provides a method to model the degree of connectivity among the
latent points X by using graph diffusion kernels. We denote this prior with ψC(X). See the
description of the connectivity prior in [91] for more details.

Combining the dynamics and connectivity priors, we can express the conditional prob-
ability of X as p(X|t) ∝ expψD(X, t) expψC(X). We estimate the latent points X and
the hyper-parameters σrbf , σwhite, and lx through maximum a posteriori (MAP) estimation.
Thus, we want to maximize

log p(X, σrbf , σwhite, lx|Y, t) = log p(Y|X) + ψD(X, t) + ψC(X). (5.7)

To maximize Equation (5.7), we use scaled conjugate gradient. The initial guess for the
latent points is the first dgplvm rows of Y. We manually set the hyper-parameters for the
dynamics prior and do not optimize these values. In Figure 5.2, we show a plot of several
animation curves embedded in a three dimensional latent space.
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Figure 5.2: Three dimensional latent space learned for a training set of 9 examples of a roar
with a total of 393 frames.1
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Mapping to Rig Controls

Once we have a trained a model, we are now able to reconstruct rig control values from a new
point x′ in the latent space. We first find the most likely point in the dpca dimensional space
given the new point and the GPLVM model. Next, we multiply by the matrix of principal
components to obtain the scaled rig parameters. Finally, we divide by the scaling factors
and add the mean to each parameter.

The distribution of a new point y given the corresponding latent point x and the GPLVM
model M is a Gaussian distribution where

p(y|x,M) = N(y|YK−1
x kx(x), kx(x,x)− kx(x)

TKxkx(x)) (5.8)

where kx(x) is a column vector whose ith entry is given by kx(x)i = kx(xi,x). Because
the distribution is Gaussian, the most likely point in the dpca dimensional space is given by
the mean YK−1

x kx(x). The product YK−1
x can be precomputed, which would allow this

pose reconstruction problem to run in time linear to the size of the training data for the
model.

5.5 Animation Synthesis in Latent Space

New animations can be synthesized by generating a new path P = [x1,x2, ...,xt] through the
latent space. The rig parameters for each point in the path can be computed by mapping
the point from the latent space to the high dimensional rig control space. Because the latent
space provides a continuous mapping any smooth curve in this low-dimensional space will
result in smooth animation curves for each rig parameter.

To synthesize a new path, we simulate a particle moving through the latent space and
track its position over time. We control the particle using a Lagrange multiplier method
to enforce constraints on the system. For example, if we desire a path that does not stray
too far from a user-defined point, we define a constraint to enforce this behavior. To add
variations and noise to the path, we apply a random force. We found that this particle
simulation method works well for synthesizing facial animations.

In order to achieve real-time performance, the number of training points in the GPLVM
must be small. Therefore, the training animation needs to be divided into sufficiently small
subsets. Each subset of animation corresponds with a specific type of expression or facial
action such as a roar. A separate GPLVM is trained on each subset of animation. Because
these latent spaces are separate, we need a method to map points from one model to another.
With such a mapping, the particle simulation can transition between models, which allows
for the synthesis of facial animations across multiple subsets of the animation.

We conclude this sections with a descriptions of a set of low-level “commands” to provide
control of the synthesized animation. These commands are used to control the particle in
the latent space, which thus gives control of the synthesized animation. The motivation for
these commands is to develop a system reminiscent of the method an artist might use to plan
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an animation of a character’s face. These commands allow for a user or an application to
specify key poses in time, and our animation synthesizer generates motion that transitions
between the poses.

Particle Simulation

We synthesize curves in the latent space by tracking the position of a particle in this space
over time.

The input to our simulation is a path p(t) that the particle follows through time. We
apply two constraints to the system and a “random” force to add noise to the path. The
first constraint ensures that the particle does not move too far from the path. The second
constraint ensures that the particle remains in areas of high probability in the GPLVM.
Because there could be times when both constraints cannot be satisfied simultaneously, we
model the path-following constraint as a hard constraint that must be satisfied, and the
other constraint is modeled as a soft constraint that can be violated.

Given some path p(t) parametrized by time, we want to ensure that the particle does
not drift too far away from the curve. To enforce this requirement, we apply the inequality
constraint ‖x− p(t)‖2 − r2 ≤ 0 to ensure that the particle at location x stays within a
distance r of the point p(t) at time t. Forward simulation with this constraint is computed
using the Lagrange multiplier method described in [8].

Let F be the force acting on the particle at time t. We use the Lagrange multiplier
method to compute an additional force Fc that we apply to the particle to ensure that the
constraint is satisfied. The constraint force is given by Fc = λg where g = x(t)− p(t). The
multiplier λ for a particle of unit mass is given by

λ =
−gTF+G

gTg
. (5.9)

The scalar G is given by

G = (ẋ(t)− ṗ(t))T (ẋ(t)− ṗ(t)) + 2α(gT ẋ(t)− gT ṗ(t)) +
1

2
β2(gTg − r2). (5.10)

The parameters α and β are selected by the user to control how quickly a system violating
the constraints returns to a state satisfying them. We set β = α2, which is suggested
in [8]. The term Fc described above will apply a force to satisfy the equality constraint
‖x(t)− p(t)‖2 − r2 = 0. To allow the particle to move freely within the radius around the
target point, we constrain the force Fc to only point towards the target point p(t). This is
accomplished by setting λ = 0 whenever λ > 0.

Our second constraint pushes the particle towards high probability regions in the latent
space. The GPLVM provides a probability distribution over the latent space p(x(t)|M), and
we use this distribution to push the particle towards “probable” regions, which can provide
better reconstructed poses than less probable regions of the latent space. However, we found
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that models trained with facial animations can synthesize reasonable poses from less likely
regions of the latent space. We found that generally these lower probability poses do not
contain visual defects such as an overly stretched face or interpenetrating meshes. Therefore,
keeping the particle in a high probability region is not critical and can be violated if necessary
to satisfy the path constraint. We model this likelihood constraint as a force applied to the
particle that points in the direction of the gradient of the PDF. The magnitude of the force
is determined by the value of the PDF evaluated at the particle’s current location. If the
value is above some empirically chosen quantity v, the magnitude is small, and if the value
is below v, the magnitude is large. We model this as a sigmoid function so that the force
function is continuous for numerical integration. The magnitude is expressed as

S(t) = a

(
1 + exp

(
p(x(t)|M)− v

l

))−1

, (5.11)

and the constraint force is expressed as

FGPLVM(t) = S(t)
∂p(x(t)|M)

∂x
/

∥∥∥∥
∂p(x(t)|M)

∂x

∥∥∥∥ . (5.12)

The parameters a and l are defined by the user, and control the magnitude of the force
when the constraint is not satisfied and how quickly the magnitude approaches a. Computing
the partial derivatives of the Gaussian process takes time quadratic to the size of the training
data. If the size of the training set is small, this can be computed in real-time.

In addition to these constraint forces, we apply a random force Frand(t) to add variation
to the particle’s path. We model this force as a randomly drawn, zero-mean Gaussian
process: Frand(t) ∼ GP(0, k(t, t′)). Each component of Frand(t) is independent of all others.
The covariance function is given by k(t, t′) = α exp (−(2γ)−1(t− t′)2), where α and γ are
user-defined parameters that control the magnitude and smoothness of the random force.

This random force adds noise and variations to the particle’s movement through the latent
space. Thus, a particle following the same path multiple times will have slight variations in
each repetition, which will generate unique animations with small but noticeable differences.
Variations in the animation could be achieved through other means such as perturbing the
path p(t); however, we did not evaluate these other possibilities.

In our experiments, we simulate the particle forward in time using a fourth-order Runge-
Kutta integration method. We used a piecewise linear function for the path p(t), which
is defined by a set of points [p1,p2, ...,pn] such that p(ti) = pi and ti is the time of the
ith frame of animation. We do not integrate across multiple frames of animation to avoid
integrating over discontinuities in the piecewise path function p(t). Section 5.5 describes
methods to define p(t).

Mapping Between Models

A large set of heterogeneous motions cannot be accurately embedded in a low dimensional
(d ≤ 5) latent space. Therefore, we divide the training animation into small sets of similar
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expressions and compute the embedding in the latent space for each subset separately. The
drawback of training separate models is that animations transitioning between multiple
models cannot be synthesized using our particle simulation method. This problem arises
because a continuous path between models does not exist. In this section, we describe a
method to synthesize smooth animations that transition between latent spaces.

To create a path between two models M1 and M2, we first precompute a set S of cor-
responding points in both latent spaces. A pair of matching points (x1,x2) where x1 ∈ M1

and x2 ∈M2 is included in S if ‖g(x1;M1)− g(x2;M2)‖
2 < ǫ where g(x;M) is the function

that maps x to the rig parameter space. Thus, we want to identify pairs of points in the
latent spaces whose reconstructed poses are similar. The set of matching points identifies
points in the two models, which can be used as bridges between the two models. To create
a curve that moves between model M1 to M2, we create a path in M1 that ends at a point
in S for the model and then create a path that starts at the matching point in M2.

To identify a pair of matching points for models M1 and M2, we fix a point x1 ∈ M1

and compute the reconstructed rig parameters z1 = g(x1;M1). The point x1 can be any
point; however, in our implementation, we restricted x1 to be from the set of latent points
corresponding to the training animation for the model. Next, the point z1 is transformed by
the linear dimensionality reduction specified by model M2

ŷ1 = TT
2 [W2(z1 −m2)] (5.13)

where T2 is the first d principal components of the PCA transformation given in model
M2, W2 is the diagonal matrix of scale values for each component, and m2 is the mean of
the training data used in model M2.

The next step is to find the point x2 in the latent space of model M2 such that

x2 = argmin
x

∥∥∥∥ŷ1 − argmax
y

logp(y|x,M2)

∥∥∥∥
2

. (5.14)

Because yi = f(x) + ǫ where ǫ is additive Gaussian white noise, the maximum of
p(y|x,M2) occurs when y = f∗ where f∗ = K∗[Kx]

−1Y2 is the noise-free output for the
test point x. Therefore, Equation (5.14) can be written as

x2 = argmin
x

∥∥ŷ1 −K∗[Kx]
−1Y2

∥∥2
. (5.15)

The problem of finding the best matching x2 ∈ M2 giving the point x1 ∈ M1 is now
formulated as a nonlinear optimization problem. We solve this problem by using the scaled
conjugate gradient algorithm. However, because the function is multi-modal, we run the
optimization algorithm multiple times with randomly selected initial values to attempt to
find the global minimizer. Furthermore, care needs to be taken not to take large steps during
the optimization routine because the gradient of the objective function quickly goes to zero
as x2 moves away from the training points in the model.
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Figure 5.3: Four examples of the best-matching poses found between two models. In each
pair, the pose on the left is generated from a model trained on animations with grumpy-
looking animations, and the pose on the right is generated from happy-looking animations.1

In our implementation, we identified pairs of matching points between models M1 and
M2 by computing matching points x2 for each latent point of the training data for model
M1. We then evaluated the Euclidean distance between the reconstructed rig space poses
for each pair of matching points. Pairs with distances below some user-defined threshold
were kept while all other pairs were discarded. With this method, we obtained between
10-50 transition points between each pair of models. For models trained on similar-looking
animations, the transition points were spread throughout the latent space. Models trained
with distinct animations tended to have the transition points clustered around one or two
small regions of the latent space.

To create an animation that transitions between two models, we generate a curve in the
first model that ends at one of the precomputed transition points and a curve in the second
model that starts at the corresponding transition point from the first model. The animation
is synthesized by reconstructing the poses along the curves and placing the animation from
the second model right after the first. As seen in Figure 5.3, the poses reconstructed from
matching latent points in two models are not necessarily identical. As a result, there will
be a discontinuity in the animation at the transition between the two models. To overcome
this problem, we perform a short blend between the two poses in the rig parameter space at
the transition point.
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Figure 5.4: Set of frames from an animation synthesized using a model trained on a set of
”surprise” expressions.1

Synthesis Control

We use the particle simulation method described above to synthesize animation for the face
of a non-human character and develop a set of commands to provide intuitive control of
the character’s expression. The high-level reasoning for using these commands is that we
want to provide control over what pose the character has at a specific time in an animation.
With these poses, our synthesis algorithm then generates transitions between the poses and
models specified in the commands.

MOVE: The move command takes a target point t in the latent space as input. The
synthesized animation is controlled by moving the particle from its current position in the
latent space to the target point. This is accomplished by setting the particle’s path function
p(t). We tested two methods to generate the path. The first method creates a straight line
from the current point to the target. The second method uses the shortest path in a complete
weighted graph G of the training data. In the graph, we represent each frame of data as a
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vertex, and the weights between vertices are computed by w(xi,xj) = ‖xi − xj‖
−p, which

is similar to the graph constructed for the connectivity prior [91]. In our implementation,
we found that setting p = 4 yielded good results. We also add the start and end points as

vertices in the graph G. We re-sample the resulting path so that
∥∥∥∂p(t)

∂t

∥∥∥ is constant for all

t. This ensures that the particle follows the path at a consistent speed. We found that both
path-generating methods create compelling animation. The only difference between the two
is that the straight line path is shorter, and thus a particle following this path will reach the
target in less time.

IDLE: When the animated character is not performing an action, we would like for the
character to have an “idling” animation, and we would like to control the expression of the
character as it idles. We found that we can synthesize idling animations by picking a point
p in the latent space corresponding with a user-specified pose. This pose is a hand-selected
expression. We let the particle move randomly within a radius r about the point to create
variations of that pose. Keeping the particle within the radius is accomplished by setting
the particle’s path following function to p(t) = p for the time we want idle about the point.
To add variety to the animation, multiple user-specified points can be used. With multiple
points, the synthesis can be controlled by first picking a point from the set to move to. Next,
the particle hovers about that point for a fixed amount of time. Finally, an new point is
selected, and the simulation repeats by moving to this new point and hovering. See the
accompanying video2 for examples of synthesized idling animations.

TRANSITION: The transition command is used to generate a continuous animation
between two models. This command uses the previously described MOVE and IDLE com-
mands. To transition from model M1 to model M2, our method moves the particle from its
current position in modelM1 to the nearest precomputed matching point in the latent space.
When the particle is close to the point, it then idles about that point and the particle in
M2 also begins to idle about the corresponding matching point. We finish the transition by
performing a blend between the high-dimensional rig parameters from the two models while
the particles are idling. Please see the video2 for examples of transitions.

PLAY SEGMENT: Occasionally, we might want to play part of an animation unmod-
ified directly from the training set. We play the animation by using the embedding of the
sequence in the latent space. We use the MOVE command to position the particle near the
starting pose of the animation. When the particle is close enough, we stop the simulation
and move the particle along the path of the embedded animation. When moving the particle
to the start, we adjust the radius r to ensure that it has moved close to the start to avoid
discontinuities when the animation segment starts playing.

5.6 Results

We used the method described above to synthesize animations at interactive frame rates. The
input to our algorithm is film-quality hand animation. For a feature film, a main character
might have about 20 minutes of animation. We manually separated the data into sets of
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Figure 5.5: A visualization of the layered Deformation System for Toothless’s facial rig that
enables real time free-form facial control shaping.1

similar expressions and also removed any visually bad data. For example, a character might
be off screen and is not animated, or a character might be animated for one specific camera
angle and does not look acceptable from all possible viewing angles. Using our method, we
trained a separate model for each type of expression that we manually labeled in the training
data. To evaluate the effectiveness of our method, we compared transitions synthesized with
our method to transitions generated using Motion Graphs [73]. Additionally, we synthesized
scripted animations off-line and created an interactive game featuring synthesized real-time
animation using our algorithm to demonstrate the application of our method.

We used the animation data from the hero dragon character Toothless in the feature
film How to Train Your Dragon 2. This data is sampled at 24 FPS, and 742 face rig
controls are used in our algorithm. Toothless’s facial rig is a multi-layered design [120],
which provides control ranging from coarse to fine deformations. Figure 5.5 shows the
layers of the face rig. There are four main layers of the face rig that involve both bones
and blenshapes. First, the bones control large, gross deformations of the mesh. Second,
intermediate blendshapes are applied for coarse control. Third, fine-control blendshapes are
used. Finally, free-form deformations are applied to allow custom shapes after the first three
layers have been evaluated.

To demonstrate how well our method can reuse previous animation, we use only data from
this film and do not hand animate any data specific for our applications. We identified eight
expression sets: happy, grumpy, bored, curious, and neutral, roar, head shake, and surprise.
We manually labeled animations that fit into these categories and trained a GPLVM on each
one separately. The labeling task required several hours to complete. Each model contained
between 100 to 800 frames of animation, and the latent space for each model has three
dimensions. We chose three dimensions experimentally by training models with different
dimensions. We found that for our small data sets, the quality of animations synthesized
with models of three dimensions or higher were perceptually similar. Therefore, we chose the
smallest dimension to minimize the number of unknown variables we solve for when training
the GPLVM. In total, we included 3745 usable frames of animation in our training data,
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which is equivalent to 156 seconds of animation.
Because our method solves a problem similar to Motion Graphs and methods based on

Motion Graphs, we compare expression transitions synthesized with our method to those
we synthesized using Motion Graphs described in [73]. In our method, we used on average
12 frames to blend between two models. Therefore, we used the same number of frames to
synthesize the blends between segments of animation using Motion Graphs for comparison.
In the accompanying video2, we show transitions synthesized using both methods. For
Motion Graphs, we picked transitions between two sets of animation by picking transitions
points between animation sequences with small distances in the rig parameter space as
described in their work. Visually, we found that in some cases, transitions synthesized
using Motion Graphs appear sudden and unnatural. We found that these sudden transitions
occur when the two animations do not contain large movements. However, Motion Graph
blends are not noticeable when transitioning between motions containing large movements.
Our method, on the other hand is able to synthesize smooth transitions between different
expressions regardless of the amount of motion before and after the transition.

We found that because our sets of training animation are small and contain heterogeneous
motions, the Motion Graph algorithm was unable to find transitions with small distances
going towards or away from most animation segments. Thus, a motion graph built on this
data would use a small fraction of the data. Our method, however, makes use of the entire
data set and is capable of transitioning to and from any pose.

We also evaluate our method by synthesizing scripted animations. We directly used our
interface for the synthesis algorithm. We provided control over which command is sent to
the system and when. This give the user the ability to specify poses that the character
needs to make at a scripted time. Because the animation can be computed in real-time,
the user can quickly see how changes in the script affect the animation. All of the off-line
animations shown in our accompanying video are synthesized with this method. We found
that scripting an animation allows for someone without an artistic background to author
novel and expressive animations quickly.

We demonstrate the effectiveness of our algorithm through an interactive game of Tic-
Tac-Toe, in which the user plays against the computer. We synthesize animation for Tooth-
less’s face to react in real time with the results of the game. During Toothless’s turn, he
holds a ponderous expression. Although the computer logic for Tic-Tac-Toe strategy can
be computed in milliseconds, we intentionally extend Toothless’s deliberation time to allow
for expressions as if he were playing a cognitively difficult game. During the player’s turn,
he squints and scowls as if he were intimidating the player. When Toothless loses a round
in the game, he roars and expresses anger, and when the he wins, he expresses happiness.
If Toothless misses a move to block the player from winning, he displays an expression of
surprise. All of these expressions are scripted using commands described in Section 5.5.

We found that eye movement is context specific. Because synthesizing new animation
with eye movement lead to unrealistic animation, we fixed the eyes to look forward and do

2http://graphics.berkeley.edu/papers/Bailey-RHA-2016-07/Bailey-RHA-2016-07.mp4
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not include the eyes’ rig parameters in the synthesis model.
For each emotional state animated in the game, we created a set of scripts containing

specific commands. When the game needed to synthesize a particular emotional expression,
it randomly picked a script from the corresponding set to run. Only the head shaking
animation was scripted using the PLAY command. All other animations are scripted using
TRANSITION, MOVE, and IDLE.

We tested our application on an HP Z840 workstation with two Intel Xeon E5-2687w
processors running at 3.1GHz, providing 16 cores in total. The machine has 32GB RAM.
To compute the surface meshes, we use LibEE [154], a multithreaded evaluation engine for
calculating Toothless’s surface mesh.

To achieve interactive frame rates for rig evaluation, the resolution of Toothless’s final
skin mesh was reduced by a factor of 5. This was done non-uniformly to ensure resolution
was retained in the most critical areas for expression, e.g. eyes and wrinkles around the
nose. Apart from the mesh resolution reduction, no other changes were made to the face rig
compared with the original production rig used in the film. LibEE is also the same engine
used to evaluate the rig during the production of the film; therefore, the animation and
deformations are all the same as used in production. We render the mesh for the real-time
application using OpenGL. The application runs successfully at 24 frames per second. Please
see the supplementary video for a recording of the application running in real time.

5.7 Discussion

Our labeled training data for each expression formed small sets ranging from 100 to 800
frames of animation. Because of the small size of these sets, GPLVMs worked well to model
the variation in the motion for each expression. However, dividing the data into separate
sets of expressions has limitations. We cannot mix expressions because the models are sepa-
rate. For example, our method is unable to combine “happy” and “surprise” expressions to
synthesize a hybrid expression from both models. Generating these mixed expressions could
be possible by training a GPLVM on a large, combined data set. However, we found that a
GPLVM trained on this mixed set did not perform well because of the dissimilarities in the
motions from the separate expressions. Additionally, the computation time required to train
the model grows cubically with the size of the training data, and we found that the training
times were unfeasibly long without using Gaussian process approximation techniques.

Our method’s ability to synthesize transitions between models depends on its ability to
find matching points between two expression models. Suppose that two GPLVM models
are so different that no pair of similar points can be found. Then synthesizing transitions
between the two might need to pass through a third model that has matching points with
the two. For example, a transition going from happy to grumpy expressions might need to
pass through a neutral expression if the happy and grumpy models share no similar points.
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Chapter 6

Facial Performance Capture

6.1 Introduction

Facial performances are a key component of character animation. The expressiveness of a
facial animation as well as the timing are crucial for a sense of realism. Achieving this high
level of quality in a facial animation can be a time-consuming and expensive process. For
animated film, the high-quality, high-end solution involves animating a character’s face by
hand, in which artists have full control of the appearance and timing of a facial performance.
Although every aspect of the performance is directable, an artist working for a week might
only produce several seconds of animation.

For live action film, visual effects artists create highly accurate and detailed virtual
representations of actors’ heads. These facial models are typically generated through scans
of an actor’s face, which require a highly sophisticated capture rig consisting of a large array

Figure 6.1: Visualization of the full blendweight solving process. Starting with a frame from
a recorded video on the left, we employ style transfer to produce the middle image that
has the appearance of the blendshape model but preserves the expression of the actor in
the recorded frame. We then apply our blendweight optimization method to produce the
deformed facial model shown on the right.
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of carefully calibrated cameras [123]. Recently, data-driven approaches have been introduced
that produce similar high-quality results for actors wearing head-mounted cameras [110].
Additional work has allowed for facial performance capture to transfer an actor’s performance
onto a facial rig whose appearance does not match the actor’s [51].

Although these types of facial animations are impressive, the results take a significant
amount of time and resources to produce, which limits their use to high-end productions
such as big budget feature films or Triple-A video games. Lower budget productions have
significantly fewer options for facial animation, and there is a noticeable difference in the
quality. Our work aims to improve the accuracy of facial performance capture methods while
using inexpensive equipment. Specifically, our method does not require multi-camera facial
capture camera arrays nor does it require high-resolution scans of actors’ faces. Instead,
our approach utilizes an artist-modeled blendshape facial rig, a set of manually posed ex-
pressions on the rig, and a set of recordings captured with a helmet-mounted camera. In
our experiments, we record performances with an inexpensive webcam. In total, the only
equipment required to generate facial performance capture animations with our method is
a helmet and a single camera. The cost of these two items is a fraction of the cost of a
multi-camera performance capture system.

Given a recording of an actor, our work generates an animation to match a recorded
performance. The animated facial rig is an artist-created blendshape model, and we do not
require the appearance and facial features of the model to match those of the actor. The
resulting animation consists only of blendweights used to deform the facial rig. We do not
generate any corrective deformations to better match the recorded performance. The main
benefit of animating the rig through blendshapes only is that artists can manipulate and
edit the solved animation via the original controls of the facial rig.

Our facial performance capture method operates in several stages. First, the face is
detected in a frame, and the image is cropped and resized while the background is removed.
The image is then passed to a style transfer model that manipulates the image in pixel-space
to morph the appearance of the actor to match the appearance of the blendshape model
while preserving the actor’s expression. Facial landmarks are then detected on the resulting
image. The image and the points are passed to an iterative optimizer that estimates the
rig parameters for the given frame. Finally, eye rotations are computed after the mesh and
camera parameters have been fitted to the input frame. Figure 6.1 shows images from each
stage of our method.

Our contributions include a style transfer method designed specifically for transferring
facial expressions as well as an iterative blendweight optimizer for processing the style-
transferred images. For style transfer, we adapt the first order motion model of Siarohin
et al. [131] by segmenting the face and training a model for each component. We also
introducing additional loss terms to improve the quality of results. We design our itera-
tive blendweight optimizer to take advantage of constant features contained in the style
transferred images. Because the facial geometry, texture, and lighting are constant in the
images, the optimzer can solve for blendweight values and camera position without needing
to estimate these constant parameters.
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We evaluate our approach on recordings of actors whose facial features are visibly different
from the animated facial rig. Furthermore, we show that our iterative optimizer produces
the best results from images generated through our style transfer method when compared
to other approaches. All of our results are produced with an artist-created blendshape
model. The style transfer method and separate landmark detectors are the only components
that requires training. We train the model with a small set of facial recordings, and we
demonstrate that our method successfully generalizes to new actors and performances.

6.2 Related Work

A common approach for facial performance capture is first to fit a parametric model to an
image of the actor’s face and then to match the expression in the recorded face by finding
the optimal rig parameters that minimize some objective function on the image. We will
refer to this class of methods as optimization-based methods. These approaches start with
a parametric facial model (or morphable model) [12, 13], which solves the underconstrained
problem of estimating facial geometry given a static image of a head. This type of parametric
model can be created by scanning several hundred heads and then correlating their geometric
differences through PCA. FaceWarehouse [23] extends the morphable model by also including
a statistical model of facial expressions. Furthermore, morphable models can be fit to a source
and target actor to transfer expressions from one recording to another [140]. Because our
method transfers expressions through manipulations in image space, our algorithm does not
require a morphable model and can instead work with artist-created facial rigs.

Once a 3D model has been fit to the actor’s head, the blendweights are updated according
to the displacement of image features from frame to frame by solving an optimization problem
[97, 156, 98, 16]. Although fitting a blendshape model to a video captures the general motion
of the face, the eyes and the mouth are difficult to capture accurately. Methods to improve
lip animations use an example-based approach to animate the mouth [36] or use multi-
camera setups [17, 10]. Facial performance capture methods that rely on a single RGB
camera tend to miss high-frequency information in the appearance of the actor’s head such
as wrinkles. These details can be added through texture [57] or through direct manipulation
of the geometry [38]. Because our method is designed to allow artists to work with the
resulting facial animation, we restrict our algorithm to blendweight manipulation only and
avoid adjusting the facial model’s geometry to better match a recording.

Recently, deep learning methods have helped improve results in facial reconstruction and
performance capture. Deep video portraits [69] transfers the facial performance of an actor
onto a target face by fitting a morphable model to the recordings and then applying deep
learning models to synthesize a photorealistic image from a rasterized version of the facial
model. Other methods [141, 137] train deep learning models to regress parameters of a
morphable model given input images or video. In contrast, Laine et al. [78] use a neural
network to output vertex positions of a facial model and avoid using a morphable model.
They collect data from high-quality facial scans for use during model training. Similarly, the



CHAPTER 6. FACIAL PERFORMANCE CAPTURE 84

codec avatar [101, 155, 127] generates facial geometry and view-dependent textures from a
set of input videos. Unlike these approaches, our method instead transfers the expression
of a recorded actor onto an animatable facial rig in image space. As a result, our approach
does not require facial scans of actors.

Style transfer is a key component of our method and can be loosely defined as rendering
the content of one image in the style of another. Gatys, Ecker, and Bethge [39] introduced
an iterative method for style transfer by optimizing correlations between features from inter-
mediate layers in pretrained convolutional neural networks. Subsequent work replaced the
iterative optimization step with deep learning models to allow for real-time style transfer
[62, 145, 144]. Other work includes pix2pix [59], which proposes a solution to the image-to-
image translation problem with paired training data. CycleGAN [164] addresses the same
image-to-image translation problem but works in an unsupervised setting. StarGAN [28]
addresses the multi-domain problem by utilizing pre-defined labels for images across many
different style domains. More recently, StarGAN v2 [27] replaces the domain labels from
StarGAN with style codes that are learned during model training.

Additional research addresses style transfer specifically for images of human faces. These
approaches generate facial images through image processing alone and do not rely on geomet-
ric priors such as the morphable model. X2Face [158] develops an encoder/decoder network
to learn a latent code for facial images. Similarly, DR-GAN [142] learns latent codes from
facial images in which facial variations such as expression are separated from facial identity.
Other work [161] synthesizes novel facial images given a source photo and the landmark
positions of the target pose. CarioGAN [24] synthesizes caricature images through a style
transfer component and a geometric component, which warps the style-transferred image
based on exaggerated movement of facial landmarks.

For the style transfer component of our method, we use the first order motion model [131].
This approach detects motion between pairs of images through an unsupervised landmark
detector. An image generator then uses the motion to warp image features in order to
synthesize a new image of some target style with the driving motion from an image pair. We
found this approach works well with our method because it preserves the geometry of facial
images during style transfer.

6.3 Blendweight Optimization

Given a video of a facial performance [I1, I2, ..., IT ], where frame It is an RGB image,
our method outputs a sequence of deformed meshes M = [m1,m2, ...,mT ], where mesh mt

matches the facial expression depicted in frame It. Here, we assume that the face depicted
in the video sequence matches the appearance of the facial mesh that is fit to the images. We
parameterize the deformed mesh with a blenshape model. The blendshape model is defined
by a set of meshes B = [b0,b1, ...bm], where the mesh b0 is a neutral expression and mesh
bi, i > 0, is some artist-defined expression such as “open mouth”. The mesh deformation
can be parameterized by a vector of blendweights x ∈ R

m where xi ∈ [0, 1] and is computed
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Figure 6.2: Graphical representation of our blendweight optimization method. When evalu-
ated on a video sequence, the geometry of the blendshape model, texture maps, and lighting
coefficients are held constant. For each frame sequence, the iterative optimizer is provided
the image, detected facial landmarks, optical flow between the past and current frame, and
blendweight values from the previous frame. The optimizer outputs blendweight values that
best deform the mesh to match the image. The optimizer also outputs in-plane camera
rotation and the camera’s center of projection, which best aligns the blendshape model to
the input image.

as

m(x) = b0 +
m∑

i=1

(
bi − b0

)
xi. (6.1)

Thus, to produce a sequence of meshes given a video sequence, our method needs to estimate
blendweight values X = [x1,x2, ...,xT ] that correspond with the facial expressions seen in
the recorded video sequence [I1, I2, ..., IT ]. Our method estimates blendweights through an
iterative optimization method (Figure 6.2). Given an image frame I in a “rendered” style
(as seen in the middle image of Figure 6.1), we minimize an objective function L(x, I) to
estimate the optimal blendweight values x for the given image I. After the blendweights
have been computed, we estimate eye rotations on the facial model to match the appearance
in the image.
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With an image I of a facial expression matching the appearance of the blendshape
model, we want to estimate the blendweights x that best deform the mesh to match the
facial expression depicted in the image. Our approach formulates blendweight estimation
as an inverse rendering problem in which we identify the blendweights and environment
parameters that can be used to render an image that closely matches the target image
I. Our blendweight estimation method is based on prior optimization-based approaches
[97, 156, 98, 16] that estimate geometry, skin reflectance, and illumination from images.
Because we have control over the “rendered” image style, we can keep the skin reflectance
and illumination constant across all images and only need to estimate a small set of camera
parameters and the deformed geometry through the blendweights.

Model Appearance

The “rendered” image style is generated with diffuse reflectance on the geometry and is
illuminated with a spherical harmonic (SH) lighting model. Furthermore, the same albedo
map and ambient occlusion map are used across all examples. Given a point v on the
geometry’s surface with normal n and texture coordinates u, the radiance at point v can be
computed as

c(n,u) = Iao[u]Ialb[u]
B2∑

b=1

γbYb(n) (6.2)

The illumination is approximated by the first B = 3 SH bands [121]. The SH coefficients
γb are kept constant across all images. The values Iao[u] and Ialb[u] are the bilinearly in-
terpolated values of the ambient occlusion map and the albedo map evaluated at texture
coordinate u.

Points on the geometry are mapped to the local coordinate frame of the camera and then
to the image plane through perspective projection. Let v ∈ R

3 be a point in world space,
let R ∈ SO(3) and t ∈ R

3 be the camera’s orientation parameters, and let Π : R3 → R
2

be the camera’s perspective projection function. The position of the point v on the image
plane can be computed as

p(v) = Π(R−1(v − t)) (6.3)

Thus, the image coordinates of some point mi(x) on the deformed mesh can be computed
as p(mi(x)). During optimization, all camera parameters are held constant except for the
center of projection as well as in-plane camera rotation.

Objective Function

Given a frame I from a sequence of images, we develop an objective function to estimate
blendweight values x as well as camera parameters such that the resulting deformed mesh
best matches the image when it is rendered on the image plane. For the camera parameters,
we optimize the in-plane rotation θ and the center of projection o in the objective function.
All other camera parameters remain fixed. We use the following loss:
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Figure 6.3: Landmark points for the full face (left), the mouth contours (middle), and pupil
centers (right) plotted on the rendered image. The points on the full face plot, the outer
contour of the lips on the mouth plot, and the eye plot are defined as fixed points on the
mesh topology. The points along the inner contour of the mouth plot lie on the silhouette
edges of the mouth, and their location on the mesh depends on the pose and camera position.

L =wphotoEphoto + wlandEland+

wsmoothEsmooth + wregEreg

(6.4)

where wphoto, wland, wmouth, wsmooth, and wreg are user-defined positive scalars to weight each
error term in the objective function.

The photometric error Ephoto penalizes differences in the radiance on points on the mesh
compared to what is observed in the image. Alternatively, this error can be viewed as
rendering the mesh onto the image plane and comparing the color at specific points with the
image. We define the following photometric error:

Ephoto =
1

|S|

∑

i∈S

‖I[p(mi(x))]− c(ni,ui)‖1 (6.5)

The mesh is sampled at a set |S| of points that are picked uniformly at random across a
user-defined region on the surface of the mesh. This region corresponds with the visible part
of the front of the face.

The landmark error term Eland is designed to align a sparse set of points on the facial
mesh with corresponding points on the image plane. These points are manually identified on
the mesh and correspond with prominent facial features such as the eyes, nose, and mouth.
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Given a set of landmark points P , as shown in the left and middle images in Figure 6.3, and
a landmark detector D(I) that identifies landmarks in an RGB image, the landmark error
is expressed as

Eland =
1

|P|

∑

i∈P

∥∥∥p(mi(x))−Df
i (I)

∥∥∥
2

2
. (6.6)

The landmark detector Df (I) outputs the landmarks as 2D image coordinates. We imple-
ment the CNN-based landmark detector described by Feng et al. [34]. We construct the
training data for the detector by rendering a large set of images of the facial mesh with
different poses. Because the images are rendered from the mesh, we can compute exactly
where each landmark is located in the images, which we use to train the landmark detector.

To ensure that mouth shapes are accurately reconstructed from the input image, we
include a set of landmark points following the contours of the mouth. We evenly space the
points along the contours of the outer lips and the inner lips. The outer lip contours are
defined by the boundary between the lips and the skin around the mouth. These landmarks
are computed as fixed points on the mesh topology. The inner lip contours are defined as the
silhouette edge of the mouth as seen from the view of the camera. Because the silhouette
edge can change with respect to different mouth shapes, the landmarks for the inner lips
are not fixed to specific points on the mesh. We evenly distribute the points along the
contour according to the euclidean distance between the vertices on the silhouette edges in
the deformed mesh m(x). The middle image of Figure 6.3 depicts the landmarks on the
outer and inner lip contours. To identify the corresponding points in an image, we train a
separate landmark detector.

To promote temporal coherence between frames, we utilize optical flow maps to penalize
mesh movement in regions with little to no detected motion. For a given frame t, let F t−1

represent the optical flow map from frame It−1 to frame It. Let xt−1, θt−1, and ot−1 be the
optimized blendweights and camera parameters estimated for frame It−1. First, for each
point in the set S of sampled points from Equation 6.5, we compute the influence

αi,k =

∥∥b0
i − bk

i

∥∥
2∑

j∈S

∥∥b0
j − bk

j

∥∥
2

(6.7)

for some point i ∈ S on the mesh and blendshape k > 0 in the facial rig. Next, we compute
the magnitude of movement for each sampled point through the optical flow map. This
magnitude is represented as µi = ‖F t−1[p(mi(x

t−1))]‖2. The values in the optical flow map
are bilinearly sampled according to the projection of the mesh m(xt−1) onto the image plane.
We can then penalize changes in blendweights according to flow magnitudes as follows:

Esmooth =
m∑

k=1

exp

(
−
∑

i∈S (αi,kµi)

σ

)(
xt−1
k − xk

)2
(6.8)

where σ > 0 is a user-specified hyperparamter.
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Finally, to enforce sparsity in the blendweights x, we use L1 regularization: Ereg = ‖x‖1.
This sparsity-inducing regularization encourages the optimizer to activate only blendshapes
that are required to minimize the objective.

Optimization

To compute the optimal blendweight values, we minimize the objective function (Equa-
tion 6.4) for the blendweights x and the camera parameters θ and o simultaneously. When
solving for blendweights across a video sequence, we use the optimal values from the previous
frame as the initial guess for the next frame. To minimize the objective, we use the Newton-
Raphson method with box constraints on the blendweights to ensure that each value lies in
the range [0, 1]. At each iteration, we fit a quadratic to the current guess and solve for the
optimal value of the constrained problem. We use the method of Goldfarb and Idnani [42] to
solve the quadratic program. We perform a line search in the direction of the solution using
the bisection method. For a given frame, we run up to 10 iterations of Newton-Raphson and
terminate early if the line search fails to reduce the value of the error function.

Computing the silhouette edges for the landmark points along the mouth in Equation 6.6
during optimization could introduce discontinuities in the loss function. To avoid these
complications, we compute the silhouette edges from the initial guess for the blendweights.
The edges are held constant throughout the optimization process for each frame and are
only updated when optimization begins for the next frame in a sequence.

Eye Tracking

After the blendweights and camera parameters have been fit to an image, we have sufficient
information to rotate the facial rig’s eyes to match the image. Given the centers of the
pupils in the image and in the mesh, we compute the eye rotations such that when the mesh
is projected onto the image plane the pupil’s center aligns with the corresponding point in
the detected image as depicted on the right in Figure 6.3. Furthermore, to ensure that the
resulting eye rotations appear realistic, we compute the transformation as two rotations:
first about the X axis then about the Y axis, assuming that the front of the facial mesh is
pointing along the Z axis.

For the eye, let e be the center of rotation for the mesh and let p be the point on the
surface of the mesh representing the center of the pupil. We do not assume that p−e aligns
with the Z axis. Given the optimized camera parameters and the image coordinates of the
center of the pupil detected in the frame, we construct a ray that deprojects the point into
the 3D scene. Let t be the intersection of this ray with a sphere centered on e with radius
r = ‖p− e‖2. The eye rotations are then computed as the rotations about the X and Y axes
that align p− e with t− e.

We first calculate the rotation about the X axis as the angle between p − e and an
intermediate vector a. The Y rotation is then computed as the angle between a and t− e.
This intermediate vector is the intersection point of the plane x = px − ex, the plane
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Figure 6.4: Style transfer network evaluated with a source image I0 and a driving image Id

from the same video. The landmark detector computes the landmark positions µ and the
transformation matrices J. These outputs are then given to the optical flow model along
with the source image. This model produces a dense flow field and an occlusion map, which
are given to the generator along with the source image. The image generator then outputs
an image that closely matches the driving image Id.

y = ty − ey, and the sphere centered on the origin with radius r. If there are two points in
this intersection, we select a as the point on the same side of the plane x = 0 as p − e. If
there is no intersection, then the deprojected ray from the image plane does not intersect
the sphere, and we cannot estimate eye rotations for this frame with this approach.

Our eye tracking approach works well when the pupils are correctly positioned in the
style transferred input image. However, the style transfer method that we use occasionally
misplaces the pupils in the image. When this error occurs, our eye tracking method produces
undesirable cross-eyed results. In these cases, we compute the rotation for only one of the
eyes and apply this transformation to both eyes.

6.4 Style Transfer

Given a recording of an actor, we want to synthesize a new recording that preserves the
expressions of the actor but swaps the identity with that of the facial rig so that our iterative
optimizer can fit the blendshape model to the image. Our style transfer method directly
manipulating images without knowledge of the underlying digital face.

Our approach is based on the first order motion model [131], which transfers motion from
a video sequence onto a separate subject. We use this method to transfer the motion in a
recording of an actor onto an image in the “rendered” style for blendweight optimization.
The model uses a source image in the “rendered” style and manipulates it according to the
motion observed between two frames from a video recording of an actor. Thus, the motion
of an actor’s facial features are directly transferred onto an image of the facial model without
any direct knowledge of the underlying blendshapes.
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Style Transfer Model

Our style transfer method follows the same architecture described by Siarohin et al. [131].
The model consists of three components: an unsupervised landmark detector, an optical flow
field generator, and an image generator. Given an input image V , the landmark detector
outputs k image points µ(V) ∈ R

k×2 as well as a 2×2 transformation matrix J(V) ∈ R
k×2×2

for each point. The landmark detector processes a source image and a frame from a driving
video, and the optical flow model processes the outputs from the landmark detector. The
optical flow model produces a dense motion map along with an occlusion map, which is
then used by the image generator module. The image generator processes the source image
through several convolutional layers. Next, the the intermediate feature map is warped ac-
cording to the dense motion map, and the features are masked by the occlusion map. The
warped features are then passed through several residual layers and finally several convolu-
tional and upsampling layers to produce an output image. Figure 6.4 depicts the first order
model evaluated on a source and driving image of the same style. We only describe in detail
the components of the first order model related to our modifications of the original method.

The model is trained to reconstruct a driving image Vd from two components: an image
V0 of the same style and a sparse set of features computed from both images. We optimize the
model parameters using the perceptual loss as well as the equivariance constraint proposed
by the authors of the first order model. Additionally, we introduce a landmark distance loss,
a background-deterring loss, and a regularization term to promote a better distribution of
landmark points and transformation matrices across human faces in input images. Figure 6.5
shows a comparison of landmarks points detected by models trained with and without these
additional loss terms. Given a driving image Vd and the reconstructed image V̂d generated
by the first order model, the loss function is defined as

L(Vd, V̂d) =Lpercep(Vd, V̂d) + Lequi(Vd)+

Ldist(Vd) + Lbg(Vd) + Lreg(Vd).
(6.9)

Our proposed loss terms primarily affect the unsupervised landmark detector. To gen-
erate k landmark coordinates, the model first produces one heatmap for each landmark.
The softmax operation is then applied to the heatmap to produce a set of confidence maps
C(Vd) ∈ [0, 1]h×w×k. The 2D positions are then computed through the summation of the
confidence maps µi(Vd) =

∑h

y=1

∑w

x=1Ci(Vd). Because our use-case only requires that the
face in an image be accurately reconstructed, the landmark detector should place all points
on the face and ignore the background in an image. To achieve this goal, we first replace the
background in the input image with solid black to remove any unnecessary image features.
Second, we apply a background-deterring constraint to the confidence maps as follows:

Lbg(Vd) = λbg

k∑

i=1

h∑

y=1

w∑

x=1

Ci(Vd)[x, y] · M(Vd)[x, y] (6.10)

where λbg > 0 is a user-defined hyperparameter. Ci(Vd)[x, y] indicates the pixel value at the
coordinate (x, y) in the confidence map for landmark i, and M(Vd) ∈ {0, 1}h×w is a binary
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(a) Full loss function (b) No loss terms Ldist,
Lbg, and Lreg

(c) No Segmentation (d) Original First Or-
der Motion Model

Figure 6.5: Visualization of landmark points generated by a model trained on the full ob-
jective function, a model trained without the distance, background, and regularization loss,
a model trained without facial segmentation, and the original first order motion model.

mask that is nonzero for pixels lying on the background of the image. Figure 6.6 shows an
example of a video frame with the background removed along with the mask M.

The distance error Ldist(Vd) penalizes overlapping landmarks and landmarks that are in
close proximity. Given the set of k landmarks µ(Vd), we compute the pair-wise squared
euclidean distance between the landmarks dij = ‖µi(Vd)− µj(Vd)‖

2
2. The distance loss is

then computed as

Ldist(Vd) = λdist

k∑

i=1

k∑

j=i+1

exp(−dijT ) (6.11)

where λdist > 0 and T > 0 are user-defined hyperparameters.
The regularization term Lreg(Vd) penalizes large eigenvalues in the transformation ma-

trices J(Vd). These matrices are part of affine transformations in the image space. Large
eigenvalues would indicate regions undergoing significant stretching and scaling deforma-
tions. On human faces, the mouth region typically exhibits the largest deformations across
various poses, and the transformation matrices can reflect information about stretched and
deformed parts of the mouth. However, we found that penalizing large transformations in
J(Vd) produces visually better results when the first order model is used for style transfer.
To regularize these matrices, we apply the following loss:

Lreg(Vd) = λreg

k∑

i=1

‖Ji(Vd)− I‖2F (6.12)

where I is the 2× 2 identity matrix. Although we could penalize large eigenvalues in J(Vd)
with a rotation-invariant loss, we found that Equation 6.12 is simple to implement, produces
good results, and can easily be differentiated.
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Figure 6.6: Example of a recorded frame (left) with the background removed (middle) and
the mask M used for the background-deterring objective.

Model Evaluation

During training, the style transfer network is optimized to reconstruct a frame Vd in a driving
video from a source frame V0 taken from the same recording. However, we want the network
to transfer the expression of a face in a recorded video onto an image with a “rendered”
style. Given a frame Vd from a driving video along with a reference frame V0 and a source
image I0 that both depict the same facial expression (such as a neutral expression), the
model produces an image Id that preserves the style of the source image I0 but contains the
expression in the video frame Vd.

To use the first order motion model for style transfer, we manipulate the coordinates
and transformation matrices output by the landmark detector module. These outputs serve
as a low-dimensional representation of the input images and functions as a bottleneck for
the image generator. Given a driving image Vd and a source image V0, the optical flow
module receives the relative motion of the landmarks as well as the relative change in the
transformation matrices. The relative motion for the landmarks is given by µ0→d = µ(Vd)−
µ(V0), and the change in the transformation matrices is given by J0→d = J(Vd)J(V0)

−1.
The first order motion model transfers facial expressions by applying the relative motion

in landmarks between the frames V0 and Vd onto the source image I0. We approximate
landmark positions for the to-be-estimated image Id as follows:

µ(Id) ≈ µ(I0) + µ0→d. (6.13)

Because the image Id does not exist, the landmarks µ(Id) are estimated by applying the
motion of the landmarks between video frames V0 and Vd onto the landmarks from the
“rendered” source image I0. Similarly, we transfer the relative change in the transformation
matrices produced by the landmark detector. This change is expressed as follows:

J(Id) ≈ J0→d · J(I0). (6.14)
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Style	Transfer

Landmark	and	Transformation
Correction

Source	Image

Driving	Image

Reference
Image

Output

Figure 6.7: Landmark and transformation matrix correction during style transfer evaluation
with a source image I0 in the “rendered” style. Evaluation proceeds as illustrated in Fig-
ure 6.4 with images I0 and Vd. Landmark and transformation correction occurs between the
landmark detector and the optical flow model. The landmark and transformation correction
component provides the optical flow model with an approximation of the coordinates for
µ(Id) and the transformations J(Id).
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Figure 6.8: Example of an input frame (left) with the a mask applied to the mouth (middle-
left), the right eye (middle-right), and the left eye (right).

Figure 6.7 graphically depicts how the first order model is used to produce style transferred
image.

Facial Segmentation

Although the style transfer network can operate on the full image of a face, we found that
more accurate results were achieved by segmenting the face into regions and training a
separate model on each facial region. Specifically, we have a model for the full face, a model
for the mouth, one model for the left eye and eyebrow, and one for the right eye and eyebrow.
These facial regions are identified in the input images through a separate facial landmark
detector. Figure 6.8 shows an example frame along with masks applied to the three separate
regions of the face.

For each region in an image, we identify corresponding landmarks and compute the
convex hull containing those points. The convex hull is then expanded by a user-defined
margin, and the shape is used to mask the image so that only the relevant facial region is
visible. During model training, the unmasked images are given as input. When evaluating
the objective function (Equation 6.9), the driving image Vd and the reconstructed image V̂d

are masked. Thus, the model has access to the full image but only needs to output the image
within the masked region. Each style transfer model is trained separately. Figure 6.5 shows
a comparison of detected landmark positions for models trained with and without facial
segmentation. For the style transfer models, we allow 24 landmark points for the models
trained on the full face and mouth. We allow 12 points each for the models trained on the
eyes.

When evaluating the model for style transfer, we merge the results together to construct
a single image. First, the model of the full face is evaluated. Next, the remaining style
transfer models are evaluated separately and merged onto the output of the model of the
full face. The images are merged according to the mask of the driving image Vd. Pixels
within the mask are copied onto the combined image while pixels outside the mask remain
unchanged. Although the output image is of the “rendered” style, we found that reasonable
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results are achieved using masks from the driving image Vd to merge the results of the style
transfer models onto image Id.

Image Super-Resolution

Due to memory and computation restrictions, our implementation of the style transfer net-
work outputs images of size 256 × 256. However, the blendweight optimization method
benefits from higher resolution images. To increase the resolution of the image, we train SR-
GAN [87] on images of the “rendered” style only. Because we can produce rendered images
of arbitrary size, generating a dataset with higher resolution images is trivial. We use the
super-resolution model to double the image resolution to 512× 512.

6.5 Model Training

For training, the style transfer networks require a set of images in the “rendered” style,
featuring a diverse set of facial expressions as well as a set of images of actors covering many
head shapes, facial appearances, and expressions. To create the “rendered” style images, we
rasterize images of the blendshape model posed with randomly generated expressions. The
camera parameters and lighting conditions are held constant across all images. The random
expressions are generated by augmenting a small set of artist-created poses. To synthesize
a new pose, we first divide the blendweights into two sets: one set for the eyes and upper
half of the face and another set for the mouth and the lower half of the face. Next, we select
two poses uniformly at random from the set of artist created poses. For each pose with
probability 0.5, we randomly choose to mirror the expression or use the original pose. A
new pose is constructed by combining the set of upper half blendweights from one pose with
the set of lower half blendweights from the other pose. Finally, we add uniformly random
noise to all non-zero blendweights in the synthesized pose. The noise is drawn i.i.d. from the
distribution U(−0.15, 0.15), and the resulting blendweight values are clamped to the range
[0, 1].

We construct the image set of actors by recording performers through a helmet-mounted
webcam. The camera records the performance at 30 FPS. Each recording consists of the
actor physically expressing various emotional states as well as the actor speaking both ex-
temporaneously as well as from a script.

For rendered images and images of actors, we crop the image around the face, replace
the background with black and resize the image to a resolution of 256 × 256. We use a
landmark detector trained on a distribution of 68 facial landmarks as defined in the iBUG
300-W dataset [125]. With the detected landmarks, we crop each image so that the image is
square and so that the face occupies the center of the image. We then compute the convex
hull of the landmarks and set to black any pixel that lies outside of the convex hull.

During training of the style transfer model for each batch sample, we randomly pick with
0.5 probability to use the rendered image set or any of the recorded image. If we choose to
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use an example from the recorded images, we pick one recording uniformly at random from
the set of all recordings of all actors. Then two images from the same recording are selected
uniformly at random with one image as the source and the other as the driving image. For
the landmark detection models used for blendweight optimization, we compute landmark
positions for all of the “rendered” images in the training set. These models and the SRGAN
model are only trained on this “rendered” image set, and the images of recorded actors
are not used. When training all of the models, we augment the data by applying random
rotations, translations, and thin plate spline warps to the input samples.

6.6 Results

To evaluate our method, we construct a dataset of video recordings and one blendshape
model along with a set of artist-created poses for the facial rig. Our training set of video
recordings consists of 92 minutes of facial performances across 14 actors, including 12 male
actors and 2 female actors. One additional male and one female actor are recorded and
used for evaluation purposes. The videos are captured with an inexpensive webcam and are
recorded at a rate of 30 FPS with a resolution of 1280× 720. The camera is mounted on a
helmet worn by the actor to eliminate all head rotation relative to the camera.

The artist-created facial blendshape rig is modeled after one of the actors in the training
set of our experiments. The model consists of 11,406 vertices. In the blendweight optimizer,
we deform the mesh with 92 blendshapes. To generate the training images for the style
transfer model, an artist manually creates 104 poses that cover the full range of emotional
expressions and the full range of visemes of the blendshape model. We augment the poses
using the method described in the previous section to produce a set of 2,000 samples.

We implement our method in Python and use TensorFlow for the deep learning com-
ponents. We run our method on a 20 core machine running at 2.20 GHz with one Nvidia
Titan RTX GPU. Training the four style transfer networks takes roughly one day in total.
When solving for blendweights, our iterative optimizer runs at a rate of roughly 20 seconds
per frame.

The quality of the style transferred image has a significant impact on the results from
the blendweight optimization process. Our blendweight solver assumes a fixed head shape
for the blendshape model. Thus, the appearance of the physical structure of the face must
be preserved in the stylized image while also accurately transferring the expression from a
recorded actor. In our experiments, we first compare our style transfer method’s ability to
reconstruct images from the same style domain. For our second experiment, we construct
a small set of artist-posed expressions from recorded video frames and use these rendered
images as an approximation for the ground truth blendweight values. In this evaluation, we
compare deformed meshes estimated through our style transfer results and through other
style transfer approaches.
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Table 6.1: Average video reconstruction errors using our method, our method without seg-
mentation, our method without our additional loss terms, the original first order method,
and X2Face.

Test Train
RMSE LPIPS RMSE LPIPS

Our Method 10.9 0.277 6.8 0.176
No Segmentation 11.8 0.269 7.2 0.182

No Ldist, Lbg, and Lreg 11.4 0.279 7.1 0.181
First Order 11.6 0.273 7.5 0.180

X2Face 17.3 0.370 13.5 0.291

Style Transfer Results

We first compare the accuracy of our method when reconstructing an image from the same
style domain. We evaluate the performance of our method against four other approaches.
First, we test a variant of our approach in which a single network generates the whole image
instead of using multiple networks that focus on specific regions of the face. The number of
landmarks tracked by this variant is the same as the sum of the landmarks across the four
networks in our approach. Second, we compare against another variant of our model that
is trained with image segmentation but without our proposed loss terms in Equation 6.9.
Finally, we evaluate our method against the original first order motion model [131] as well
as X2Face [158], a model that produces a latent representation of an image and reconstructs
it through image warps on a different image. Thus, all of these methods take a source
image and a driving image as inputs and reconstruct the driving image through some latent
representation. For the source image, we use a recorded frame of the actor in a neutral
expression.

We train all of the models with the previously described image dataset. For evaluation, we
run the models on roughly 6 minutes of recordings of a male actor and a female actor not seen
during training. We also evaluate the reconstruction of recordings of one male and one female
actor contained in the training set to evaluate each approach’s ability to generalize. Each
model reconstructs the recordings, and we compute the difference between the reconstruction
and the original. We measure the differences with both the root mean squared error (RMSE)
and the Learned Perceptual Image Patch Similarity (LPIPS) metric [163], which measures
image similarities through deep visual features. RMSE is measured on the images with colors
scaled to the range [0, 255]. As seen in Table 6.1, our method shows a slight improvement
on the root mean squared error over the original first order model as well as X2Face. Lower
values are better for both error measurements.

Figure 6.9 shows the reconstructions for two recorded frames from the test set. The
images from X2Face show the largest visual differences. The clear difference in the recon-
struction quality suggests that the X2Face method might not generalize well to new faces
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(a) Original (b) Ours (c) No Segmentation

(d) No Ldist, Lbg, Lreg (e) First Order (f) X2Face

Figure 6.9: Side-by-side comparison of reconstructed images.
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Table 6.2: Posing errors (average distance error in cm). Errors are measured on sets of
artist-created poses for recordings of two male and two female actors. For each recording,
the point-wise distance errors are measured on a set of locations sampled uniformly at
random across the front of the facial model. The second set of errors are measured from the
point-wise distances of a specific set of facial landmarks on the mesh.

Male Actors
Test Set Training Set

Front Face Landmarks Front Face Landmarks
Our Method 0.25 0.27 0.19 0.25
First Order 0.26 0.28 0.23 0.29
CycleGAN 0.26 0.30 0.32 0.36

Neural Style 0.62 0.76 0.83 1.15

Female Actors
Test Set Training Set

Front Face Landmarks Front Face Landmarks
Our Method 0.28 0.30 0.30 0.33
First Order 0.28 0.30 0.34 0.35
CycleGAN 0.37 0.40 0.35 0.37

Neural Style 0.75 0.87 0.83 0.97

when trained on our small dataset with a small number of unique actors. The bottom row
in the figure shows a limitation of our method and the first order method. The models are
unable to reconstruct the wrinkles in the actor’s face. Because the models generate the im-
ages partially through image warps, they are not well-suited for reconstructing pose-specific
features, such as wrinkles, that cannot be reconstructed through image warps alone. We ob-
serve this behavior when using the model to transfer facial expressions onto the “rendered”
style. However, we found that our blendweight optimization method produces reasonable
results despite the lack of wrinkles in certain expressions.

Blendweight Optimization Results

Next, we evaluate the quality of solved blendweights given a style-transferred image. We
found that preserving the visual proportions of the blendshape model in the “rendered” image
style is essential for the accurate performance of our blendweight optimization method. To
test the quality of the style-transferred images, an artist manually poses the blendshape
model to match several frames from both the training set and test set of recordings. We
then use the blendweight optimizer to solve for the poses in the set of images. An error
is then computed from the distance between the surface of the artist-posed mesh and the
blendshape face deformed by the optimized pose.
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An ideal comparison would have a ground truth animation fit to the evaluation recording.
However, because the geometry of the blendshape model does not match the geometry of
the recorded actor, we cannot compare a solved animation to a 3D reconstruction of the
actor’s performance. As an alternative, an artist poses the facial model to a subset of
frames from recordings of both male and female actors in the training and test sets that
we use for evaluation. We assume that the professional artist can accurately reconstruct
a facial expression from a reference image, and we use these manually posed expressions
as a proxy for the ground truth. Animating and keyframing the blendshape model for the
full recording would provide the most data for comparison. However, this process is too
time-consuming, and blended poses between keyframes in the animation might not precisely
match the corresponding facial expressions in the recordings. Thus, we settle for a subset of
static poses modeled after specific frames in the video recordings.

In our experiment, we compare the results of the optimization method applied to images
generated by our style transfer method, the first order motion model [131], CycleGAN [164],
and A Neural Algorithm of Artistic Style [39]. Because CycleGAN is designed to translate
images from only one predefined style domain to another, we train the model on frames of
the recordings in which it is evaluted. In contrast, our style transfer approach is not limited
to a pre-determined style domain, and the model does not see frames from the recordings
in the test set during training. Although StarGAN v2 [27] would be an ideal method for
comparison, we were unable to train the model successfully with our dataset.

We use each style transfer method to produce a sequence of 256×256 images. The images
are then upsampled via our trained SRGAN model. Next, we detect annotated landmark
points on the “renered” style images (Figure 6.3). Finally, we generate an animation for the
full sequence of images and collect a subset of poses corresponding with the frames in which
we have ground truth data.

To compare individual frames of an animation quantitatively, we compute the distance
of a set of points. Because the topology of the mesh never changes when deformed by
blendshapes, we can compute corresponding points on the surfaces of two deformed meshes.
Given a set of n frames and K points, let pi

k represent the point k on the ground truth
deformed mesh for frame i, and let p̃i

k represent the point k on the deformed mesh computed
through solved blendweights. We compute the error as the average distance between the
corresponding points

D =
1

nK

n∑

i=1

K∑

k=1

∥∥pi
k − p̃i

k

∥∥
2
. (6.15)

We evaluate the error on two different sets of points. First, we construct as set of points
by sampling 1,000 points uniformly at random across the surface of the front of the facial
mesh. The second set of points consists of the landmarks for the full face as depicted on
the left in Figure 6.3. We evaluate our method across four recordings consisting of two male
and two female actors. One of the male actors and one of the female actors are included in
the training set used to train our style transfer models. For CycleGAN, we train a separate
model for each recording. These CycleGAN models are trained on a dataset consisting of
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rendered images of the blendshape model for one style domain, and all frames from a single
recorded actor as the other style domain.

Table 6.2 shows numerical results of our experiment. In all cases, our method performs the
best while the Neural Algorithm of Artistic Style produces the largest error. For the neural
style method, these large errors can be attributed to the method transferring the textures
in the images without warping the image to match the facial structure of the rendered
blendshape model. Our blendweight optimization method assumes a fixed facial structure in
the input image. The neural style method generally preserves the positions of facial features
in the image, and our blendweight solver cannot compensate for these resulting differences in
facial feature proportions. The error from the neural style images becomes even larger when
the actor’s facial geometry is significantly different from the blendshape model’s geometry.

Figure 6.10 shows side-by-side examples of recorded frames with the solved pose from
images of the different style transfer methods. The frames are selected from recordings of
the male and female actors in our test set. In comparison to CycleGAN, we can see that
poses solved from images generated through our style transfer method more closely match
the the shape of the mouth as posed by the artist. However, in some cases, we can see that
poses solved from the CycleGAN results more accurately match the eyes when they are fully
closed in a recorded frame. Figure 6.11 shows a side-by-side comparison of the same recorded
frames with the style transferred results. In this set of images, we also observe these subtle
differences in the eyes and the mouth shapes.

6.7 Discussion

We have presented a method for facial performance capture consisting of a style transfer
component and a blendweight optimization component. Our method does not require high-
quality facial scans nor does it require that a recorded actor’s appearance match that of the
target facial rig. Instead, our method requires a blendshape model, example poses covering
a full range of expression on the facial rig, and a training set of facial performances recorded
from a helmet-mounted camera. As a result, any actor, regardless of appearance, can drive
a facial rig through our performance capture method. Furthermore, the resulting animation
is expressed only as a sequence of blendweights, which artists can use to edit an animation
to their liking.

Because the blendweight optimizer seeks a solution that best matches the appearance of
a face in a single frame, the resulting solved pose might use a different set of blendweights
compared to what an artist might use. However, the appearance of an expression would
be similar to what an artist would create. This difference is a consequence of a large set
of blendshapes in a facial rig. Similar facial expressions can be created through different
combinations of blendweights. Additionally, the optimizer considers a single frame in isola-
tion when solving for blendweights. This approach loses the context of a facial performance
that could provide vital cues as to which set of blendweights to activate. For example, in
a recording of an actor talking, an animator can identify phonemes through the audio and
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(a) Recorded (b) Artist Pose (c) Our Method (d) First Order (e) CycleGAN (f) Neural Style

Figure 6.10: Side-by-side comparison of the deformed blendshape model for various frames
of the male actor and the female actor in the test set recordings. From left to right, the
columns show the original recorded frame, the facial rig posed by an artist to match the
recording, the posed rig generated from our style transfer method, the original first order
motion model, CycleGAN, and the neural algorithm of artistic style.
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(a) Recorded (b) Our Method (c) First Order (d) CycleGAN (e) Neural Style

Figure 6.11: Side-by-side comparison of style-transferred results for various frames of the
male actor and female actor in the test set recordings. From left to right, the columns show
the original recorded frame, results from our method, the original first order motion model,
CycleGAN, and the neural algorithm for artistic style.
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activate corresponding shapes to produce the desired mouth appearance. Our method does
not utilize any contextual information in a recording and might match appearances through
different blendshapes. Future work could incorporate additional information, such as audio,
to help produce animations more similar to what an artist would create.

Although our method produces believable animations from recordings, future improve-
ments could be made to both the style transfer method as well as the blendweight opti-
mization method. Because our style transfer approach relies on image warping through
landmarks, the method has difficulties reproducing pose-specific image features such as fa-
cial wrinkles caused by smiling. Furthermore, changes in lighting create challenges for the
style transfer method because is reduces an image to a set of landmarks and matrix trans-
formations. Changes in lighting or color cannot easily be encoded in the landmarks. We
avoid this issue by ensuring that videos in our training data are captured under constant
lighting as well as using a fixed lighting environment for the “rendered” style images in the
training data. When performing style transfer on new videos, the actor does not need to
be recorded under constant lighting conditions. Because the style transfer method cannot
easily encode lighting variations in the landmarks and linear transformations, any changes
in lighting in a new recording are lost. When an expression is transferred to the “rendered”
style, the constant lighting is preserved, which is the behavior that we desire.

As presented, our blendweight optimization method does not consider the interior of
the mouth when matching the facial rig to a performance. One major consequence of this
formulation is that our method can produce an animation where the teeth penetrate the
lips, which produces an undesirable visual appearance. Future work could explore methods
that track teeth as well to prevent intersection between the teeth and lips of the model.
Furthermore, our method does not track the tongue. Animating this part of the mouth
could further improve the realism and accuracy of our facial performance capture system.

Finally, our method requires an actor’s performance to be recorded from a helmet-
mounted camera. This setup ensures that the actor’s head does not rotate relative to the
camera. Avoiding head rotations is necessary for our blendweight optimization method be-
cause our approach only estimates in-plane camera rotations and the camera’s center of
projection. It would be unable to handle any arbitrary camera rotation. Future work could
explore tracking head rotations so that actors will not need to wear a helmet-mounted cam-
era. However, the style transfer method would need to preserve the visual appearance of
the facial geometry across head rotations. If the proportions are not preserved, then the
blendweight optimizer will not produce accurate results because it cannot deform the geom-
etry of the mesh outside of the given blendshapes.
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Chapter 7

Conclusion

7.1 Summary of Contributions

Recent advances in machine learning, and deep learning in particular, have provided new
tools to apply to problems in character animation. To address growing complexity of film-
quality character rigs, I have proposed methods to compress the computational cost of eval-
uating mesh deformations. Previously, these types of rigs have been specialized to individual
films. In some film studios, these characters might even be inaccessible in future projects
due to incompatibilities with updated animation software.

However, my proposed methods offer a solution to these common challenges with char-
acter rigs. First, my approach reduces the computational complexity of character rigs so
that they can be evaluated real-time on low-powered, consumer-quality devices. As a result,
my approach can increase the level of complexity of characters in games and interactive
applications. Second, because these rig approximations are implemented as neural networks,
character rigs can now be expressed as a fixed-length set of model parameters. This rep-
resentation provides a common format in which any character can be expressed. Because
deep learning libraries and packages are readily available, applications that evaluate these
models can easily be written. Once trained, these approximation models no longer depend
on the original animation software used to create the rig. The model parameters can also
be used as an archival method for characters authored on outdated rigging software. As
another benefit, the models allow for character sharing between animation studios in cases
where sharing their proprietary rigging software is an impracticality.

Additionally, I have proposed tools for character control and assisted animation author-
ing. As digital characters continue to grow in complexity, animators continually spend more
effort to control additional character details to achieve an ever-increasing level realism and
expressiveness. Although automated methods may never match the quality of artist-created
animations, I have developed methods that allow artists to control coarse movements and
deformations of a character so that they can focus their energy on finer-scale details that
make an animation believable. The inverse kinematics methods allow artists to pose char-
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acters quickly through manipulation of a small set of control points rather than a long list
of rig parameters. Additionally, my proposed facial performance capture method generates
animations through the original controls of the rig. Afterwards, an animator can then use
the familiar rig parameters to clean-up and fine-tune the performance. Finally, my ani-
mation synthesis approach aims to extend the lifetime of film-quality animation. Artists
spend a significant amount of effort to produce character motions for a movie. As a way to
reuse these high-quality animations, I have proposed a method to learn from these examples
and produce controllable facial animations that follow a similar artistic style of the original
animations.

7.2 Limitations and Future Work

My proposed research has shown promising results, but there are always opportunities for
improvements and extensions. In each chapter, I have listed limitations specific to each
project separately. Here, I will discuss limitations and future work relating to my proposed
research when considered as a whole.

The rig approximations for both the body and the face operate only on a single pose to
compute mesh deformations. When posing characters, animators typically work with rigs
that operate on single-frame poses and exclude time-dependent motions such as cloth and
hair simulations. These types of simulations are often expensive to compute, but do provide
an important level of detail and realism to an animation. Incorporating these simulations
in a deformation approximation would require extending the models to handle temporal
data. Furthermore, collisions with the cloth, hair, and body meshes could pose additional
challenges for a real-time approximation method.

In addition to improving rig evaluation times, an approximation method has the po-
tential to help artists with the character rigging process. As demonstrated with the facial
approximation method, the deformations can be transferred to an entirely different facial
mesh. However, this is not possible with my proposed body approximation because it relies
on a fixed mesh topology for the character. Furthermore, the approximation models learn
deformations specific to the rig on which they are trained. If the models were transferred to
a new character with significantly different body and facial proportions, the approximations
would produce undesirable results. For example, if a new character’s eyes were twice as large
as the character on which an approximation model is trained, then a fully closed eye on the
original character would produce only half-closed eyes on the new character. Challenges
like this need to be addressed in order to transfer deformations learned from one rig onto a
character mesh with different topology and proportions.

For animations, artists could benefit the most from methods that generate animation,
which provides a starting point for the artist. Thus, artists can spend their efforts focusing
on fine-scale stylistic details that are expected in high-quality animations. The facial perfor-
mance capture method that I have proposed is capable of providing this starting point for
artists because it produces animations only through the existing rig controls of the charac-
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ter. However, my approach, like similar related solutions, prioritizes matching the physical
appearance and movements of a recorded actor. In some cases, certain desired emotional
expressions might not be captured in the generated animation, and an artist might choose to
rework the animation from scratch if the performance capture version is significantly different
from the desired look.

In contrast, my animation synthesis method learns to generate new motions from existing
artist-created examples. Thus, producing an animation segment with a desired emotional
expression is straightforward. However, the high-level controls of the system do not provide
fine-scale influence over the synthesized motion. For example, the method would struggle
to produce a timed sequence of visemes for a talking character. If combined with the facial
performance capture method, this approach could provide physical emotional expressions
and stylistic movements for characters while the performance capture approach provides
controls for physical movement of facial features such as eyes and mouth. The system would
give an artist more control over the generated animation and would not be limited to the
exact physical motion of a recorded performance. This combined system could either detect
the emotional expression from a recording or allow an artist to script times when certain
emotions should be triggered, which would help generate animations that are closer to an
artist’s desired result.

Finally, in each chapter, I have considered either body or facial motion in isolation.
Nevertheless, a fully immersive performance would need to consider both body language
and facial expressions together. Animations of talking heads can provide some sense of
realism. However, combining facial motion with context-specific arm gestures and body
language would further increase the quality of an animation beyond current capabilities
when controlling the face separately. Future work should address animating and synthesizing
full body and facial motions as a whole in order to create more compelling and believable
experiences.
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