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Abstract

Generative Models as a Robust Alternative for Image Classification: Progress and Challenges

by

An Ju

Doctor of Philosophy in Computer Science

University of California, Berkeley

Professor David Wagner, Chair

The tremendous success of neural networks is clouded by the existence of adversarial examples:
maliciously engineered inputs can cause neural networks to perform abnormally, causing
security and trustworthiness concerns. This thesis will present some progress on an alternative
approach for robustly classifying images. Generative classifiers use generative models for
image classification, showing better robustness than discriminative classifiers. However,
generative classifiers face some unique challenges when images are complex. This thesis will
present an analysis of these challenges and remedies.

Generative classifiers suffer from out-of-domain reconstructions: overpowered generators can
generate images out of the training distribution. This thesis demonstrates a method to address
out-of-domain reconstructions in generative classifiers. Combined with other extensions, our
method has successfully extended generative classifiers from robustly recognizing simple digits
to classifying structured colored images. Besides, this thesis conducts a systematic analysis of
out-of-domain reconstructions on CIFAR10 and ImageNet and presents a method to address
this problem on these realistic images.

Another challenge of generative classifiers is measuring image similarity. This thesis will
demonstrate that similarity measurements are critical for complex images such as CIFAR10
and ImageNet. It also presents a metric that has significantly improved generative classifiers
on complex images.

The challenges of generative classifiers come from modeling image distributions. Discriminative
models do not have such challenges because they model label distribution instead of image
distribution. Therefore, the last part of this thesis is dedicated to a method that connects the
two worlds. With the help of randomized smoothing, the new generative method leverages
discriminative models and model image distribution under noises. Experiments showed
that such a method improves the robustness of unprotected models, suggesting a promising
direction for connecting the world of generative models and discriminative models.
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Chapter 1

Introduction

1.1 Adversarial examples: a twenty-first-century

cloud over artificial neural networks

Artificial neural networks have scored huge success in many tasks and have become funda-
mental in various areas. However, they are black-box models whose risks and shortcomings
are not apparent to users [16]. Lack of transparency causes serious concerns, especially when
neural networks are widely applied [117]. For example, AI helper devices, such as Amazon
Echo and Google Home, could be controlled silently to execute some actions [90], and AI
autonomous driving systems will make mistakes when certain maliciously constructed objects
are detected [34, 113]. Both examples are caused by adversarial examples of neural networks.

Deep neural networks are susceptible to adversarial examples: a deep model’s accuracy
drops significantly under adversarially chosen perturbations, even though these perturbations

Figure 1.1: Neural networks that recognize traffic signs are susceptible to adversarial attacks.
In the first example, the neural network misclassifies a perturbed priority road sign as a stop
sign. In the second example, the neural network misclassifies a non-traffic sign as a stop sign.
In both cases, the perturbation cannot change human perception, but has caused the neural
network to misclassify with a high confidence. Images are adapted from [97].
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do not change human perception [101, 14]. They are a “cloud” 1 over artificial neural networks,
indicating a fundamental difference between artificial neural networks and human’s biological
neural systems. They also pose real threats as neural models have been deployed as critical
components in various domains, such as transportation, malware detection, and financial
sectors. Figure 1.1 shows how adversarial examples may cause serious security concerns to
neural models in real world.

We are interested in bounded adversarial examples in particular. Specifically, a bounded
adversarial example is constrained by its distance to the corresponding natural data point.
For example, constructing an adversarial example bounded by its L2 norm to the natural
data point x with the goal of causing a neural network f to misclassify can be framed as
finding an x′ such that

f(x) 6= f(x′), and

‖x′ − x‖2 ≤ ε

where ε is a hyperparameter. Lp bounded robustness provides a well-defined problem and thus
has attracted many studies [117, 109]. Furthermore, Lp robustness is correlated with transfer
learning [92], representation learning [33], and improved training stability for generative
classifiers [123]. Therefore, understanding bounded adversarial examples and building a
robust model against such attack is an important research question and may provide us with
a novel understanding of how neural network works [26, 49].

Many defenses have been proposed since Szegedy et al. found that deep neural networks
are susceptible to carefully engineered adversarial inputs [101]. However, later studies showed
that many of these defenses are breakable [14]. The state-of-the-art robustness is achieved by
a method called adversarial training [70, 25, 41]. Adversarial training focuses on methods that
use carefully designed training examples to improve model robustness. However, adversarial
training seems to only provide robustness against the specific attack used at training time: if
adversarially trained with L∞ bounded attacks, the neural network’s robustness against L2

bounded attacks is weaker than its robustness against L∞ attacks or sometimes no robustness
against other types of attacks at all [87, 95]. Therefore, it is interesting to find alternatives to
adversarial training that may achieve “intrinsic” robustness against any adversarial examples.
Generative classifiers, as we will discuss next, is a promising alternative method.

1.2 Generative classifiers: a robust alternative

Given a data distribution (X, y) ∼ D, a classifier models p(y|X). Discriminative classifiers
directly model p(y|X). For example, a ResNet model [43] is trained with cross-entropy

1Towards the end of 19th century, Physicist Lord Kelvin gave a speech entitled “Nineteenth-Century
Clouds over the Dynamical Theory of Heat and Light”. Removal of the two clouds, two unexplainable
observations by the Physics theory back then, led to the theory of relativity and quantum mechanics: not
only a more insightful understanding of basic laws, but also a change of paradigm in Physics.
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loss, which estimates the distance between real label and predicted p(y|X). In comparison,
generative classifiers model the conditional distribution of inputs p(X|y) and use the Bayes
rule for classification:

p(y|X) =
p(X|y)p(y)

p(X)
∝ p(X|y)p(y)

Therefore, the goal of generative classifiers is to learn a conditional data distribution, the
distribution of samples from a specific class. Sample distribution is more complex than
label distribution, so generative classifiers face more challenges than discriminative classifiers.
However, some recent progress in generative models leads us to investigate generative classifiers
again: can we use state-of-the-art generative models to build a generative classifier that is
comparable discriminative classifiers?

Generative classifiers rely on generative models, which map the data distribution to a
distribution of latent representations. For example, variational autoencoders[58] encode the
input X to a latent space Z and generate a X ′ from an encoded latent code z. Therefore,
X has a latent representation z under this model. Furthermore, the distance (L2 distance)
between X and X ′, together with the likelihood of z, is used to approximate for p(X|y); if
X is represented by a representation z with a higher likelihood with respect to the prior
distribution of z and X ′ is close to X, this sample X will have a high likelihood under the
generative model.

Generative classifiers are more interpretable than discriminative classifiers because they
give a way of measuring the uncertainty of a classifier’s prediction. For example, a cat-dog
discriminative classifier will always classify an image as either cat or dog; in comparison,
generative classifiers can detect an “out-of-domain” image, such as an image of a laundry
machine, because generative classifiers have low likelihood p(X|y) for both y = dog and
y = cat. Figure 1.2 demonstrates this example with some fictitious numbers.

Furthermore, generative classifiers are more robust against adversarial attacks [69, 68,
95]. Schott et al. showed that generative models can achieve state-of-the-art robustness
on MNIST [95]. Furthermore, adversarial examples that fool generative classifiers are more
likely to fool human subjects [37], suggesting that generative classifiers are more consistent
with human perception. Because generative classifiers model the distribution of images X
instead of labels y, they do not use models that reduce the dimensionality of inputs, whereas
discriminative classifiers reduces X, a very high-dimension point, to y, a low-dimension
vector. In Chapter 2, we will present more details about Schott et al.’s generative classifiers
where we will also provide more intuitions why generative classifiers provide more adversarial
robustness than discriminative models.

It worth noting that generative models have been used to defend adversarial examples
in other ways as well. For example, Defense GAN [93] uses generative models to map an
adversarially perturbed input onto natural data manifolds and expects a discriminative
classifier to classify samples on natural data manifolds correctly; unfortunately, this defense
was later broken by an adaptive attack [51]. Xie et al. uses denoisers, a special kind of
generative model, to improve robustness [114]; their motivation is to map noisy features to a
clean manifold. Although these methods rely on generative models to model a natural data
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Figure 1.2: Discriminative models always classify an input image into one of the candidate
classes thus performing counterintuitively on some images (the bottom row). Bayesian models
estimate conditional likelihoods of the image and thus can model uncertainty more accurately.
This example is adapted from [69]. Numbers shown above are illustrative.

manifold, they are fundamentally different from generative classifiers because these methods
directly model p(y|X) for classification instead of using the Bayes Rule.

There are several choices of generative models when building generative classifiers. Schott
et al. uses variational autoencoders [58, 86] in their ABS model. In Chapter 2, we follow their
direction and use an improved VAE model (adversarial autoencoder [72]) as the generative
building block in generative classifiers. Meanwhile, Fetaya et al. [36] and Mackowiak et
al. [69] use normalizing flows to build generative classifiers. Normalizing flows [31, 59] could
compute the exact likelihood of an input, an advantage that generative classifiers may benefit
from. However, compared with VAEs, normalizing flows are computationally expensive and
susceptible to adversarial attacks [83].

Generative adversarial networks (GANs) [39] are strong generative models, achieving
better reconstructions than VAEs in many domains. Recent studies showed that GANs
are energy-based models with an implicit sample distribution [17, 4]. Nonetheless, better
reconstructions does not necessarily imply better likelihood estimation [103]. In Chapter 3,
we examine the challenges of GANs in generative classifiers more systematically.
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1.3 Challenges: where is the limit of generative

classifiers

Generative classifiers try to simultaneously achieve two objectives:

• Reconstruct in-domain images well: given an (X, y) ∼ D, the generator for class y
should have a latent representation for X.

• Avoid reconstructing out-of-domain images: given an (X, y) ∼ D, any latent represen-
tation from the generator for class y′ 6= y should stay far away from X.

However, there are three problems that prohibit generative classifiers from achieving the two
objectives.

Finding the best reconstruct of in-domain images is difficult. Some generative
models suffer from mode loss [73], meaning that not all samples have corresponding latent
representations. Even when such a latent representation exists, finding it could be difficult.
We will present some challenges of finding an optimal latent representation in Chapter 3.

Generative models on Out-of-Domain samples Generative models are supposed to
“reject” out-of-domain samples, but in practice, they can model out-of-domain samples equally
well as in-domain samples [79, 78, 20]. Several studies found that generative models cover
a wider range of data points than the data distribution they are trained on. Kos et al.
demonstrated that a generative model trained to output digits have latent representations
for shoes and shirts images [61]; furthermore, these out-of-domain latent representations have
a distribution indistinguishable from natural latent representations. Several remedies have
been proposed. Hendrycks et al. [45] expose the generative model to proxy OoD samples.
Their scheme is simple and applicable to generative classifiers. Chapter 2 will present how we
use outlier exposure to improve generative classifiers. Meanwhile, Nalisnick et al. [78] propose
a typicality test for detecting OoD samples. Their method works well when the model can
access multiple samples from the same distribution. Another method uses Watanabe Akaike
Information Criterion (WAIC) to address this issue [20]. Although empirically effective, the
authors acknowledge that this method does not prevent the issue in theory; furthermore, this
method requires multiple models, which is costly at inference time.

Chapter 3 presents an analysis of this phenomenon on more complex images and more
powerful generative models.

Similarity metrics used for measuring likelihood are unreliable. How close is a
generated image G(z) to the input X? This is a critical and fundamental question for
generative classifiers. Simple metrics such as L2 distance are inconsistent with human
perception [124] and thus will cause the likelihood estimation of generative classifiers to be
inaccurate. More recent studies rely on perceptual distance, which measure the similarity of
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two images with features extracted by neural networks. Chapter 3 compares several choices
of metrics to demonstrate that distance metrics are critical for generative models.

In summary, this thesis presents three studies on generative classifiers. In Chapter 2, we
extended Schott et al.’s simple generative classifier to more complex image domains; the goal
of this study is to show that we can improve the performance of generative classifiers by
addressing some of the issues mentioned above. In Chapter 3, we focus on realistic images and
state-of-the-art generative models; our goal is to analyze the three issues systematically with
realistic images, showing the gap between generative classifiers and discriminative classifiers.
Finally, Chapter 4 presents a study where we connect generative classifiers with discriminative
classifiers; our method borrows ideas from randomized smoothing and formulates it as a
generative approach, allowing us to borrow strength from both sides.
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Chapter 2

E-ABS: Extending ABS to more
complex image domains.

2.1 Introduction

Analysis-by-Synthesis (ABS) [95] is a generative classifier that has achieved state-of-the-art
robustness on MNIST [64] against Lp bounded perturbations. Furthermore, studies indicated
that ABS is more consistent with human perception: compared to other defenses, adversarial
examples generated by ABS are more likely to fool human subjects [37]. Therefore, ABS
opens a promising research direction on defending adversarial examples.

Figure 2.1: A simplified explanation of why ABS’s predictions are stable under perturbations.
Left: suppose a clean 50 image is distance d1 away from its reconstruction using the model
for class 50; then a perturbed image (of l2 norm ε from the original) will be at most d1 + ε
away from its optimal reconstruction. Right: suppose the clean image is distance d2 away
from its reconstruction using the model for class 30; then the perturbed image will be at
least d2 − ε away from its optimal reconstruction. Therefore, the classification is stable when
ε < (d1 − d2)/2.
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What is ABS?

ABS classifies with class-conditional likelihood estimates. Given a datum (x, y) where
x ∈ X ⊂ RN , y ∈ Y = {1, . . . , K}, 1

P (y|x) =
P (x|y)P (y)

P (x)
∝ P (x|y)P (y).

Accordingly, ABS esimates P (x|k), k ∈ Y and chooses the class with highest likelihood as its
prediction.

Schott et al.’s ABS uses variational autoencoders (VAEs) [58, 86] for class-conditional
likelihood estimation. VAEs use variational inference to estimate P (X) 2. Given a variational
distribution Q(Z) where Z ∈ Z = RM is a latent representation, we have a lower bound of
P (x) from

logP (X)−DKL[Q(Z)‖P (Z|X)] = EZ∼Q(Z)[logP (X|Z)]−DKL[Q(Z)‖P (Z)] (2.1)

where DKL[·‖·] is KL-divergence. Since KL-divergence is non-negative, the right side is a
lower bound for P (X) known as the Evidence Lower Bound (ELBO).

The choice of Q(Z) is arbitrary, but better Q(Z) gives a tighter bound. VAEs use an
encoder to propose a variational distribution Q(Z|X) and a decoder to estimate logP (X|Z).
The encoder maps an image x ∈ X to the parameters of Q(Z|x); typically Q(Z|x) is a
multivariate Gaussian, and thus the encoder outputs a mean vector and a variance vector.
The decoder maps a latent vector z ∈ Z back to the input space RN ; the output is viewed as
the mean of a Gaussian distribution, so logP (x|z) becomes ‖x−G(z)‖2

2 where G(z) is the
reconstructed image.

Given a K-class classification task, ABS trains K class-specific VAEs; the VAE for class
k ∈ Y maximizes in-distribution sample likelihood by optimizing the ELBO objective (2.1)
on {(x, y)|y = k}. At test time, as encoders are deep neural networks that are susceptible to
attack, ABS replaces the encoder with an optimization step and estimates the class-conditional
likelihood logP (x|k) as

max
z∈Z

[
‖x−Gk(z)‖2

2 − βDKL[N (z,1)‖N (0,1)]
]

(2.2)

where N (µ,Σ) is a multivariate Gaussian distribution with mean µ and variance Σ, and β is
a hyperparameter [47]. Denote the optimal z in (2.2) with z∗. Inference uses the variational
distribution N (z∗,1) instead of the distribution Q(Z|x) given by the encoder. It avoids
encoders and thus is more robust to adversarial perturbations.

Conceptually, ABS learns K class-specific data manifolds and classifies an input x by its
distance to these manifolds. Figure 2.1 shows intuition on why ABS’s predictions are stable
under small perturbations. When the learned manifolds are good representations of the real
data distribution, ABS pushes adversarial examples towards the human-perceptual decision
boundary [95].

1In this chapter, we use X,Y to represent random variables, x, y to represent data, and X ,Y to represent
sets.

2In ABS, P (X) becomes P (X|Y ) for a class-specific VAE.
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ABS’s limitations

Despite state-of-the-art robustness on MNIST, ABS fails on more challenging datasets such as
SVHN [80] and CIFAR10 [62]. Schott et al. pointed out that ABS has low clean accuracy on
CIFAR10. Fetaya et al. found that behaviors of ABS-like models are different from MNIST
on CIFAR10 and these undesired behaviors cause underperformance on CIFAR10. Based on
their observations, Fetaya et al. claimed that ABS-like models are ineffective classifiers on
complex images [36].

ABS’s limitations are limitations of generative models. Generative models are the
building block of ABS. Given a K-class classification task, ABS learns K class-conditional
data distributions with generative models. At inference time, ABS estimates the input’s
conditional likelihood of each class and classifies with Bayes’ rule. Therefore, ABS needs
high-quality conditional likelihood estimates. However, several studies suggest that generative
models may give unreliable estimates to out-of-distribution samples on complex datasets [79,
45, 20]. This explains Fetaya et al.’s observation, where ABS-like models give a high likelihood
to an interpolation of two images. Besides, variational autoencoders [58], the generative
model used by Schott et al., could fail to learn a distribution of latent vectors that matches
the prior [89, 27]; this also undermines ABS’s performance.

How E-ABS addresses the limitations

E-ABS introduces three extensions to address these issues. First, we use adversarial au-
toencoders [72] to improve estimates for in-distribution samples. Second, we optimize a
variational distribution at inference time. Third, we introduce a discriminative loss that uses
outlier exposure [45] to improve the model’s estimates for out-of-distribution samples. These
extensions improve E-ABS’s clean accuracy and robust accuracy on datasets that are more
complex than MNIST while retaining ABS’s certified robustness.

Empirically, we show that E-ABS outperforms adversarial training [70] and ABS [95] on
several real-world datasets. We run extensive experiments on two simple datasets (MNIST [64]
and Fashion MNIST [112]) and two more challenging real-world datasets (SVHN [80] and a
dataset of European traffic signs). We measure robustness against a wide range of attacks
with carefully chosen parameters. Results suggest that E-ABS preserves ABS’s performance
on simple datasets and sets a new state-of-the-art on SVHN and traffic signs superior to prior
work.

The rest of this chapter is organized as follows: Section 2.2 explains E-ABS’s extensions;
Section 2.3 and Section 2.4 present E-ABS’s implementation and experiments where we
compare E-ABS with other baseline defenses on four datasets. Section 2.5 is a discussion on
some future research directions to improve E-ABS.
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2.2 E-ABS Description

Generative Models

We use adversarial autoencoders (AAE) [72] to estimate class-conditional probabilities,
because VAEs may fail to match the prior P (z) and give unreliable likelihood estimates [27,
89], AAE uses a discriminator D to distinguish latent vectors encoded from input images from
vectors sampled from the prior. AAE trains the encoder and discriminator like a generative
adversarial network (GAN) [39], pushing the encoder’s marginal distribution Q(Z) to match
the prior P (Z) [72].

We denote the discriminator’s output with D(z). D(z) is the probability that an input z
is sampled from the prior so 0 ≤ D(z) ≤ 1. Accordingly, the objective for training AAE’s
encoder and decoder is to minimize

E
(x,y)∼P (X,Y )

E
z∼Qφ(Z|x)

[c(x,Gθ(z))− β logDη(z)] (2.3)

where θ, φ, η denote model parameters, c(·, ·) is a cost function such as squared error, and β is
a hyperparameter. Similar to GANs, the objective for training discriminators is to minimize

E
x∼P (X)

E
z∼Qφ(Z|x)
z̃∼P (Z)

− (logDη(z̃) + log (1−Dη(z)))

Although AAEs do not give an explicit probability estimation like VAEs, they implicitly
minimize the Wasserstein distance [2, 10] between the learned Pθ(X) and the prior P (X).
Tolstikhin et al. showed that AAE’s objective (2.3) is a relaxed version of the optimization

inf
Q:QZ=PZ

E
x∼P (X)

E
z∼Q(Z|x)

[c(x,G(z))]

which is the Wasserstein distance between Pθ(X) and P (X) under a cost c [105]. Therefore,
(2.3) measures the distance of the input image to the learned manifold under a cost, and we
use (2.3) for classification in E-ABS. In our experiments, we choose L2 distance as our cost
function, which means c(x, y) = ‖x− y‖2

2.

Discriminative Loss

A discriminative loss is used at training time to expose conditional generative models to
out-of-distribution samples. Hendrycks et al. showed that outlier exposure fixes generative
models’ undesired behavior on out-of-distribution samples [79, 20, 45], improving the quality
of likelihood estimates [45]. Specifically, we minimize E-ABS’s cross-entropy with respect to
class-conditional likelihood estimates. This loss facilitates each conditional AAE to recognize
out-of-distribution samples and avoid giving high likelihood estimates to these samples.

The discriminative loss necessitates a structural change where class-specific encoders are
replaced by a shared encoder. With class-specific encoders, a discriminative loss hinders each
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encoder to match the marginal distribution of latent vectors because the loss encourages
a higher discriminator loss − logD(z) for OoD samples. To address this, we use the same
encoder for all classes; because all samples are in-distribution for the encoder, this issue does
not arise. Formally, given a datum (x, y) and lk(x) denotes the model’s estimate (2.3) for a
class k ∈ Y , the discriminative loss is defined as

− log
e−ly(x)∑
k∈Y e

−lk(x)

=− E
z∼Q(Z|x)

log
e−c(x,Gy(z))+β logD(z)∑
k e
−c(x,Gk(z))+β logD(z)

=− E
z∼Q(Z|x)

log
e−c(x,Gy(z))∑
k e
−c(x,Gk(z))

(2.4)

Because of the shared encoder, the effect of the discriminator D(z) has cancelled out, so with
this change to the architecture, the discriminative loss no longer encourages the encoder to
produce latent vectors far away from the prior for OoD samples.

Combining (2.3) and (2.4), the training objective for encoders and decoders in E-ABS is

E
(x,y)∼P (X,Y )

E
z∼Qφ(Z|x)

c(x,Gθy(z))− β logDη(z)− γ log
e−c(x,Gθy (z))∑
k∈Y e

−c(x,Gθk (z))
(2.5)

where β and γ are hyperparameters. Algorithm 1 summarizes the training method. In
practice, we update discriminators and encoders/decoders in an interleaved fashion; we choose
β = 1 and γ = 10 for all datasets.

Variational Inference

ABS-like models estimate the likelihood for each class through an optimization process in
the latent space that maximizes the likelihood estimate. Schott et al. fix the variance of the
variational distribution Q(Z) during this optimization and optimize its mean. Therefore, the
KL divergence term drives latent vectors towards the origin, moving away from the Gaussian
prior’s typical set [78]. For AAE, such an inference method leads to outlier latent vectors
that significantly deviate from the prior because AAE’s discriminator is a non-smooth neural
network. These are undesired behaviors that undermine the model’s performance.

To address this issue, we optimize both mean and variance of the variational distribution
Q∗(Z) at test time. Formally, we use gradient methods to find

min
µ,Σ

E
z∼N (µ,Σ)

[c(x,G(z))− β logD(z)] (2.6)

The reparameterization trick [86] allows us to optimize the variational distribution’s parame-
ters µ and Σ directly.
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Algorithm 1 Training E-ABS.

Inputs: Hyperparameters β > 0, γ > 0.
Initialize parameters of the encoder Qφ, the discriminator Dη, and K decoders Gθ1 , . . . , GθK .

repeat
Sample (x1, y1), . . . , (xn, yn) from the training set.
Sample z̃1, . . . , z̃n from the prior P (Z).
Sample zi from Qφ(Z|xi) for i = 1, . . . , n.
Update φ and θi for i = 1, . . . , K by descending

1

n

n∑
j=1

c(xi, Gθyi
(zi))− β logDη(zi)− γ log

e−c(xi,Gθyi (zi))∑K
k=1 e

−c(xi,Gθk (zi))

Update η by descending

−β
n

n∑
i=1

logDη(z̃i) + log (1−Dη(zi))

until convergence.

To avoid local minima for the optimization process, Schott et al. start the optimization
from the best point out of 8000 random vectors. Similarly, we sample 8000 variational
distributions that are parameterized by random means and unit variance. We also include
Qη(Z|x), the encoder’s output, as a candidate. Therefore, we choose the best from 8000 + 1
variational distributions as the starting point of the optimization.

When optimizing (2.6), we use one sample to compute the expectation. Importance
weighted sampling gives better estimations with more samples [13]. In practice, we find that
a one-sample approximation is sufficient for reliable estimation and is more efficient than
importance weighted sampling.

Lower Bounds for the Robustness of E-ABS

Using the same technique from Schott et al., we can deduce a lower bound for the distance
to the nearest adversarial examples for E-ABS. For simplicity, we analyze L2 bounded
perturbations and use an exact z instead of a variational distribution Q(z). We analyze the
case where c(x, y) = ‖x− y‖2

2.
Given an input x ∈ X and a class k ∈ Y , our estimate of − logP (x|k) is given by

l∗k(x) = min
z∈Z

[
‖x−Gk(z)‖2

2 − β logD(z)
]
.
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Let z∗k denote the optimal z for class k. Given a perturbation δ where ‖δ‖2 ≤ ε, under certain
conditions, we have

(dk(x)− ε)2 ≤ l∗k(x+ δ) ≤ l∗k(x) + 2ε‖x−Gk(z
∗
k)‖2

2 + ε2

where dk(x) = minz∈Z ‖x−Gk(x)‖2. As ABS-like models make predictions with arg mink l
∗
k(x),

adversarial perturbations increase l∗y(x) while decreasing l∗k(x), and the optimal perturbation
is achieved when

l∗y(x) + 2ε‖x−Gy(z
∗
y)‖2

2 + ε2 = (dk(x)− ε)2

for some k. Therefore, we have the following lower bound on ε:

ε∗ = min
k∈Y

d2
k(x)− l∗y(x)

2dk(x) + 2‖x−Gy(z∗y)‖2
2

(2.7)

(2.7) suggests that robustness improves when l∗y(x) decreases and dk(x) increases, which
has a direct connection to the goodness of generative models. On the one hand, l∗y(x) is
lower when generative models can model in-distribution samples well. On the other hand,
increasing dk(x) means that the learned manifold {Gk(z)|z ∈ Z} for class k is away from
samples from other classes.

Proving E-ABS’s robustness lower bound

Our analysis is similar to Schott et al.’s analysis under L2 attacks [95]. The main difference
is that the discriminator loss −β logD(z) is non-negative, which simplifies our conclusions.

Assumptions and Notations For simplicity, we study exact inference and L2 attacks. Exact
inference means that we find

z∗ = arg min ‖x−G(z)‖2
2 − β logD(z)

where D(z) is discriminator’s output and 0 ≤ D(z) ≤ 1; β is a hyperparameter and β > 0.

A Bound of the Distance of Adversarial Examples for E-ABS

Given an input x and any class k, E-ABS estimates the class-conditional negative log-likelihood
with

l∗k(x) = min
z
‖x−Gk(z)‖2

2 − logD(z) (2.8)

Given a perturbation δ where ‖δ‖2 = ε, we want to find a lower bound of ε for δ to change
E-ABS’s prediction from y, the ground truth, to k, a specific class k 6= y.

First, we show that
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Claim 1.
l∗y(x+ δ) ≤ l∗y(x) + 2ε‖x−Gy(z

∗)‖2 + ε2

where z∗ = arg minz ‖x−Gy(z)‖2
2 − logD(z).

Proof.

l∗y(x+ δ) = min
z
‖x+ δ −Gy(z)‖2

2 − β logD(z)

≤‖x+ δ −Gy(z
∗)‖2

2 − β logD(z∗)

=‖x−Gy(z
∗)‖2

2 + 2δT (x−Gy(z
∗)) + ε2 − β logD(z∗)

≤‖x−Gy(z
∗)‖2

2 + 2ε‖x−Gy(z
∗)‖2 + ε2 − β logD(z∗)

=l∗y(x) + 2ε‖x−Gy(z
∗)‖2 + ε2

Second, we show that

Claim 2. Let dk(x) = minz ‖x−Gk(z)‖2
2 and assume ε < dk(x),

l∗k(x+ δ) ≥ (dk(x)− ε)2

Proof.
l∗k(x+ δ) = min

z
‖x+ δ −Gk(z)‖2

2 − logD(z)

Since 0 ≤ D(z) ≤ 1 and β > 0, we know

l∗k(x+ δ) ≥min
z
‖x+ δ −Gk(z)‖2

2

= min
z
‖x−Gk(z)‖2

2 + 2δT (x−Gk(z)) + ε2

≥min
z
‖x−Gk(z)‖2

2 − 2ε‖x−Gk(z)‖2 + ε2

By the definition of dk(x), we know

‖x−Gk(z)‖ ≥ dk(x).

Therefore, when dk(x) > ε,

l∗k(x+ δ) ≥d2
k(x)− 2εdk(x) + ε2

=(dk(x)− ε)2
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We know from the proof that when ε > dk(x), l∗k(x+ δ) ≥ 0.
With Claim 1 and Claim 2, we can find a lower bound for ε from

l∗y(x) + 2ε‖x−Gy(z
∗)‖2 + ε2 = (dk(x)− ε)2

and the lower bound for an untargeted attack is the minimal of all bounds, which gives

ε∗ = arg min
k

d2
k(x)− l∗y(x)

2dk(x) + 2‖x−Gy(z∗)‖2

This bound holds when ε < dk(x), that is, adversarial perturbations are not large enough to
move x to its best reconstruction Gk(z

∗) for some class k 6= y.
An interesting observation is that Claim 1 reaches the optimal value when δ has the

opposite direction as x−Gy(x) and Claim 2 reaches the optimal value when δ has the same
direction as x−Gk(x). This suggests that our gradient-based attacks that use

∂l(x, z∗)

∂xi
= 2 ∗ (xi −Gij(z

∗))

to compute gradients are consistent with the theoretical analysis presented in this section.
Schott et al.’s LDA attack is closely related to this observation as well, as the LDA attack
searches adversarial examples along the direction Gk(x)− x.

2.3 Experiments

Datasets

We evaluate our models on four datasets. At training time, we augment datasets with
additive Gaussian noise, except for adversarially trained models. We use a random 10% of
each dataset’s training set as a validation set.

MNIST is a dataset of handwritten digits [64]. MNIST has a clean background and
binarized values, making it naturally robust against some adversarial perturbations. Schott et
al. showed that binarized CNN, a simple extension to CNN models that exploits the binarized
value distribution, can achieve robustness comparable with Madry et al.’s adversarially trained
models [95].

Fashion MNIST is a dataset proposed by Xiao et al. as an MNIST alternative [112].
Previous studies suggest that Fashion MNIST is more challenging than MNIST. Therefore,
we use Fashion MNIST to complement our comparison on simple datasets.

SuperTraffic-10 is a European traffic sign dataset composed of three datasets: the German
Traffic Sign (GTS) dataset [100], the DFG traffic sign dataset [102], and the Belgium Traffic
Sign (BTS) dataset [104]. We merge the three datasets because they all contain European
traffic signs. We filter out small images (images that are smaller than 32× 32 pixels) and
choose the top 10 classes with the most images. All images in SuperTraffic-10 are 32× 32
RGB images, making it a more complex dataset than MNIST or Fashion MNIST.
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The Street View House Numbers (SVHN) dataset is a real-world dataset of digits [80].
SVHN is more challenging than MNIST because its images are 32× 32 RGB images, and its
images are taken from the real world.

Attacks

We evaluate model robustness against gradient-based attacks. ABS-like models use opti-
mization at inference time, which makes it difficult for attacks to computing gradients. We
propose an adaptive method to compute gradients. This method is an extension of Schott et
al.’s Latent Descent Attack customized for ABS [95]. Furthermore, we confirm on SVHN
with gradient-free attacks that E-ABS does not have obfuscated gradients [3].

All attacks are implemented with Foolbox [85].
An adaptive method to compute gradients. Adaptive attacks are necessary when

evaluating model robustness [15, 106]. ABS-like models have convoluted gradients because
they run several iterations of optimization at inference time. Therefore, adaptive methods to
compute gradients are necessary to evaluate the robustness of these models properly.

We compute gradients from the optimal variational distribution Q∗(Z) and exclude the
optimization process from gradients. Specifically, given z∗ sampled from the optimal Q∗(Z),
the reconstruction loss is the L2 distance between x and G(z∗). Therefore, its gradient is
given by

∂l(x, z∗)

∂xi
= 2 (xi −Gi(z

∗)) (2.9)

where i indexes the location of a pixel in the image.
This gradient method is efficient and effective. Projected gradient descent [63, 70] using

this gradient method extends and improves Schott et al.’s Latent Descent Attack [95] on
ABS-like models. LDA searches for adversarial examples in the direction of the closest
out-of-distribution reconstruction. A PGD attack with gradients given by (2.9) also pushes
the adversarial example towards the best OoD reconstruction.

Unlike many other models, E-ABS’s classification decision is randomized thanks to its use
of the reparameterization trick at inference time. We use expectation over transformation [3],
with 5 samples per batch, to deal with this randomness. Section 2.4’s experiments suggest
that 5 samples are sufficient to stabilize gradient-based attacks.

Gradient-based attacks. We use two gradient-based L∞ attacks:

• (PGD) Projected gradient descent attack [63, 70] with 80 steps. We use 5 random
starts for MNIST and Fashion MNIST, and 20 random starts for SuperTraffic-10 and
SVHN.

• (DeepFool) DeepFool attack [76] with 100 steps.

We use L∞ PGD to choose attack parameters. In Section 2.4, supplementary experiments
suggest that 20 random starts and 80 steps are sufficient.

We use four gradient-based L2 attacks:
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Figure 2.2: E-ABS’s structure. E-ABS has one shared encoder with multiple decoders. The
discriminator distinguishes vectors sampled from Q(Z|X) from vectors sampled from P (Z).

• (PGD) Projected gradient descent attack with the same parameters as L∞ PGD.

• (DDN) Decoupled direction and norm attack [88] with 80 steps. DDN is an extension
of the PGD attack.

• (CW) Carlini-Wagner attack [14] with 5 binary searches and 100 steps.

• (DeepFool) DeepFool attack with the same parameters as L∞ DeepFool.

Furthermore, we include an attack that adds Gaussian noise with increasingly large standard
deviation. Previous studies suggest that a model’s performance under additive Gaussian
noises is correlated with a model’s robustness against L2 attacks [35].

Gradient-free attacks. We use two gradient-free attacks: a Boundary attack [11] and
a PGD attack with gradient estimation. We use 100000 iterations for the Boundary attacks
and 50 steps for the PGD attack with gradient estimation. We initialize the Boundary attack
with a random sample that is classified as a different class from the ground truth.
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Models

We run attacks against E-ABS and two baseline defenses: Schott et al.’s ABS model and an
adversarially trained model. Our E-ABS model uses a convolutional encoder and decoder; the
discriminator is a two-layer feed-forward network. Figure 2.2 shows E-ABS’s structure. The
other models share E-ABS’s modules. ABS uses the same model structure as E-ABS, but
does not have discriminators. CNNs add a linear layer after E-ABS’s encoder for classification.
Adversarially trained CNNs are tuned to have comparable clean data accuracy with E-ABS.
Because adversarially trained CNNs under L∞ attacks do not generalize to L2 attacks [95],
we include both Adv-L∞, an adversarially trained model with L∞ attacks, and Adv-L2, an
adversarially trained model with L2 attacks.

In our experiments, the E-ABS encoder uses 4 convolutional layers followed by two
parallel fully-connected layers that compute the variational distribution’s parameters. All
convolutional layers use batch normalization [50] and Leaky ReLU activation [115]. We use
dropout [99] after the last convolutional layer. The decoder uses a fully-connected layer
followed by convolution transpose layers. The fully-connected layer’s output has the same
size as the first convolution transpose layer’s output depth. We use dropout [99] after the
fully-connected layer. All convolution transpose layers, except the last layer, use batch
normalization [50] and ReLU activation [77]; the last layer uses sigmoid. Table 2.1 shows
more details of the architecture we use in our experiments.

We use Adam [57] and batch size 512 to train all models. We use an initial learning rate
0.001 for CNN, ABS, and E-ABS, and halve the learning rate every 200 epochs. We train
CNN, ABS, and E-ABS for 500 epochs, except for ABS and E-ABS on SVHN, where we
train 800 epochs. For the adversarially trained model, we use the pre-trained CNN model
and retrain the model for 200 epochs with a learning rate 0.0001 and no learning rate decay.

At training time, we augment data with additive Gaussian noise. We use a standard
deviation 0.2 for MNIST and Fashion MNIST, and 0.01 for SuperTraffic-10 and SVHN.

Ablation Study

E-ABS consists of three separate extensions to ABS. We present an ablation study to
demonstrate that all three extensions are necessary. We denote the three extensions with A
(for AAE-based models), D (for models with a discriminative loss and shared encoder), and
V (for models that use variational inference). This ablation study examines all combinations
of the three extensions on SVHN with L∞ and L2 PGD attacks.

When training A-ABS and AV-ABS models, we find that training discriminators with both
in-distribution samples and out-of-distribution samples improves the model’s performance.
This way, class-specific discriminators see latent vectors encoded from not only in-distribution
images but also out-of-distribution images.
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Metrics

We report each model’s clean accuracy and accuracy under bounded perturbations. Unless
otherwise specified, we choose 1000 random test samples when reporting robustness results.
We run McNemar’s test [30] on every pair of models to test whether the difference in their
performance is statistically significant; McNemar’s test is a pairwise test with a null hypothesis
that none of the models performs better than the other. We choose α = 0.01. Besides results
under each attack, we report the model’s accuracy under the combination of all attacks of
the same type.

Model parameters

Table 2.1 shows parameters for E-ABS. The other models (CNN, Adv-L∞, Adv-L2, and ABS)
share the same modules.

2.4 Results

E-ABS extends ABS to complex image domains.

On SuperTraffic-10 and SVHN, E-ABS outperforms ABS, as shown in Table 2.4 and Table 2.5.
Specifically, ABS is only 45% accurate on SVHN, and E-ABS increases clean data accuracy
to 88%, which is comparable with an unprotected CNN (90%). These results suggest that
E-ABS can classify complex images and maintain high robustness.

E-ABS outperforms adversarially trained CNNs on SuperTraffic-10 and SVHN as well,
achieving state-of-the-art robustness on these datasets.3 Also, E-ABS is robust against both
L∞ and L2 attacks, while adversarially trained CNNs are robust only against one type of
attack.

On MNIST and Fashion MNIST, E-ABS’s accuracy is comparable with unprotected CNNs,
and its robustness is comparable with baseline models, as shown in Table 2.2 and Table 2.3.
E-ABS outperforms ABS on MNIST, but the two models are not directly comparable on
Fashion MNIST: E-ABS has better clean data accuracy, comparable L2 robustness, and worse
L∞ robustness than ABS.

On MNIST, our results are mostly consistent with [95]. Schott et al.’s ABS has better
clean data accuracy than ours. In comparison, our ABS baseline uses the same structure
as E-ABS, which gives it more capacity and dropout layers. These structural differences
might explain the differences between our numbers and numbers reported by Schott et al. on
MNIST. Another difference is that we augment data with Gaussian noise; this could explain
why our unprotected CNN has better robustness than Schott et al. on MNIST.

3The best-published result on SVHN that we know of is 55.59% accuracy under PGD-L∞ attack with
ε = 8/255 [42]; E-ABS achieves 58%. SuperTraffic-10 is created by us, but GTS [100], one of the three datasets
included in SuperTraffic-10’s, has the best known result of 67.9% under PGD-L2 attack with ε = 0.2 [22],
according to robust-ml.org. E-ABS’s accuracy is 85% under the same attack.
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Table 2.1: The model parameters for each dataset.

MNIST and Fashion MNIST Latent dimensions: 10

Encoder Decoder Discriminator
Channels Kernel Stride Padding Channels Kernel Stride Padding Neurons

16 5 2 2 32 4 1 0 256
32 5 2 2 32 5 2 0 128
64 5 2 2 16 5 2 0
64 4 1 1 8 4 1 0

1 1 1

SuperTraffic-10 Latent dimensions: 16

Encoder Decoder Discriminator
Channels Kernel Stride Padding Channels Kernel Stride Padding Neurons

16 5 2 2 64 4 1 0 256
32 5 2 2 64 4 2 1 128
64 5 2 2 32 4 2 1
128 4 1 0 16 4 2 1

3 1 1 0

SVHN Latent dimensions: 40

Encoder Decoder Discriminator
Channels Kernel Stride Padding Channels Kernel Stride Padding Neurons

32 5 2 2 64 4 1 0 512
64 5 2 2 64 4 2 1 256
128 5 2 2 32 4 2 1
128 4 1 0 16 4 2 1

3 1 1 0
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Figure 2.3: E-ABS’s adversarial examples on MNIST under PGD-L2 attack. Top: Clean
images. Bottom: Adversarial examples.

Figure 2.4: E-ABS’s adversarial examples on SVHN under PGD-L2 attack. Top: Clean
images. Bottom: Adversarial examples.
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Figure 2.5: Adversarial examples on MNIST.

On MNIST, E-ABS preserves the desired property of ABS that adversarial examples are
semantically consistent with human perception. Figure 2.3 shows some adversarial examples
of E-ABS on MNIST under a PGD-L2 attack. However, this property is less clear on complex
datasets, such as SVHN, as shown in Figure 2.4.

Figure 2.5 to Figure 2.8 show adversarial examples on MNIST, Fashion MNIST, SuperTraffic-
10, and SVHN. We generate examples with PGD-L2 and PGD-L∞. We compare four models:
CNN, Adv-L∞, ABS, and E-ABS. For each dataset, we choose four images to present.

In summary, results from Table 2.2 to Table 2.5 suggest that

• E-ABS has better clean data accuracy than ABS on both complex and simple datasets.

• Compared with ABS, E-ABS has comparable robustness on simple datasets and better
robustness on complex datasets.

• E-ABS outperforms all baselines on SuperTraffic-10 and SVHN, providing a new state-
of-the-art on these datasets.

• E-ABS’s clean data accuracy is comparable with an unprotected CNN on all datasets
except for SuperTraffic-10.
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Figure 2.6: Adversarial examples on FMNIST.

All three extensions are necessary for E-ABS.

Table 2.6 shows results of the ablation study of three improvements proposed in Section 2.2.
For efficiency, we run experiments on SVHN and compare PGD-L∞ and PGD-L2 attacks.
Table 2.6 presents these results.

Table 2.6 suggests that no single technique can significantly improve ABS’s performance.
AV-ABS and DV-ABS outperform ABS in terms of clean data accuracy, but cannot compete
with E-ABS. In particular, we see that AAE-based models have a much worse accuracy on
clean data with Schott et al.’s inference (A-ABS and AD-ABS). We hypothesize that Schott
et al.’s inference leads to latent vectors away from the Gaussian prior’s typical set [78].

Our gradient-based attacks are sufficient for evaluating E-ABS.

In this section, we present some supplementary expeirments to justify our choice of parameters
for gradient-based attacks. All experiments use E-ABS model.

Expectation-over-transformations

We test a range of runs for EOT. We evaluate the model’s accuracy under a L∞ PGD attack
with 5 random starts on SVHN. Table 2.7 presents experiment results.

Table 2.7 suggests that 5 runs are enough to stabilize model outputs. Specifically, with
fewer runs, the model has seemingly better robustness because it may misclassify due to
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Figure 2.7: Adversarial examples on SuperTraffic-10.

inference-time randomness, which leads an attack to believe that it has succeeded falsely.

Number of PGD random starts

We run experiments to decide the number of random starts necessary for PGD attacks. We
evaluate the model’s accuracy under a L∞ PGD attack with 100 steps. We use 3 runs for
EOT for efficiency. Table 2.8 presents these experiments.

Based on Table 2.8, we choose 20 random starts for our PGD attacks on SVHN and
SuperTraffic-10.

PGD steps

We evaluate the model’s robustness under L∞ PGD attacks to choose a proper number of
PGD steps. We use 20 random starts for all PGD attacks, 3 runs for EOT, and 200 random
samples from SVHN. We use less EOT runs and random samples for efficiency concerns.
Table 2.9 shows the results.

Table 2.9 suggests that PGD attacks achieve the best results with 50 steps. We choose 80
steps in our experiments.
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Figure 2.8: Adversarial examples on SVHN.

2.5 Discussion

This paper presents E-ABS, an extension to Schott et al.’s ABS model. E-ABS has state-of-
the-art robustness on SVHN and a traffic sign dataset, beating Madry et al.’s adversarial
training [70]. Compared with ABS, E-ABS achieves significantly better clean accuracy,
comparable with unprotected CNN models on the two real-world datasets. Therefore, E-ABS
has successfully addressed the shortcomings of ABS observed by Fetaya et al. [36], suggesting
that robust classification with conditional generative models is a promising research direction.

Despite the improvements, E-ABS still has limitations on more complex datasets. On
CIFAR10 [62], E-ABS achieves 60% clean accuracy, leaving a significant gap to state-of-the-art
convolutional models. Therefore, there are still obstacles to use conditional generative models
in datasets such as CIFAR and ImageNet [28]. Two obstacles are particularly critical.

First, generative models are sensitive to image similarity measures. We use L2 distance
to measure the image similarity. However, this metric is known to perform poorly in high-
dimensional spaces: on the one hand, a one-pixel translation could lead to a large L2 distance;
on the other hand, two objects sharing the same background could be very close in terms of
L2 distance. Therefore, finding a better distance metric that captures semantic similarity
while staying robust against small perturbations might further improve the performance of
ABS-like models.

Second, ABS-like models have two efficiency bottlenecks. The time for inference scales
linearly with the number of classes, making inference inefficient on large datasets such as
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CIFAR100 and ImageNet. Also, running time grows approximately linearly with the number
of iterations of optimization used during inference. With more iterations, the model is more
stable and has better accuracy and robustness. Better sampling or optimization methods
may allow more efficient inference.

Our work may be of independent interest as an application of generative models that give
explicit likelihood estimates. Traditionally, these models yield lower-quality reconstructions
than GANs, which do not give likelihood estimates. Therefore, the success of E-ABS on
complex image domains motivates research into better generative models for distribution
matching: progress on such models may lead to more robust models.
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Table 2.2: Results of different models on MNIST. Reported numbers are accuracy under
bounded perturbations. Results are based on 1000 samples. McNemar’s test shows that all
differences are significant (p < 0.01).

CNN Adv-L∞ Adv-L2 ABS E-ABS

Clean 99.5% 98.5% 98.6% 96.1% 99.4%

L∞ attack (ε = 0.3)
PGD 0% 90.4% 0% 3.4% 17.1%
DeepFool 17.4% 92.9% 43.8% 6.2% 31%
Noise 99.3% 98.4% 98.5% 95.8% 99.1%
All L∞ 0% 90.3% 0% 3.3% 16.5%

L2 attack (ε = 1.5)
PGD 72.8% 88.4% 89.3% 75.2% 90.6%
DDN 62.3% 81.7% 87.5% 74.1% 91.4%
CW 86.8% 91.2% 94.7% 82.8% 94.8%
DeepFool 83.8% 93.1% 92.2% 95.9% 91.1
Noise 99.3% 98.5% 98.6% 74.4% 99.4%
All L2 61.8% 81.5% 87.5% 73.7% 90.4%

McNemar’s test p values
L∞ attacks L2 attacks
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Table 2.3: Results of different models on Fashion MNIST. Reported numbers are accuracy
under bounded perturbations. Results are based on 1000 samples. McNemar’s test shows
that all differences are significant (p < 0.01) except for: Adv-L∞ and Adv-L2 under L∞
attacks, ABS and E-ABS under L∞ attacks, Adv-L∞ and ABS under L2 attacks, and ABS
and E-ABS under L2 attacks.

CNN Adv-L∞ Adv-L2 ABS E-ABS

Clean 91.0% 88.9% 87.4% 81.6% 90.1%
L∞ attack (ε = 0.1)
PGD 9.4% 57% 56% 46.2% 43.5%
DeepFool 25.9% 64.9% 63.2% 47.7% 45.7%
Noise 90.5% 88.9% 86.5% 81.4% 0.9%
All L∞ 9.4% 57% 55.7% 45.8% 43.5%

L2 attack (ε = 1.5)
PGD 19.1% 51.9% 59.2% 46.6% 43.3%
DDN 13.4% 46.6% 57.2% 45.4% 49.9%
CW 30.7% 61% 63.6% 50.7% 54.1%
DeepFool 28.9% 56.4% 60.4% 46.4% 44.3%
Noise 90.9% 88.8% 87.1% 81.2% 89.6%
All L2 13.2% 45.9% 55.1% 45.2% 41.7%

McNemar’s test p values
L∞ attacks L2 attacks
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Table 2.4: Results of different models on SuperTraffic-10. Reported numbers are accuracy
under bounded perturbations. Results are based on 1000 samples. McNemar’s test shows
that all differences are significant (p < 0.01) except for Adv-L∞ and ABS under L2 attacks.

CNN Adv-L∞ Adv-L2 ABS E-ABS

Clean 99% 91.4% 91.6% 84.9% 92.7%

L∞ attack (ε = 8/255)
PGD 29.8% 74.3% 60.2% 53.4% 70.9%
DeepFool 48.1% 74.9% 64.6% 54.5% 82.1%
Noise 99.1% 91.7% 91.6% 84.8% 91.7%
All L∞ 29.8% 73.7% 59.9% 53.2% 69.8%

L2 attack (ε = 1.5)
PGD 14.8% 46.2% 53.7% 48% 66.1%
DDN 9.3% 44.6% 52.4% 47.1% 73%
CW 14.5% 51% 54.5% 47% 73.8%
DeepFool 33% 49% 56.6% 48.7% 93.3%
Noise 98.6% 91.6% 91.4% 86.3% 73.8%
All L2 8.7% 44.3% 52.2% 46.3% 59.9%

McNemar’s test p values
L∞ attacks L2 attacks
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Table 2.5: Results of different models on SVHN. Reported numbers are accuracy under
bounded perturbations. Results are based on 1000 samples. McNemar’s test shows that all
differences are significant (p < 0.01) except for Adv-L∞ and ABS under L∞ attacks.

CNN Adv-L∞ Adv-L2 ABS E-ABS

Clean 91.3% 89.0% 87.1% 45.8% 89.2%
L∞ attack (ε = 8/255)
PGD 0% 37.2% 26.7% 6.6% 57%
DeepFool 0.1% 50.4% 36.6% 8.4% 64.1%
Noise 90.7% 89% 87% 45.7% 89.3%
All L∞ 0% 37.2% 26.7% 6.6% 55.7%

L2 attack (ε = 1.5)
PGD 0% 5.1% 13.4% 4.4% 40.9%
DDN 0% 3.7% 11.6% 4.3% 57.8%
CW 0% 5.5% 13.7% 4.5% 47.6%
DeepFool 0% 13.4% 19.1% 4.7% 51.6%
Noise 90% 89.4% 87.4% 43.5% 88.8%
All L2 0% 3.6% 10.9% 4.3% 36%

McNemar’s test p values
L∞ attacks L2 attacks
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Table 2.6: An ablation study on SVHN. We report the mean/median distance of the closest
adversarial examples.

Model Natural Accuracy PGD-L∞ PGD-L2

A-ABS 21.89% 0.020 / 0.013 0.98 / 0.75
D-ABS 43.82% 0.023 / 0.025 0.063 / 0.056
V-ABS 42.01% 0.008 / 0.006 0.10 / 0.08
AD-ABS 30.59% 0.013 / 0.013 0.66 / 0.56
AV-ABS 53.46% 0.025 / 0.022 0.81 / 0.75
DV-ABS 62.42% 0.016 / 0.006 0.38 / 0.09
ADV-ABS 88.30% 0.046 / 0.041 1.78 / 1.56

Table 2.7: Experiments on the number of runs for EOT, based on an L∞ PGD attack 5
random starts on SVHN.

Number of runs 1 2 3 5 10
Accuracy 57.5 58.4 57.8 58.7 58.6

Table 2.8: Experiments on the number of random starts for PGD, based on an L∞ PGD
attack on SVHN.

Number of random starts 5 10 15 20 50
Accuracy 57.9 57.3 56.8 56 56

Table 2.9: Experiments on the number of PGD steps, based on L∞ PGD attacks on SVHN.

Number of steps 0 10 30 50 100 200 500
Accuracy (%) 87.5 78 63.5 51.5 51.5 52 51.5
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Chapter 3

Analyzing Analysis-By-Synthesis
model with GANs

3.1 Introduction

The success of generative classifiers relies on three parts, as shown in Figure 3.1: the
modelling of conditional data manifolds, an effective inference method that recovers the latent
representation of an image, and a reliable method for estimating the likelihood of an input
give its recovered representation. In E-ABS [53], we use AAE [72] with a shared encoder to
model conditional data manifolds, variational inference to recover a latent representation of
the input image, and a combination of L2 distance and AAE’s discriminator loss to estimate
the likelihood of an image. In this chapter, we explore the challenges of generative classifiers
more systematically.

Learning a generative model Generative adversarial networks (GANs) [39] are powerful
generative models that have outperformed variational autoencoders [58] at modelling complex
data manifolds. Therefore, it is natural to question if GANs provide an improvement to
ABS. This chapter examines conditional GAN models including Auxiliary-classifier GANs
(AC-GAN) [81, 38] and BigGAN [12, 122]. GANs have state-of-the art performance on
modelling complex images and thus allowing us to examine ABS on more realistic datasets
such as CIFAR10 [62] and ImageNet [28].

Finding a latent representation for the sample Given a generative model G and a
prior of latent distribution p(z), the likelihood of a sample X is given by

log p(X) ∝ Ez∼p(z)D(G(z), X) (3.1)

where D(·, ·) is a measurement of log p(X|z) under G. Equation 3.1 does not require any
latent representation of X. However, the expectation in Equation 3.1 is intractable because
of G(z). Therefore, we approximate the expectation with some methods.
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Figure 3.1: Generative classifiers relies on three steps: learning a generative model, finding
the latent representation of an input, and estimating the likelihood.

Schott et al.’s ABS and our E-ABS approximate the expectation with a variational
distribution qy(z). Therefore, given a sample point X and a class y (because we estimate
a class-conditional likelihood), the latent representation of X is q∗y(z). In GANs, it is more
common to use maximum-likelihood estimate (MLE) where we find a single latent code z
such that

z∗X,y := arg max
z

(log p(z) +D(G(z, y), X)) (3.2)

Compared to variational inference, Equation 3.2 yields one latent code that represents X.
The MLE approach is commonly referred to as GAN inversion [111]. GAN inversion

yields an image’s latent representation which encodes semantic information and thus is
useful for tasks such as image editing [125, 108, 32] and style transfer [127]. Apart from
finding a latent code, some inversion methods use overparameterization to achieve more
accurate reconstruction. For example, Bau et al. adapts the generative model when inverting
an image [6] and Zhu et al. optimizes latent codes at multiple hierarchies [125]. Besides
overparameterization, state-of-the-art inversion methods use an encoder to provide a good
starting point for the inversion optimization [125, 126, 6].

In this chapter, we present studies on various GAN inversion methods for ABS. We found
that most GAN inversion methods, customized for recovering an in-domain image precisely,
do not fit for ABS. Following Zhu et al.’s method on in-domain inversion [125], we propose a
method to address out-of-domain samples. Experiments suggest that our method outperforms
other methods, achieving a better classification accuracy on natural data.
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Measuring image similarity

Variational autoencoders, including VAE [58] and AAE [72], measure the likelihood of X
given a reconstructed image X ′ with squared error ‖X −X ′‖2

2. Using L2 norm as a distance
measure between X and X ′ has a simple statistical explanation:

X = X ′ + ε

where ε ∼ N (0, σI). This model naturally yields

log p(X|X ′) = log p(X −X ′) ∝ ‖X −X ′‖2
2

which is the L2 distance metric.
However, L2 distance fails to capture image similarity when images are complex. L2

assumes that all pixels are equally important and independent, lacking a knowledge of
structural similarity between two images, which is why more advanced image similarity
metrics, such as structural similarity index measure (SSIM) [124] have been proposed to
replace L2 measurements.

When neural networks have dominated image recognition tasks, researchers found that
deep features of neural networks convey high-level information consistent with human’s visual
perception [82]. Accordingly, distance metrics defined by deep features have been proposed
for various tasks. Specifically, perceptual loss [52] is commonly used for inverting generative
models [126, 32]. Following perceptual loss, Zhang et al. [120] proposed Learned Perceptual
Image Patch Similarity (LPIPS) as a distance metric optimized for visual similarity and
Kettunen et al. [54] proposed Ensembled LPIPS (E-LPIPS) to measure image similarity more
robustly.

In this chapter, we examine various distance metrics. Our experiments indicate that
robust distance metrics are critical for generative classifiers. The inversion process may
overfit a distance metric, especially metrics defined by deep features, and thus fail to reject
out-of-domain samples. Meanwhile, a robust distance metric can significantly improve the
classification accuracy of generative classifiers.

3.2 Method

To understand the challenges of generative classifiers, we focused on GANs and designed
experiments to analyze various inversion methods and distance metrics. Specifically, we
analyze three aspects:

• How is the optimization of inversion initialized?

• What variables are optimized? What is the latent representation?

• What distance metrics are used?
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Algorithm 2 The general framework of ABS with GANs.

Input: An image X.
Given a GAN model G, an initializer I, a similarity metric D, a regularization function R,
an optimizer O, and a hyperparameter λ.
for each class y do

Initialize the optimization zinit ← I(X, y,G)
z ← zinit

for each optimization step do
Reconstruct X ′ ← G(z, y)
Compute loss l = D(X,X ′) + λR(z, z0)
z ← O(z,∇z)

end for
Compute the conditional likelihood for class y: ly ← D(X,X ′) + λR(z, zinit)

end for
return ly as the negative log-likelihood of sample X for class y.

Algorithm 2 presents the general framework that we use for classification with conditional
GANs. This algorithm presents three steps to compute a sample’s conditional likelihood ly:

• First, we initialize the search with z0 = I(X, y,G).

• Second, we use optimization to find a latent code z∗ that minimizes l(X,G(z, y), z, z0).

• Third, we use the optimized objective l(X,G(z∗, y), z∗, z0) as ly.

Specifically, the hyperparameter λ represents the strength of regularization: stronger regular-
ization means searching a smaller subset of the latent space and may prevent out-of-domain
reconstructions, as our experiments will demonstrate. The regularization function R con-
straints the change of z; a simple regularization function is R(z, zinit) = ‖z‖2

2, but when
initialized by an encoder, the regularization function becomes R(z, zinit) = ‖z = zinit‖2

2. The
algorithm does not require the same function l(X, y,G(z∗, y), z0) when estimating conditional
likelihoods at the third step. In our experiments, using a different function, such as a different
distance metric or a transformed loss, might improve performance. However, to narrow down
our scope of analysis, we choose to keep the two loss functions consistent in our experiments.

Initialization

We compared two initialization methods: initializing with random codes and initializing with
an encoder. Initializing with random codes is used by Schott et al.’s ABS model. It is a simple
approach readily usable with any generator. However, starting at random points may lead
to suboptimal results because of local optimal and saddle points, which are common when
images are complex [95]. Therefore, training an encoder for initialization is more commonly
used when images are complex [125, 126].
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Algorithm 3 Initializing the optimization with random points.

Input: An image X and a class y.
Given a generator G.
Sample N random codes Z = {zi|zi ∼ p(z)}.
Choose zi ∈ Z that minimizes the distance between X and G(zi, y):

z∗i ← arg min
zi∈Z

‖X −G(zi, y)‖2
2

return z∗i

To mitigate the issue of local minima, for random initialization, we sample more random
codes and choose the best one as the initialization point. The initialization method is
summarized in Algorithm 3. In practice, Z and the set of generated images {G(zi, y)|zi ∈ Z}
are cached to save computing time. Therefore, we choose L2 distance because caching deep
features requires more space and more computation: deep features require more space than
the raw image and feature distance typically requires deep features from more than one layers.
When X is batched, L2 distance also allows us to compute pairwise distance as a matrix
operation, making it an efficient initialization method.

Initializing with an encoder is straightforward: the encoded latent code is used as the
starting point, as Algorithm 4 describes. However, there are several ways to train the encoder,
and we compared two methods in this study.

As a basis, Zhu et al. [126, 127] train the encoder to minimize the distance between
reconstructed image and the input image. However, the inverted latent representation might
not be the best representation: the encoder may provide atypical latent codes that do not
behave like typical latent codes [125]. Therefore, Zhu et al. [125] presented in-domain encoder
where the encoder jointly minimizes the distance of reconstructed image to the input and a
discriminator loss. With this objective, the encoder provides an image that is not only close
to the input, but also classified by the discriminator as a real image. We refereed to this
method as Enc. Specifically, the training objective of Enc is Equation 3.3:

lenc(X, y, z) = D(X,G(E(X), y)) +Dimage(G(E(X), y)) (3.3)

where the first term in Equation 3.3 is the distance between an input X and reconstructed
image G(E(X), y) (conditionally generated with the correct label y) and the second term is
the discriminator loss given by an image discriminator Dimage; Dimage is jointly trained with
the encoder E, as GAN training. At optimization time, the optimization is constrained to
stay close to the encoded latent code with a regularization term. Therefore, with Enc, the
objective of inference in Algorithm 2 becomes

l(X,X ′, z, zinit) = D(X,X ′) + λ‖z − zinit‖2
2 (3.4)

In our experiments, we found that Zhu et al.’s encoder may provide latent codes with a
large L2 norm; as the prior of latent codes is a multivariate Gaussian distribution, having
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Algorithm 4 Initializing the optimization with an encoder.

Input: An image X and a class y.
Given a GAN model G and an encoder E.
z ← E(X)
return z

a large L2 norm means the latent code has a low likelihood and away from latent codes
sampled directly from the prior. Therefore, we propose a new method where we jointly train
a discriminator on latent codes; the discriminator tries to distinguishes encoded latent codes
from codes sampled from the prior. We refer to this method as Enc-D. Specifically, the
training objective of Enc-D is Equation 3.5.

lenc-d(X, y, z) = D(X,G(E(X), y)) +Dlatent(E(X)) (3.5)

which differs from Equation 3.3 by the second term. The discriminator Dlatent distinguishes
encoded latent codes E(X) from latent codes sampled from the prior; it is jointly trained
with the encoder. At optimization time, the regularization is the same as Enc, which is
presented as Equation 3.4: we constraint z to stay close to the initialization point.

Optimized variables

We compared two choices of optimized variables. One method optimizes the latent code only.
Meanwhile, studies show that overparameterization improves the quality of reconstructions [6,
125]. Therefore, we also compared a method where several copies of a latent code are
optimized independently at various levels.

Figure 3.2 illustrates an overparameterized inference method. Our method relies on
self-modulated GANs [19] where the latent code is used as an input to all blocks in the
generator. At optimization time, we create independent copies of the latent code and optimize
these copies independently. Specifically, given an original latent code z as the input to the
generator, we create z1, z2, . . . , zk for k blocks. The input to block i, being z at training
time, becomes z + zi at inference time, and zi is regularized by its L2 norm. We indicate our
overparameterized methods with + in the method name.

Distance metrics

We compared several perceptual distance models. These models use features extracted by
a neural network (base model) for measuring perceptual similarities. A simple perceptual
distance compares the L2 distance the deep features of images, which we refer to as feature
distance. Given two images X1 and X2, a feature distance metric extracts features from mul-
tiple layers F1(X1), F2(X1), . . . , FK(X1) and F1(X2), F2(X2), . . . , FK(X2). Then the distance
of X1 and X2 is measured by the pairwise distance of these features. In this study, we use
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Figure 3.2: The overparameterization for GAN inversion. Our method is built for self-
modulated GANs [19]. At training time, the same latent code z is used as input for all blocks.
At inference time, each block has its own copy of a latent code z and they are optimized
independently.

Equation 3.6 to compute distances from these features:

1

K

K∑
k=1

1

ck
‖normalize(Fk(X1))− normalize(Fk(X2))‖2

2 (3.6)

where normalize is a normalization function and ck is the number of channels of feature
Fk(X). Specifically, it normalizes the L2 norm of each channel’s feature to

√
wk ∗ hk where

wk and hk is the spacial dimension of feature Fk(X). Normalizing each feature channel’s
L2 norm to

√
wk ∗ hk makes the numerical scale of two images’ distance at each layer k

comparable; the normalizing factor
√
wk ∗ hk is the expected L2 norm of a random normal

vector with length wk ∗ hk. This normalization is not used on ImageNet in order to keep the
implementation details consistent with the other perceptual distance.

Besides feature distance, LPIPS [54] optimizes the weights of deep features on a dataset
customized to measure visual similarity. LPIPS is thus more consistent with human perception
on realistic images.

We compared four choices of perceptual distance on CIFAR10 and two on ImageNet. On
CIFAR10, we compared the standard feature distance [52, 54] that uses a VGG net [96] to
extract deep features; the VGG net is pretrained on CIFAR10 as well. Besides, we compared
feature distances with a base model that is adversarially robust and a base model that is
robust to image corruptions on CIFAR10. We also evaluated LPIPS on CIFAR10. On
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ImageNet, we evaluated the standard feature distance and LPIPS. Both perceptual distances
use a VGG net pretrained on ImageNet to extract features.

Apart from perceptual distances, the D(·, ·) used in Algorithm 2 also has L2 distance on
raw pixels. For example, when using a normalized feature distance with VGG, the distance
metric is

D(X1, X2) = ‖X1 −X2‖2
2 + λperceptual

1

K

K∑
k=1

1

ck
‖normalize(Fk(X1))− normalize(Fk(X2))‖2

2

(3.7)
We set λperceptual = 1 by default.

Summary

We summary the meaning of inference methods in this part to emphasize their differences.

• Direct. Optimizing a latent code z initialized by the point out of random latent codes
sampled from p(z) that yields the best L1 distance to the input.

• Enc. Optimizing a latent code z initialized by an encoder. The encoder is jointly
trained with an image-level discriminator, as proposed by Zhu et al. [125].

• Enc-D. Optimizing a latent code z initialized by an encoder. The encoder is jointly
trained with an latent-space discriminator.

• Direct+, Enc+, and Enc-D+. The overparameterized version of optimization meth-
ods. Besides optimizing one latent code z, it optimizes {zi} as the input for generator
blocks.

3.3 Experiments

To demonstrate the limitations of GANs, we experiment with several GAN models, inversion
methods, similarity metrics, and datasets.

Datasets

We run experiments on CIFAR10 [62] and Imagenette [48], a ten-class subset of ImageNet [29].
CIFAR10 has ten classes with 32× 32 RGB images. However, CIFAR10 has a low resolution
and many images are indistinguishable even for human eyes. Therefore, we also experiment
with ImageNet, where images have a higher resolution. ABS’s inference time scales linearly
with the number of classes. Due to limited computational resources, we choose to experiment
with Imagenette, a ten-class subset of the original ImageNet.
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(a) Samples from the cGAN model. (b) Samples from the FQ-BigGAN model.

Figure 3.3: Random samples generated by GAN models on CIFAR10.

Models

For CIFAR10 experiments, we experimented two generative models: a conditional GAN with
projection discriminator (cGAN) [74] and a feature-quantized BigGAN (FQ-BigGAN) [122].

cGAN with a projection discriminator [38] is a conditional generative model built upon the
auxiliary-classifier GAN [81]. Besides the projection head for better class conditional modelling,
we use spectral normalization to regularize the discriminator [75] and self-modulation [19] to
use latent codes at various hierarchies. The cGAN model’s structure is similar to Miyato et
al.’s official implementation 1.

The cGAN is trained on CIFAR10 dataset where we randomly split 20% of the training
data for validation. Furthermore, we use differentiable data augmentation at training time to
more efficiently use data [121]. The trained cGAN has an FID score [46] (lower is better)
of 14.57 and a Inception score [91, 5] of 6.58 (higher is better). Figure 3.3a shows sampled
images from this model.

FQ-BigGAN [122] is a conditional generative model that has state-of-the-art performance
on CIFAR10. It extends the BigGAN [12] model with feature-quantization for discriminators.
We used Zhao et al.’s [122] official implementation for CIFAR10 2. The model’s FID (lower is
better) is 5.717 and its Inception score is 8.354 (higher is better). Figure 3.3b shows sampled
images from this model.

For ImageNet experiments, we used a pretrained BigGAN [12]. We obtained the pretrained
weights from Brock et al.’s [12] official repository 3. Figure 3.4 shows sampled images from

1https://github.com/crcrpar/pytorch.sngan_projection
2https://github.com/YangNaruto/FQ-GAN
3https://github.com/ajbrock/BigGAN-PyTorch

https://github.com/crcrpar/pytorch.sngan_projection
https://github.com/YangNaruto/FQ-GAN
https://github.com/ajbrock/BigGAN-PyTorch
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Figure 3.4: Samples from the BigGAN model on ImageNet.

this model.

Inference methods and similarity metrics

Initialization We compared two initialization methods: initializing with random points
and initializing with an encoder. Section 3.2 explains the two methods.

In our experiments, we use 300 random initialization points, sampled from the prior p(z).
The 300 random points are cached and used for all samples.

The encoder used in both CIFAR10 and ImageNet is adapted from a ResNet18 model [43].
When training Enc on ImageNet, we started with 100 epochs where only the encoder was
trained. The image discriminator used by Enc is pretrained when training the generator
so jointly training the discriminator and encoder could lead to mode collapse. After the
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first 100 epochs with the image discriminator frozen, we jointly trained the encoder and
the image discriminator for another 200 epochs. There was no frozen epochs when training
Enc-D because both the encoder and the latent-space discriminator are trained from scratch.
Some recent studies use U-shaped encoder-generator pairs [94]. We use encoders to provide
a starting point for optimization so we sacrificed precision for efficiency and simplicity. In
practice we found a simple ResNet encoder is sufficient.

Inference We use Adam optimizer [57] with a cyclical learning rate [98] for optimization.
The cyclical learning rate schedule starts the optimization with 1/10 the maximum learning
rate, it gradually increases the learning rate to the maximum learning rate in the first 30% of
the optimization, and it decreases the learning rate to 1/100 of the maximum learning rate
in the second 60% of the optimization. The maximum learning rate is 0.1 by default.

Distance metrics We compared several perceptual distances:

• VGG: A feature distance with VGG network. With experiments on CIFAR, the network
is trained for classifying CIFAR images. We use a public implementation of VGG and
their pretrained model 4. With experiments on Imagenette, the network is trained for
classifying ImageNet images. We use the official implementation of LPIPS [120] without
the LPIPS layer.

• LPIPS: The standard LPIPS distance. We use the same LPIPS model on CIFAR10
and Imagenette. When used on CIFAR10 images, we rescale images to 64× 64.

• Robust-Corruptions: A ResNet18 model [60] trained for robustness against general
image corruptions [44]. We use the pretrained model from robustbench library.

• Robust-L∞: A ResNet18 model [110] trained for robustness against L∞ bounded
adversarial attacks (ε = 8/255 on CIFAR10). We use the pretrained model from
robustbench library.

On CIFAR10, we normalized features as described in Section 3.2 for feature distances. On
ImageNet, we use the official LPIPS’s implementation of feature distance, which does not
normalize deep features.

3.4 Results

Trade-off between reconstruction quality and classification
accuracy.

Comparing various inference methods on CIFAR10, the model’s classification accuracy de-
creases as the quality of inversion improves. Table 3.1 shows that for all inference methods

4https://github.com/kuangliu/pytorch-cifar

https://github.com/kuangliu/pytorch-cifar
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Figure 3.5: Error rate versus perceptual distance between in-domain reconstructions and
the input. All inference methods have a trade-off between error rates and reconstruction
quality: lower error rates correspond to higher perceptual distance. Encoder-guided inference
methods (Enc and Enc-D) perform better than Direct.

(with 100 optimization steps), improved quality of inversion, indicated by smaller perceptual
distance between in-domain reconstructions and the input, corresponds to higher classifica-
tion error rates. Figure 3.5 visualizes this trade-off. For each method, the regularization
hyperparameter λ controls the strength of optimization: stronger regularization leads to
higher perceptual distance and lower error rates.

As another evidence of the trade-off, Table 3.2 shows that Enc-D’s error rate increases as
the number of optimization steps increases. As increasing the number of optimization steps
leads to better reconstructions, this observation also supports the trade-off.

Our observations indicate that classification errors of generative classifiers are due to
overpowered generators. When in-domain reconstructions are better reconstructed, the error
rate increases, suggesting that generators reconstruct out-of-domain samples better with more
powerful optimization methods, causing the classification to fail. There are two hypotheses
regarding why generator reconstruct out-of-domain samples:

• Stronger inference methods cause generators to reconstruct out-of-domain samples that
are similar to the input.

• Perceptual distance is unstable and stronger inference methods may overfit the percep-
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tual distance: generators may construct samples that are perceptually distant from the
input but are close to the input with respect to the perceptual distance.

The first hypothesis attributes classification errors to overpowered GANs: GANs can re-
construct out-of-domain samples naturally. The second hypothesis attributes errors to the
perceptual model: the perceptual model relies on deep features and therefore could be overfit
by the optimization process.

Preventing OoD reconstructions on CIFAR10

Figure 3.6 shows some examples of out-of-domain reconstructions. With sufficient number of
optimization steps, the input image can be reconstructed conditionally with any class. This
indicates a shortcoming of the generative model: it can generate samples that are out of the
domain of training samples. Figure 3.7 demonstrate examples from all inference methods,
suggesting that all methods suffer from out-of-domain reconstructions.

CIFAR10 images are blurry making it difficult to tell whether out-of-domain reconstruc-
tions exist in many cases. Therefore, we measure the FID score of conditionally generated
images and real images from the same class. Specifically, given a class y, we denote all
training images from class y with Xy, all training images from class that is not y with X¬y,
and use Inf(X, y) to refer to an inference method that returns a latent representation z given
an input X and y. We collect two sets of generated images with Inf:

D+y = {G(z, y)|z ← Inf(X, y), X ∈ Xy}D−y = {G(z, y)|z ← Inf(X, y), X ∈ X¬y} (3.8)

Then we compute two FID scores

FIDin-domain = FID(D+y,Xy) (3.9)

FIDout-of-domain = FID(D−y,Xy) (3.10)

FID score is used to measure the distance of two distributions. Lower FID score indicates that
the two image distributions are close perceptually. Therefore, FIDin-domain ≈ FIDout-of-domain

would indicate no out-of-domain samples exist, while FIDin-domain < FIDout-of-domain would
indicate the existence of out-of-domain samples.

Table 3.3 shows these FID scores and the difference between FIDout-of-domain and FIDin-domain

Results indicate that most methods suffer from out-of-domain reconstructions: reconstructed
images deviate from real in-domain images when inverting an out-of-domain image. Specifi-
cally, a model’s error rate is positively correlated with the gap between FIDout-of-domain and
FIDin-domain, suggesting that methods can achieve better accuracy by staying in domain.
Enc-D with λ2 = 10, the best model in terms of error rates (Table 3.1), achieves the smallest
gap between FIDout-of-domain and FIDin-domain; it confirms that Enc-D is better at avoiding
out-of-domain samples than other methods.
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(a) Examples with 10 optimization steps.

(b) Examples with 200 optimization steps.

Figure 3.6: Some examples of the input image and conditionally reconstructed images.
The in-domain reconstructions are highlighted. With 200 optimization steps, any class can
conditionally reconstruct the input image. These examples are generated by Enc-D+ method
with λ2 = 0.1.
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(a) Direct

(b) Direct+

Figure 3.7: Some examples from various inference methods. All examples are generated with
λ = 0.1 under 100 optimization steps.
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(c) Enc

(d) Enc+

Figure 3.7: Some examples from various inference methods. All examples are generated with
λ = 0.1 under 100 optimization steps.
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(e) Enc-D

(f) Enc-D+

Figure 3.7: Some examples from various inference methods. All examples are generated with
λ = 0.1 under 100 optimization steps.
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(a) Average cosine similarity of optimal latent
codes.

(b) Average L2 distance of optimal latent
codes.

Figure 3.8: The average cosine similarity (left) and L2 distance (right) of optimal latent
codes. Different optimization methods yield latent codes that are distant from each other.
This indicates that inverting GANs may suffer from local minima, and more importantly, the
perceptual distance should be stable over images constructed from a wide range of latent
codes.

Seeking a better perceptual distance

When inverting GANs, the optimal latent code is not unique. Our experiments showed that
various inference methods yield latent codes that are distant from each other, as presented in
Figure 3.8. Therefore, a reliable perceptual distance needs to handle images reconstructed
from a wide range of latent codes, being able to tell the subtle difference of images that are
all perceptually similar to the input (see Figure 3.9).

An ideal perceptual distance could tell images reconstructed from “normal” latent codes
from images reconstructed from “abnormal” latent codes, inducing a smooth loss surface that
is easier to optimize over and eventually providing a more accurate estimate of conditional
likelihood. Unstable perceptual distance, on the other hand, would cause the optimization
to yield latent codes that overfit the perceptual distance: the perceptual distance may
measure an image with some imperceptible patterns as closer to the input image than other
images that would be perceived similar by humans; meanwhile, the perceptual distance may
measure a blurry image as close to the input while human would determine them as far apart.
Essentially, unstable perceptual distance may fail to reflect the actual perceptual similarity
between the reconstructed image and the input.

The standard feature distance VGG suffers from instability. We demonstrate VGG’s
instability by interpolating optimal latent codes. Given optimal latent codes z1 and z2 of the
same image and from the same class y obtained by two separate runs, we find an interpolated
latent code z = a∗ z1 + (1−a)∗ z2, a ∈ [0, 1] and an interpolated image is G(z, y). Specifically
in Figure 3.9 and Table 3.4, the order of interpolation k ∈ {0, 1, . . . , 10} means a = k/10.
Therefore, k = 0 gives z1 and k = 10 gives z2.
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Figure 3.9: Interpolating the in-domain latent presentations of two Direct methods. Two
endpoint images are the most similar to the input, as they are obtained by the optimization
process. Compared to endpoint images, interpolated images are more blurry, but are still
similar to the input.

Comparing interpolated images in Figure 3.9 and their perceptual distances to the input
image in Figure 3.10a, the VGG feature distance may suffer from overfitting. Table 3.4 and
Figure 3.10 show that the average perceptual distance is much lower on the two endpoints than
images reconstructed from interpolated latent codes under VGG. Yet, Figure 3.9 indicates
that interpolated images are perceptually similar to endpoint images. We thus hypothesize
that the standard VGG feature distance could be overfitted by the optimization, in a way
similar to an adversarial attack on the perceptual model. In case of overfitting, the perceptual
distance gives inaccurate conditional likelihoods and overestimates the likelihood of the input
image conditioned on a wrong class, causing generative classifiers to misclassify.

In pursuit of a better perceptual distance for generative classifiers, we compared the stan-
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(a) Inference with VGG (b) Inference with Robust-Corruptions

Figure 3.10: The average perceptual distance of reconstructed images from interpolated latent
codes. The horizontal line denotes the average perceptual distance between out-of-domain
reconstructions and the input; informally, surpassing this line indicates more than 50%
classification error rates. Two runs with the Direct method and λ = 1 are compared in both
figures. More information can be found in Table 3.4

dard feature distance VGG to feature distance with more robust models in Table 3.5. Results
indicated that feature distance with a base model robust to corruptions [44] outperforms
other perceptual metrics. Table 3.6 compares Robust-Corruptions to VGG on various
inference methods, showing that Robust-Corruptions perceptual distance outperforms the
standard VGG perceptual distance in all cases.

Furthermore, our analysis on interpolations also suggests that Robust-Corruptions
suffers less from overfitting. Comparing Figure 3.10b to Figure 3.10a, Robust-Corruptions’s
peak value is closer to the reference line than VGG. The reference line represents the
average perceptual distance of out-of-domain reconstructions to the input at two endpoints.
Informally, surpassing this reference line means that the model has an error rate over 50%.
Therefore, Figure 3.10 suggests that although Robust-Corruptions has a similar trend
on interpolations with VGG, its classification accuracy is less severely influenced by the
potential overfitting problem.

We hypothesize that Robust-Corruptions perceptual distance outperforms standard
VGG feature distance because the base model is trained on images similar to generated
images when inverting the GAN. Generative images may be more similar to corrupted
images as they are blurry and sometimes contain abnormal patterns during the optimization.
Therefore, Robust-Corruptions may be better at capturing meaningful and class-specific
features from images, especially generated images, and thus estimating conditional likelihoods
more reliably than the standard VGG. This hypothesis is also supported by Table 3.5 where
LPIPS performed badly on CIFAR10, although it captures perceptual similarity well on real
images. Compared to other models, LPIPS is not trained on CIFAR10 images, which could
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explain that this perceptual distance performed the worst.
Summary On CIFAR10, we have compared three inference methods: Direct, Enc, and

Enc-D. We found that all methods have a trade-off between classification accuracy and
reconstruction quality: reconstructing input image better decreases the model’s accuracy.
There are two reasons for such a trade-off: 1) Overpowered generators can reconstruct
an out-of-domain samples with the same quality as in-domain samples. 2) Perceptual
distance is unstable over reconstructed images, causing unreliable likelihood estimations. Our
experiments suggest that both problems exist on CIFAR10. Meanwhile, our proposed Enc-D
method and a perceptual distance with corruption-robust model can address the two issues
better than other methods.

Experiments on Imagenette

CIFAR10 images are small and blurry, meaning that out-of-domain reconstructions are more
likely to exist and measuring perceptual similarity is more difficult. Therefore, we conducted
similar experiments on Imagenette to study the behavior of generative classifiers on more
realistic images. We used BigGAN pretrained on the full ImageNet dataset for experiments
on Imagenette. We note that training the generative model with images from more classes
may benefit generative classifiers with more constraints on in-domain and out-of-domain
reconstructions: images from other classes may help generators from generating out-of-domain
samples on this smaller subset of classes.

Our experiments showed that our Enc-D method still outperforms other inference methods
on Imagenette. Table 3.7 presents the model’s accuracy under various configurations. Our
Enc-D method has better classification accuracy than other methods, suggesting that Enc-
D can avoid out-of-domain samples on Imagenette as well. Furthermore, in Table 3.7,
encoder-guided inference methods outperform direct optimization methods, suggesting that
reconstructing ImageNet-level images relies more heavily on encoders. Table 3.7 also shows
that, unlike CIFAR10, using LPIPS as a distance metric yields better accuracy than perceptual
loss. This is encouraging because LPIPS is tuned to match human visual perceptual similarity.

Our model still has the trade-off between accuracy and reconstruction quality on Ima-
genette. Table 3.8 shows that the model’s accuracy decreases as the number of optimization
steps increase. Meanwhile, we do not suffer as much from out-of-domain reconstructions on
Imagenette as on CIFAR10. Figure 3.11 presents some examples and generators are better
at staying in-domain on Imagenette compared to Figure 3.6. It is possible that training on
images from more classes can prevent out-of-domain reconstructions, as we discussed above.
It is also possible that reconstructing out-of-domain images is more difficult when image
resolution is high, because each pixel contains less information and the generator thus covers
a narrower range of values per pixel.
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(a) Examples from the tench class

(b) Examples from the English springer class

(c) Examples from the cassette player class

(d) Examples from the chain saw class

Figure 3.11: Some examples of Enc-D on Imagenette. The first column is the input image.
The ten classes are: tench, English springer, cassette player, chain saw, church, French horn,
garbage truck, gas pump, golf ball, and parachute.
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(e) Examples from the church class

(f) Examples from the French horn class

(g) Examples from the garbage truck class

(h) Examples from the Gas pump class

Figure 3.11: Some examples of Enc-D on Imagenette. The first column is the input image.
The ten classes are: tench, English springer, cassette player, chain saw, church, French horn,
garbage truck, gas pump, golf ball, and parachute.
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(i) Examples from the golf ball class

(j) Examples from the parachute class

Figure 3.11: Some examples of Enc-D on Imagenette. The first column is the input image.
The ten classes are: tench, English springer, cassette player, chain saw, church, French horn,
garbage truck, gas pump, golf ball, and parachute.

3.5 Summary and Future Work

This chapter analyzes the inversion of GANs for building generative classifiers. Our analysis
shows two challenges of generative classifiers when images are complex.

First, generative models suffer from out-of-domain reconstructions with complex images.
Our analysis compared various inference methods and found that classification accuracy
decreases as the inference method reconstructs an input better. Qualitatively, with sufficient
strength, generators can reconstruct the input image condition on any class, suggesting that
an inversion method that can prevent out-of-domain reconstructions is needed. In comparison,
our inference method Enc-D is better at preventing out-of-domain reconstructions than other
methods. Our analysis on in-domain and out-of-domain FID scores indicate that Enc-D is
better at keeping reconstructions in-domain; besides, Enc-D also performs better on the
trade-off and has achieved the best classification accuracy in our experiments.

Second, perceptual distance’s stability is critical for generative classifiers when images are
complex. Our analysis shows that perceptual distance needs to be stable over reconstructed
images from a wide range of latent codes. Yet, standard feature distance models and LPIPS
are unstable and may lead to overfitting. Comparing various distance metrics, we found that
feature distance with a corruption-robust model outperforms the rest. Experiments confirmed
that this Robust-Corruptions perceptual distance achieves better classification accuracy
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Figure 3.12: Comparing in-domain reconstructions on Imagenette. In this case, more
optimization steps can reconstruct the input image better. These examples are generated by
Enc with 50 and 800 steps respectively.

than the standard VGG distance on all inference methods.
Our study indicates several future research directions. First, our analysis on ImageNet

indicates that out-of-domain reconstructions do not exist when images are high-resolution.
We hypothesize that CIFAR models suffer more because they are overpowered: the latent
space and the generator’s capacity have more redundancy when images are small and blurry.
It is interesting to investigate such a hypothesis and propose a training method or design
principles so that we can avoid out-of-domain reconstructions.

Second, investigation into perceptual distance for generative classifiers is important and
interesting. Perceptual distance relies on deep features, which are unstable under adversarial
attacks. On the one hand, an unstable perceptual distance may undermine the robustness of
generative classifiers; on the other hand, an inference method, which optimizes an objective in
a way similar to an adversarial attack, may overfit the perceptual distance and cause inaccurate
estimation of conditional likelihoods. Thus, a perceptual distance, such E-LPIPS [54], that
is robust under adversarial attacks, may further improve the performance of generative
classifiers.

We may also consider perceptual distance customized for GAN inversion or generative
classifiers because most perceptual models thus far are trained to compare real images.
Borrowing ideas from adversarial training [70], we can train a perceptual distance to measure
reconstructed in-domain images as closer to the original input image and measure out-of-
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domain reconstructions and the input as further away. Meanwhile, contrastive learning [55,
18, 56] can create stable representations for a range of downstream tasks; methods such
as SimCLR [18] forces an image to have stable representations under random augmenta-
tion, which may also provide a stable perceptual distance metric. Therefore, contrastive
learning, especially supervised contrastive learning where class information also influences
representations [56], may prove to be a good perceptual distance for generative classifiers.

Beyond the two issues, there are other interesting research questions around generative
classifiers as well. For example, the running time of generative classifiers reported in
Algorithm 2 depends linearly on the number of classes K. Such a dependency would
become enormous on large datasets such as ImageNet [28]. Hierarchical generative classifiers
may reduce the dependency to O(logK) by modelling multiple classes with the same condition.
However, such a method may require generative models to model overlapped classes [38] and
pose some new challenges regarding inference methods.
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Table 3.1: Various inference methods (100 optimization steps) on CIFAR10 under VGG
feature distance. Reported numbers are the generative classifier’s classification error rate, the
L2 distance between the input image and the image reconstructed from the ground-truth
class (in-domain images), and the perceptual distance between the input image and the image
reconstructed from the ground-truth class. The table shows a trade-off between error rates
and perceptual distance. Figure 3.5 demonstrates this trade-off with as a scatter plot.

(a) Results with regular inference methods.

Inference Method λ Error rate In-domain L2 distance In-domain perceptual distance

Direct
0.1 67.98 183.80 287.47
1 55.28 201.41 328.58
10 45.96 262.18 439.20

Enc
0.1 56.98 183.64 292.92
1 53.52 190.14 305.21
10 46.82 233.22 378.04

Enc-D
0.1 53.08 181.61 303.12
1 49.96 187.33 316.41
10 42.50 225.74 391.22

(b) Results with overparameterized inference methods.

Inference Method λ Error rate In-domain L2 distance In-domain Perceptual distance

Direct+
0.1 76.8 184.86 269.83
1 65.96 203.34 320.42
10 49.62 257.44 423.57

Enc+
0.1 64.9 138.43 214.00
1 59.1 159.65 250.16
10 48.62 215.65 346.80

Enc-D+
0.1 63.04 138.75 220.72
1 57.62 158.74 258.68
10 45.44 210.70 359.62
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Table 3.2: Classification error rate versus the number of optimization steps on CIFAR10.
In-domain perceptual distance measures the average perceptual distance (Corruption-
Robust) between inverted in-domain images and the input. Out-of-domain perceptual
distance measures the average perceptual distance between inverted out-of-domain images
and the input. More optimization steps improves both in-domain perceptual distance and
out-of-domain perceptual distance, suggesting that the quality of reconstructions improve
with more optimization steps. However, generative classifiers have a higher error rate under
more optimization steps. All experiments use Enc-D method with λ = 0.1.

Steps 10 50 100 500

Error rate 11.82 19.96 25.16 45.28
In-domain perceptual distance 454.85 348.25 300.92 212.75
Out-of-domain perceptual distance 882.69 538.19 438.69 273.52
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Table 3.3: Comparing FID scores on CIFAR10. FIDin-domain represents the average distribu-
tion distance between class-conditional real images and reconstructed images conditionally
generated to invert in-domain images. FIDout-of-domain represents the average distribution dis-
tance between class-conditional real images and reconstructed images conditionally generated
to invert out-of-domain images. Smaller FID scores indicate the two distributions, generated
images and real images, are closer.

(a) Regular inference methods.

Inference Method λ FIDin-domain FIDout-of-domain Difference

Direct
0.1 84.90 119.35 34.45
1 75.83 102.68 26.85
10 76.35 80.68 4.33

Enc
0.1 77.61 102.06 24.45
1 76.50 98.15 21.65
10 73.97 86.68 12.71

Enc-D
0.1 72.62 95.64 23.01
1 72.07 92.47 20.40
10 70.56 78.89 8.33

(b) Overparameterized inference methods.

Inference Method λ FIDin-domain FIDout-of-domain Difference

Direct+
0.1 96.45 132.23 35.80
1 84.32 116.21 31.89
10 75.28 84.94 9.66

Enc+
0.1 80.26 116.35 36.08
1 77.69 108.69 31.00
10 73.33 91.61 18.29

Enc-D+
0.1 75.84 112.28 36.45
1 73.41 103.23 29.81
10 70.40 83.85 13.44
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Table 3.4: Perceptual distance between reconstructed images from interpolated latent codes
and the input. The two endpoints are obtained by two separate runs with Direct method
and λ = 1. Each column reports the mean of perceptual distance between reconstructed
images and the input across all test points. Reported numbers are mean perceptual distance,
the 95% confidence interval of the mean, and the standard deviation. As a reference, the
average perceptual distance of out-of-domain reconstructions to the input is 378.9. for VGG
and 464.6 for Robust-Corruptions.

Inference with VGG

Order 0 1 2 3 4 5 6 7 8 9 10

Mean 328.7 358.6 392.3 419.7 436.8 442.8 436.8 419.7 392.6 358.9 328.8
CI 2.4 2.6 3.0 3.3 3.5 3.6 3.5 3.3 3.0 2.6 2.4
Std 85.6 94.4 107.3 119.4 127.4 130.2 127.2 119.1 107.5 94.4 85.3

Inference with Robust-Corruptions

Order 0 1 2 3 4 5 6 7 8 9 10

Mean 356.7 389.6 431.0 464.3 485.6 493.1 485.5 463.1 428.9 386.2 352.9
CI 3.4 3.7 4.3 4.8 5.1 5.2 5.1 4.8 4.3 3.7 3.4
Std 121.6 134.6 155.3 172.6 184.0 187.9 183.7 172.3 155.0 133.7 120.8

Table 3.5: Comparing perceptual models on CIFAR10. All experiments used Enc-D method
with 200 optimization steps, λ = 10. Furthermore, all methods use λpercept = 10 to emphasize
perceptual distance.

Perceptual model Error rate

LPIPS 56.48
VGG 47.62
Robust-L∞ [110] 39.76
Robust-Corruptions [60] 29.28
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Table 3.6: The error rate of various inference methods under Robust-Corruptions per-
ceptual distance. Compared to Table 3.1, Robust-Corruptions outperforms VGG for all
methods.

(a) Results with regular inference methods.

Inference Method λ Error rate with Robust-Corruptions Error rate with VGG

Direct
0.1 51.08 67.98
1 28.84 55.28
10 12.20 45.96

Enc
0.1 27.00 56.98
1 27.60 53.52
10 22.74 46.82

Enc-D
0.1 24.44 53.08
1 24.14 49.96
10 20.08 42.50

(b) Results with overparameterized inference methods.

Inference Method λ Error rate with Robust-Corruptions Error rate with VGG

Direct+
0.1 70.01 76.8
1 47.32 64.96
10 17.24 49.62

Enc+
0.1 40.26 64.90
1 36.98 59.10
10 27.98 48.62

Enc-D+
0.1 37.53 63.04
1 34.00 57.62
10 23.94 45.44
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Table 3.7: Various inference methods on Imagenette.

Inference Method Distance metric Accuracy

Direct LPIPS 53.8
Enc LPIPS 74.4
Enc VGG 71.9
Enc-D LPIPS 76.1

Table 3.8: Classification error rate versus the number of optimization steps on Imagenette.
In-domain perceptual distance measures the average perceptual distance (LPIPS) between
inverted in-domain images and the input. Out-of-domain perceptual distance measures the
average perceptual distance between inverted out-of-domain images and the input. The
trade-off between classification accuracy and reconstruction quality still exists on Imagenette.
All experiments use Enc inference method.

Optimization steps 1 10 50 100 300 800

Accuracy 76.97 76.62 76.35 74.4 69.3 67.26
In-domain perceptual distance 5.10 4.72 4.19 3.95 3.69 3.57
Out-of-domain perceptual distance 6.56 6.02 5.38 5.05 4.76 4.43
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Chapter 4

Variational Inference Applied to
Smoothing

4.1 Introduction

Discriminative models, such as ResNet [43], are good at modeling complex functions but lack
interpretability; Bayesian models, such as Schott et al.’s ABS [95], are more interpretable but
underperform when images are complex. Therefore, we ask: can we combine the two worlds?
Randomized smoothing, an effective defense against adversarial examples [21, 67], could be
the bridge that connects them.

Randomized smoothing estimates the input’s expected class likelihoods under random
noise. It uses a discriminative model to directly estimate the input’s likelihood for each class
and estimates the expectation over a bundle of randomly augmented inputs. Given the input
X, and a class y, the estimation of p(y|X) is given by

1

N

N∑
i=1

I [F (X + εi) = y] (4.1)

where ε is the noise and I is an indicator function. F in Equation 4.1 represents the predicted
class of a neural network f ; in most cases, let fk(X) be the kth element of the neural network’s
output: F (X) is arg maxk fk(X). Randomized smoothing provides certified robustness [67,
21] and can achieve good empirical robustness as well when replacing Gaussian noise with a
set of random transformations [84].

Direct sampling, used by randomized smoothing, is inefficient and inaccurate when the
input space is large. For sampling noise from a isotropic Gaussian distribution, the variance
is proportional to the dimension of ε, which is the same as the dimension of input X. Studies
shoed that the number of samples required to achieve the same accurate estimate increases
exponentially as the variance of noise increases [67, 21]. Therefore previous studies usually rely
on Gaussian noise with a small variance, which prohibits the model to thoroughly examine
its neighboring space and limits the model’s robustness to attacks with small bounds. We
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Figure 4.1: An overview of our variational method. We want to classify the green class from
the orange class. Although this sample (black) is supposed to be classified as orange, the
neural model f may have an adversarial subspace as illustrated by the green region. Our
variational method classifies by exploiting the neighboring loss surface: it finds an optimal
variational distribution for the green and orange class respectively, noticing the difference
in classification uncertainty and the entropy of variational distributions, and thus correctly
classifies this sample as orange.

propose to use a variational approach [8] to estimate the input’s conditional likelihood. Our
variational approach uses alternative distributions to sample noise more effectively, providing
better efficiency and uncertainty measurements.

We use variational methods to find an alternative distribution of noise for each class, thus
improving the efficiency and accuracy of likelihood estimates. For each class y, we find an
alternative distribution of noise that, when added to the input image, yield a higher likelihood
for class y. This yields a Bayesian method for classification where we estimate the likelihood of
the input conditional on each class separately. Intuitively, variational methods find the region
of noise for each class where the model is give higher likelihood to that class. Such methods
exploit the neural model’s spatial information around the input sample, concentrating samples
on regions that are most significant for classification. Figure 4.1 illustrates this idea.

We want to note an important difference between the randomized smoothing method
illustrated in Figure 4.1 and the original smoothing method. Randomized smoothing converts
model predictions into hard labels and classifies with a majority vote. Therefore, Equation 4.1
uses I [F (x+ ε) = y] in the expectation. Meanwhile, in Figure 4.1, the expectation is taken
directly over f(x + ε), the neural network’s output. Using hard labels is critical for the
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certifying the robustness of randomized smoothing. However, as we focus on empirical
robustness, this difference is not critical. Our variational method uses the expectation of
f(x + ε), the neural network’s output, instead of hard labels. Replacing network outputs
with hard labels may improve robustness, as hard-labels contain less information about the
loss surface.

4.2 Method

In this section, we first introduce how variational inference can improve randomized smoothing.
Then we present our variational method.

Notations

In this section, we assume that each datum (x, y) is sampled from a real data distribution pd.
A neural network is represented by f and its kth output is fk. When a neural network is
trained with cross-entropy loss, its fk can be viewed as an estimation of log p(x|k), which
leads to

log p(y|x) = Ly(f(x)) = log
efy(x)∑
k e

fk(x)
(4.2)

Equation 4.2 is the commonly used log-softmax function for converting neural network outputs
to a log likleihood.

Besides, randomized smoothing samples noise from a prior distribution, which we refer
to as pε. Typically, this is a isotropic Gaussian distribution N (0, σI). Therefore, when our
variational distribution q(ε) is also a Gaussian distribution, their KL divergence DKL(q(ε)‖pε)
can be computed directly.

Randomized smoothing and variational inference

Randomized smoothing is a method to estimate sample likelihoods [21]. Given a datum
(x, y) ∼ pd, we train a classifier f such that

Eε∼pεeLy(f(x+ε)) ≈ pd(y|x). (4.3)

Equation 4.3 is an approximation that ignores a procedure of randomized smoothing where
neural network outputs are converted to hard labels. However, as we have explained in
Section 4.1, this procedure provides certified robustness while we focus on empirical robustness.
Thus, our approximation does not influence our analysis.

A direct estimation of Equation 4.3 is through sampling independent ε from pε. THis
method is used by randomized smoothing but is inefficient. We propose an alternative method
where we rely on variational methods [8]. Given a neural network f , we estimate log pd(y|x)
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with a variational distribution q(ε) of noise. log pd(y|x) can be estimated by the expectation
of p(y|x, ε) under q(ε) and the divergence between q(ε) and pε:

log p(y|x)−DKL (q(ε)‖p(ε|y, x)) = Eε∼q log p(y|ε, x)−DKL (q(ε)‖pε) (4.4)

Equation 4.4 is the foundation of variational inference [8] and its right side is called the
Evidence Lower Bound (ELBO). Specifically, as DKL (q(ε)‖p(ε|y, x)) is non-negative, The
ELBO is a lower bound of the sample’s likelihood. Thus, with Equation 4.4, we can obtain a
lower bound of p(y|x) for each (x, y) ∼ pd:

log p(y|x) ≥ ELBOy (4.5)

= Eε∼q log fθ(x+ ε)y −DKL (q(ε)‖pε) (4.6)

Equation 4.6 inspires our variational method. Given an input x, for each class y,

• Find a variational q(ε) that maximizes ELBOy.

• Use ELBOy as the estimate of log p(y|x).

An overview of our variational method Our variational method estimates a sample’s
conditional likelihood separately for each class. For each class y, we find a variational
distribution of noise q∗y(ε) that minimizes the ELBO:

q∗y := arg min
q

Eε∼q log p(y|ε, y)−DKL(q‖pε) (4.7)

A sample’s conditional likelihood p(y|x) is thus estimated by q∗y with

p(y|x) := Eε∼q∗yLy(f(x+ ε))−DKL(q∗y‖p(ε)) (4.8)

where log p(x|ε, y) is given by the log-softmax function Ly(f(x + ε)) in Equation 4.8, as
explained in Equation 4.2.

A simplified method The reparameterization trick [58] allows us to find q∗y through
optimization, but this process is time-consuming. Specifically, optimizing a distribution’s
covariance matrix is challenging: large covariance values lead to slower convergence while
small covariance values lead to numerical instability. Therefore, we propose an alternative
simplified optimization method where the covariance matrix is fixed.

The optimization has two steps. First, we find a maximum likelihood estimation of the
noise. Second, we use this estimated noise as the mean and use a fixed covariance matrix to
construct q∗y . With this simplified method, the optimization is similar to finding an adversarial
perturbation in a targeted attack; thus, the method first tries to find

µ∗y := arg min
‖ε‖p≤d

Ly(f(x+ ε)) (4.9)
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Algorithm 5 Variational Randomized Smoothing: a simplified method.

Inputs: Hyperparameters d > 0, σ > 0.
Given an input x and a base model f .
Initialize logits = []
for each class y do
µ∗y ← arg min‖ε‖p≤d Ly(f(x+ ε))
Sample ε from N(µ∗y, σI).
Append Ly(f(x+ ε)) to logits as an estimate of p(y|x).

end for
return Return logits.

where L is the log-softmax function explained in Equation 4.2 and d is a hyperparameter.
Then, the variational distribution is given by

q∗y = N(µ∗y,Σ)

where Σ is a fixed covariance matrix and in our experiments we use Σ = σI, a diagonal
matrix with variance σ. The simplified method is summarized as Algorithm 5.

To obtain stable gradients when attacking the model, we use the expectation-over-
transformation trick [14] sampling more ε from the optimized variational distribution and
using the average Ly(f(x+ ε)) as the estimate of p(y|x).

4.3 Experiments

We evaluated our methods on CIFAR10 [62] with various base models.

Models We evaluate the variational method with both bare classifiers and robust classifiers.

• Bare pretrained models are pretrained CIFAR10 classifiers.

• Bare Gaussian models are CIFAR10 classifiers trained with Gaussian noises. We used
the variational method’s prior of Gaussian noise to data augmentation. By default, the
Gaussian noise’s standard deviation is 0.05.

• Robust models are CIFAR10 classifiers adversarially trained for L∞ robustness. As we
evaluated with L∞ bounded attacks, we chose a model trained with Fast Adversarial
Training [110] to be robust against L∞ attacks. The bound of attacks, used at both
training and evaluation time, is 8/255.

We use ResNet18 [43] as the basic model. The Bare pretrained and Bare Gaussian imple-
mentation is obtained from a public repository 1. The Robust is given by the robustbench [22]
library; we use the model pretrained with fast adversarial training [110].

1https://github.com/kuangliu/pytorch-cifar

https://github.com/kuangliu/pytorch-cifar
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We use a projected optimization to find optimal variational distributions. At each step,
the mean vector is projected to the same Lp norm ball used for attacks. Choosing the same
norm ball guarantees that the optimization can recover the natural input. After projection,
we choose a fixed standard deviation of 0.05.

We used one-step optimization in our experiments by default. We also initialized the search
with random points with in the Lp norm ball. Studies showed that one-step optimization with
random starting points is already a good method for finding adversarial perturbations [110].
Our experiment results showed that increasing the number of steps leads to an increase
of robustness, but improvements led by increased optimization steps are not as significant
as adding our variational method to a base model. Meanwhile, increasing the number of
optimization steps would significantly increase the inference time. For efficiency, we thus use
one-step optimization as the default choice.

Threat model We evaluate our variational method with white-box attacks. For standard
evaluation, we use the AutoAttack library [24]. AutoAttack library has both gradient-based
attacks and gradient-free attacks; its standard version comprises of four attacks: APGD-CE
(untargeted gradient-based attack), APGD-DLR (targeted, gradient-based attack), FAB
(targeted, gradient-based attack) [23], and Square attack (untargeted, score-based attack) [1].
AutoAttack is designed as a standard benchmark for adversarial robustness.

To adaptively attack our method, we apply the expectation-over-transformation (EOT)
trick [14] to estimate gradients under random noises. For each variational distribution Q∗y,
we use the mean of 5 random samples to estimate the conditional likelihood.

Table 4.2 presents the change of model robustness as we increase the strength of attacks. It
confirms that with sufficiently large strength, our attack can eventually break the variational
optimization defense. Therefore, our attack is a valid evaluation for the robustness of our
variational defense.

Datasets We evaluate our method on CIFAR10 [62]. CIFAR10 is a standard benchmark
for adversarial robustness. Another advantage of experimenting with CIFAR10 is that many
pretrained models are available on CIFAR10, so we can evaluate our method with a rich
variety of base models.

4.4 Results

Our variational method improves the robustness of bare models. We observe an
improved robustness on bare models with our variational method. As Table 4.1 shows,
adversarial accuracy improves by 8-10 absolute percentage when our variational method
is applied. Furthermore, the variational method does not hurt natural accuracy. In both
cases, the model’s natural clean accuracy stays unchanged when the variational method is
applied. This is an important property as many defenses sacrifice natural accuracy for better
adversarial robustness [70, 118].



CHAPTER 4. VARIATIONAL INFERENCE APPLIED TO SMOOTHING 70

Table 4.1: The variational method improves the robustness of bare models. Reported
numbers are natural accuracy and adversarial accuracy. Adversarial accuracy is measured by
AutoAttack [24] with ε∞ = 2/255. We used one-step optimization in our variational methods.

Model With inference? Natural Adversarial

Bare pretrained N 92.5 20.3
Bare pretrained Y (ours) 92.8 30.6
Bare Gaussian N 92.7 64.2
Bare Gaussian Y (ours) 92.7 72.3

Table 4.2: The adversarial accuracy of Bare Gaussian with our variational inference method
as attack strength improves. Adversarial accuracy is measured by AutoAttack [24]. We used
one-step optimization in our variational methods.

ε∞ 2/255 4/255 8/255

Adversarial accuracy 72.3 36.8 1.4

Our variational method has weaker improvements on robust models. Applied
to robust models, our variational method shows smaller improvements than bare models.
As Table 4.3 shows, adversarial accuracy slightly improves when our variational method is
applied. Although the improved adversarial accuracy is not as significant as for bare models,
we obtain this improvement with a modest loss of natural accuracy (83.3%→ 82.6%). Thus,
our variational method is still useful when the base model is a robust model.

Table 4.3: Natural and adversarial accuracy of our variational methods with a robust base
model. The adversarial accuracy is measured by AutoAttack with ε∞ = 8/255. The base
model is a ResNet18 trained with ε∞ = 8/255 adversarial attacks as well.

Model With inference? Natural Adversarial

Wong et al. [110] N 83.3 43.2
Wong et al. [110] Y (ours) 82.6 45.1
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Increasing the number of optimization steps improves our variational method.
Our variational method’s robustness improves as the number of optimization steps increase.
When Bare-Gaussian uses 10 optimization steps, the variational method achieves 74.4%
adversarial accuracy with L∞ bounded attack (ε = 2/255), which is a 2.1 percentage points
improvement over 1-step optimization while maintaining the same natural accuracy.

Although increasing the number of optimization steps improves adversarial robustness,
the cost is more inference time. As the variational method finds an optimal variational
distribution for each class, adding one extra optimization step roughly causes 10 extra
forward and backward passes at inference time on CIFAR10. Considering the base model
only has one forward pass, the cost of adding optimization steps is significant. Therefore,
one-step optimization with random starting points could be a good balance in practice: it
increase the adversarial accuracy of base models at a minimal (but still significant compared
to bare models) computational overhead.

4.5 Related Works

Our method is based on randomized smoothing. Randomized smoothing uses smoothed
classifiers to improve robustness against adversarial attacks. It can achieve certified robust-
ness [21, 67] and it is much simpler compared to other approaches for certified robustness [119,
40]. Recent studies have extended randomized smoothing to more attacks [65, 66] and
demonstrated that randomized smoothing can achieve empirical robustness as well [84]. Our
study focuses on empirical robustness investigating whether we can obtain better empirical
robustness with smoothed classifiers through variational inference.

Our method dynamically finds an alternative noise distribution at test time. Test-time
adaptation has been used to defend against adversarial attacks [71] and general corrup-
tions [107]. Compared to previous methods for test-ime adaptation, our variational method
is derived from a theoretical model and its class-conditional adaptation is unique.

Our method is a Bayesian classifier that leverages the power of discriminative classifiers.
Previous studies have examined the combination of generative and discriminative models
as well [9, 7, 116], but their investigation does not focus on adversarial robustness nor do
they examine neural networks. In comparison, our work focuses specifically on adversarial
examples and uses randomized smoothing to connect discriminative and generative models.

4.6 Summary and Future Work

This chapter presents a variational method that can improve the robustness of regular
discriminative models. Inspired by our generative approach, this variational method estimates
conditional likelihoods with variational sampling. For each class, our method finds an optimal
variational distribution where the sample’s conditional likelihood is maximized. In practice,
we use targeted attacks to find the optimal variational distribution and add Gaussian noise
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to smooth these distributions. The standard AutoAttack evaluation with EOT confirms that
our method can improve the robustness of bare models and robust models.

Our method brings significant improved robustness of unprotected models when used
jointly with Gaussian-augmented training against small perturbations. Furthermore, unlike
adversarial training [70] or TRADES [118], our method does not impact natural accuracy,
which is a desired property considering adversarial examples are rare in real world. However,
our method brings minimal improvements over robust base models. We hypothesize that
robust models are trained for maximal performance under bounded perturbations, making
them unstable under Gaussian noise. Therefore, a combination of adversarial training and
Gaussian noise augmentation may further improve the effect of our variational method.

Our method adapts model inputs dynamically at test-time. Recent studies showed
that test-time adaptation can improve model robustness against adversarial attacks and
general corruptions [107]. Therefore, it is interesting to investigate a combination of input
perturbation and model perturbation, where both input noises and model weights are modelled
as a posterior distribution and we can use variational methods for efficient estimation of the
expectation.
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Chapter 5

Conclusion

Generative classifiers are a promising alternative for robustly classifying images. They model
the distribution of images, instead of labels, which makes them fundamentally different from
discriminative models. Studies on MNIST [64] demonstrated that generative classifiers are
more robust than discriminative models [95] and more consistent with human perception [37].
However, generative classifiers face several challenges, especially on complex images.

There are two major obstacles for generative classifiers to become robust classifiers on
complex images. First, generative classifiers’ classification accuracy on natural images is
worse than discriminative models. Our studies have further demonstrated several challenges
for generative classifiers to accurately classify complex images. Second, generative classifiers
rely on perceptual distances and encoders to improve classification accuracy. However, as
both perceptual distances and encoders rely on neural networks, they may undermine the
robustness of generative classifiers while improving classification accuracy. Our study presents
some solutions to the first obstacle.

To accurately classify natural images, generative classifiers want to simultaneously achieve
two objectives: accepting an in-domain sample and rejecting all out-of-domain samples. State-
of-the-art generative models, such as BigGAN [12, 122] can model in-domain samples well;
combined with powerful inversion methods [125], we can find a precise latent representation
of an in-domain sample. However, our study shows that rejecting out-of-domain samples
could be challenging. Specifically, in Chapter 3, we show that most methods that invert
in-domain samples well would fail on rejecting out-of-domain samples. Therefore, generative
classifiers require us to view generative models from a more balanced perspective.

Chapter 3 analyzes the trade-off between in-domain and out-of-domain samples in details.
We examined two reasons that generative classifiers fail on out-of-domain samples: overpow-
ered generative models and overfitted perceptual distance. We compared various inference
methods and two datasets. Our results confirm that both problems exist on CIFAR10 and are
responsible for generative classifiers’ classification errors. To address overpowered generative
models, we present a Enc-D method such that an inversion process will yield in-domain latent
representations. To address overfitted perceptual distance, we found that using corruption-
robust models for perceptual distance can improve the performance of generative classifiers.
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When images become more complex, such as ImageNet, our experiments suggested that
overfitted perceptual distance is the main culprit for classification errors.

Chapter 2 presents a more direct response to the shortcomings of generative classifiers. In
this work, we relied on outlier exposure [45] to reject out-of-domain samples and adversarial
autoencoders [72] to model in-domain samples. We also presented an inference method that
works better with generative classifiers. Our model, E-ABS, has successfully extended a simple
generative classifier, ABS [95], to more challenging image domains. Experiments confirmed
that E-ABS has better adversarial robustness than discriminative models on several datasets.
Therefore, our study shows that addressing the problems of in-domain and out-of-domain
samples is the key to extend generative classifiers.

The challenges of generative classifiers come from modelling complex image distributions.
Discriminative models are more successful because they model the label distribution. Chapter 4
tries to connect the generative world and the discriminative world through randomized
smoothing [21]. Instead of modelling image distributions, we model the label distribution
under expectation. Such a method allows us to use discriminative classifiers under a Bayesian
formulation. Our experiments indicated that our method can improve adversarial robustness
of unprotected models, showing some promising progress to bring the two worlds together.

Efficiency is another challenge of generative classifiers. Compared to discriminative models,
generative classifiers rely on an optimization process to estimate conditional likelihoods,
making it much slower at inference time. This is beyond the scope of this thesis, but we
have been working on improving the efficiency of generative classifiers as well. For example,
hierarchically structuring class-conditional generative models could reduce the dependency
of inference time on the number of classes from O(K) to O(logK). More efficient inversion
methods would also improve the inference time of generative classifiers.

As neural networks have become fundamental in our life, the pursue of reliable and
trustworthy building blocks becomes more urgent than ever. Generative classifiers are
more robust and more interpretable than discriminative models, so they could be a critical
component in a robust neural network system. Our studies have showed several challenges
of generative classifiers and some encouraging progress. Future studies may provide better
answers to these challenges, making neural networks understandable, reliable, and trustworthy.
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