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Abstract

Using Learned Image Compression for Training Accurate and Robust Convolutional Neural
Networks

by

Navneedh Maudgalya

Master of Science in Electrical Engineering and Computer Science

University of California, Berkeley

Professor Gerald Friedland, Chair

Convolutional neural networks (CNNs) for image classification are trained to learn compact
and informative representations from high-dimensional images to make accurate predictions.
CNNs are burdened with learning to distinguish between information relevant for classifi-
cation and noise. By training CNNs on perceptually compressed images, we show several
benefits to removing irrelevant content from our data prior to training the model. We gen-
erate compressed data sets using JPEG and learned compression models at various quality
levels to train image classification models. First, we explore these classifiers’ ability to main-
tain high accuracy when trained on compressed data. Next, we compare the performance
of classifiers trained on compressed and uncompressed data as the number of trainable pa-
rameters are reduced. Finally, we show that compressed data can be used as a form of data
augmentation, enabling gains in robustness to high and low frequency image distortions while
preserving accuracy on the original data. By thinking more about the quality of information
contained in our training data, we can reduce the usage of large, high-quality image data
sets, avoid highly parameterized neural networks, and train robust models. We hope these
findings will motivate the future use of compressed data for training deep learning models.
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Chapter 1

Introduction

Convolutional neural networks (CNNs) have been shown to be successful in tasks such as
object detection, image segmentation, and pose estimation [19]. However, to discover and
utilize components of the image signal relevant for e↵ective classification, large amounts of
data and highly parameterized models are often deemed essential, leading to data storage is-
sues, data labeling costs, and computational burden. Though large machine learning models
[4] and data sets are widely used, many have begun to recognize the social and environ-
mental implications of overusing resources for machine learning. Furthermore, these models’
performance degrades significantly when evaluated on out-of-distribution data [40][29]. This
leads to faulty predictions and decision making when models are deployed in the real world.
In this paper, I describe a data preprocessing procedure to address these pertinent issues.

Toneva et al. [41] shows that not all data is equally useful for training CNNs for image
classification. By discriminating between informative and non-informative data, models can
learn from fewer samples while maintaining accuracy. Non-informative data includes noisy,
redundant, or out-of-distribution samples that may hinder learning accurate classification.
Adaptive data selection strategies are employed while training to locate and train on in-
formative data. Such strategies include training auxiliary neural networks to estimate the
likelihood of data being useful for training [47][10] and formulating data querying strategies
to identify uncertain samples [34][27][18]. Such methods require more computing power to
train auxiliary models and search for useful data, must balance sampling diverse and in-
formative data and are not e↵ective throughout the model training procedure. For those
who wish to train on all available data while reducing the size of their data set, image com-
pression is a worthy alternative. By substituting images in the original training data with
compressed versions, the total number of images in the data set remains the same yet the
size of each image file is smaller and the quality of each image is partially degraded as per
the image compression method. We show that CNNs maintain decent classification accuracy
on held-out CIFAR-10 and Tiny ImageNet data and the potential to reduce the number of
model parameters when training classifiers with various levels of compressed data.

When evaluated on images with visually perceivable deformities [31] or imperceptible
added noise [13], CNNs frequently misclassify images that humans classify with relative
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ease. Despite being trained on a large corpus of data, image classification models are often
not robust to natural deformations such as blur, additive noise, contrast and scale though
these corruptions preserve the semantics of the images. Traditional CNN architectures em-
ploy translational invariance and other image recognition models incorporate relevant induc-
tive biases to improve robustness to di↵erent corruptions [28][17][39]. As an alternative to
modifying the model’s architecture, training data can be augmented to include certain per-
turbations which the classifier learns to be invariant to. However, these data augmentation
strategies often remain ine↵ective in dealing with di↵erent classes of corruptions as models
tend to overfit to perturbations encountered during training. On the other hand, training on
a large variety of perturbations may burden the model to learn more invariances resulting in
underfitting [12]. We suggest using image compression as a form of data augmentation. If
compressed images retain perceptually relevant information useful for classification, models
can be trained on this distilled input. By supplying the su�cient input content necessary for
correct classification, we hope the model learns invariant representations robust to various
perturbations, o↵ering a more general and less compute-intensive data augmentation option.
We investigate improvements in model robustness a↵orded by image compression compared
to other data augmentation techniques.

This papers explores the e↵ect of using image compression for training data on the clas-
sification model’s architecture, generalization performance, and robustness. In Chapter 2,
we present previous research on relevant image compression methods, the use of image com-
pression in deep learning and data augmentation. In Chapter 3, we observe how compressed
training data a↵ects classification accuracy and the number of su�cient trainable parameters
for the classifier. In Chapter 4, we use image compression to augment our training data and
observe the model’s robustness to various perturbations.
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Chapter 2

Related Works

2.1 Data Compression

Preprocessing with lossy image compression degrades images’ perceptual quality. However,
the extent of degradation can often be adjusted to influence the training and testing of
downstream CNNs. Dodge et al. [8] explores the resiliency of CNNs when tested on JPEG-
compressed images. Compared to distortions such as Gaussian noise and blur, they find
that several CNNs are fairly resilient to artifacts introduced by JPEG above quality levels of
20. Friedland et al. [11] uses Helmholtz free energy to estimate the number of bits of noise
contained in images and shows that using JPEG at the appropriate quality levels can remove
this noise, enabling CNNs to maintain accuracy with fewer parameters. Pistono et al. [24]
trains DNNs on partially JPEG-compressed images, observing the impact of quality level and
extent of compression on a CNN’s classification accuracy for CIFAR-10 data. JPEG2000,
a compression standard extending JPEG, is used to compress histopathological whole-slide
images to train CNNs for cancer detection, reducing data storage costs while performing well
on both low and high quality test data [48].

Despite the prevalence of JPEG and its ability to compress images without sharply de-
grading quality, it frequently introduces ringing artifacts near edges due to the removal
of high frequency components and blocking artifacts caused by independently compress-
ing 8x8 sized blocks in the image. Alternatively, deep learning methods have been shown to
more e↵ectively learn image compression, preserving higher perceptual quality in compressed
images. The neural network outlined in [1] consists of a convolutional encoder, a uniform
quantizer, and a convolutional decoder trained to minimize the entropy of the encoder’s com-
pressed representation and a pixel-level reconstruction loss. [3] suggests a similar approach
but incorporates a prior on the latent compressed representation. Several other learned im-
age compression models have shown further improvement utilizing a 3D-CNN model that
incorporates context [25], hierarchical latent variable models [20], and generative adversarial
networks [26]. Compared to JPEG, learned image compression is a relatively new area of
research, but these models’ ability to remove undesired perceptual artifacts introduced at
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low bit rates and flexible architectures may impact the future of image compression and data
storage. An in-depth review of the compression techniques used are discussed in Chapter 3.

In [38], the neural network from [1] is trained to minimize a classification loss as opposed
to the pixel-level reconstruction loss, learning compressed representations via classification.
Though this paper connects learned compression with classification, their model is trained
using the images’ class labels. However, our objective is to understand the e↵ectiveness of
using learned compression to generate compressed images while remaining agnostic to the
downstream learning task.

2.2 Data Augmentation

Though several data augmentation strategies have been proposed utilizing style transfer, ran-
dom cropping, translation, rotation, color space and geometric transformations [35], models
trained using these approaches are often not robust to di↵erent types of image corruptions
since their performance is biased by the properties of the augmented training data. [46] shows
that models trained on low-pass filtered images are skewed towards using low frequency infor-
mation for classification, increasing robustness to a subset of corruptions including Gaussian
noise and blur. Similarly, standard CNNs trained on certain types of blurred images do not
generalize to other forms of blur [43].

However, certain data augmentation techniques e↵ectively improve the quality of the
training signal to learn invariance to di↵erent corruptions. Lopes et al. [23] describes a
simple augmentation technique that applies Gaussian noise to random patches in the original
image. The authors propose that this augmentation allows the model to be invariant to high
frequency noise yet sensitive to high frequency information during classification. Models
trained in this manner have high accuracy on both corrupt and clean data, which is useful
in the real world.

Beyond using simple image transformations for data augmentation, other techniques learn
augmentation strategies using auxiliary models and feedback from the classifier. [32] jointly
trains a classifier and adversarial noise generator network to learn noise distributions that
maximally confuse the classifier when added to images which boosts classification e�cacy.
For a given data set, [6] uses a learned search algorithm to find the types, order, and mag-
nitude of image transformations that maximize performance on a noisy validation set. This
method achieves state-of-the-art accuracy on perturbed versions of CIFAR-10, CIFAR-100,
and ImageNet.

Since training data inherently biases how models classify data, data augmentation strate-
gies must enable neural networks to learn the appropriate amount of invariance to a broad
range of deformations by selectively preserving high and low frequency information and re-
moving high and low frequency noise. Moreover, it is beneficial in practice for the data
augmentation approach to be agnostic to the data set and lightweight to deploy.

JPEG compression has been used to preprocess data to e↵ectively prevent misclassifica-
tion when input images are adversarially perturbed [7][9]. Adversarial images are created by
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adding imperceptible noise to an image to prevent the model from classifying correctly. To
the best of our knowledge, image compression has not been used to augment data to improve
robustness to images with perceivable defects.
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Chapter 3

Image Compression for Classification

3.1 Introduction

During the training of deep neural networks (DNNs) for classification, [36] proposes that
DNNs learn intermediate representations that compress the content in the input such that
relevant information for correct classification is preserved. Given access to these interme-
diate representations, we could use these classification-relevant features as input to train
a classifier, minimizing training time and model size. However, access to such compressed
representations are not available prior to training so we alternatively explore the e↵ects of
detaching compression from classification. We first compress images and then train a CNN
for classification using these compressed images and their corresponding class labels. In this
chapter, we ask the following two questions:

• Does compressing the input images outside the context of the classification model
retain semantic content useful for classification?

• Does using image compression as a data preprocessing technique impact the model’s
generalization performance and ability to train with fewer parameters?

Image Compression

To train on all images while reducing the total size of training data, the size (measured in
bits) of each image file must be reduced. Image compression techniques reduce the number
of bits per pixel, or bit rate, of an image while reducing its perceptual quality, commonly
characterized by the rate-distortion trade-o↵. As an image is compressed, the more it visually
di↵ers from the original, intuitively making it di�cult for a human or CNN to accurately
perceive it. However, the resulting visual artifacts and quality of the compressed images
for a given bit rate depend on the type of image compression used. The three compression
techniques, JPEG, BLS, and BMHJ, and descriptions of relevant distortion metrics are
described below. Using these compression methods, images can be compressed to various bit
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rates with di↵erent perceptual qualities, influencing the performance of downstream data-
driven learning tasks.

JPEG

The JPEG compression standard is a discrete cosine transform-based method usable for
lossy compression of colored or gray-scale images [17]. This approach typically consists of
the following steps:

1. Colored images are converted from RGB to the YCbCr color space where the three
channels correspond to brightness, blue chrominance and red chrominance.

2. The image is split into 8x8 blocks and each block is transformed from the spatial
domain to the frequency domain using the Discrete Cosine Transform.

3. Based on the chosen quality level, a 8x8 quantization table is constructed. The DCT
coe�cients are divided by the quantization table and rounded to the nearest inte-
ger. At lower quality levels, quantization preserves fewer of the high spatial frequency
components in each 8x8 block.

4. Entropy encoding arranges the quantized DCT coe�cients in zigzag order and uses
Hu↵man coding to produce the final condensed representation of the image.

To decompress the image, the inverse of each of the previously mentioned steps is performed
for which the previously used quantization table and Hu↵man table must be accessible.
Although JPEG is widely used, it is a linear transform and is not learned from the statistics
of the images.

Learned Lossy Image Compression

The data-driven training paradigm and non-linearity provided by DNNs make them e↵ective
for image compression. Here we describe two such DNNs outfitted for image compression
and used in the rest of the paper.

The BLS model [1] is trained on a corpus of images to jointly optimize rate and distortion.
Similar to the architecture of an autoencoder, BLS contains an upsampling and downsam-
pling convolutional neural network whose parameters are jointly optimized. The encoder,
which performs the analysis transform, takes the image as input and passes it through three
layers of convolution, downsampling and divisive normalization. The encoder’s continuous
vector output is uniformly quantized and entropy coded assuming a fully-factorized code
space to produce the final compressed representation. Since the gradients of the quantiza-
tion function will be zero, rendering stochastic gradient descent useless for training, uniform
noise is independently added to the quantized output to provide a continuous approximation.
The decoder, which performs the synthesis transform, passes this continuous approximation
through approximately inverse operations to reconstruct the image. As opposed to training
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this model with commonly used batch normalization, a biologically-inspired trainable gen-
eralized divisive normalization function is employed. The objective function to minimize is
of the form R + �D where R represents rate, or the entropy of the compressed encoding,
D represents distortion, or the error in reconstructing the input image and � is a hyper-
parameter. The metric used for distortion is mean squared error, though other semantically
relevant metrics can be used. The rate-distortion curves generated by this model on natural
images are better than those produced by JPEG and JPEG2000.

The BMHJ model [3] extends the BLS model by learning a hyperprior that characterizes
the spatial dependencies of the image in the latent representation. The hyperprior controls
the amount and content of additional information passed from the encoder to the decoder
that if provided improve the expected entropy coding. An encoder and decoder similar to
those used in the analysis and synthesis transforms of BLS are stacked on top of the BLS
autoencoder, allowing relevant side-information to pass through and modify the compressed
representation. This stacked autoencoder is jointly trained so that the hyperprior and com-
pression models are optimized together to minimize R + �D. Experimental rate-distortion
curves on natural images from the Kodak data set show improvements over JPEG, BLS, and
other neural network based compression models. Compared to using a factorized prior as
found in BLS, the hyperprior does not remove visual artifacts introduced by compression but
rather preserves more detail at lower bit rates. Hence, the learned non-linear transformations
and vector quantization found in BLS remain the significant contributors to the success of
end-to-end learned compression models.

Distortion Metrics

Mean squared error (MSE), peak signal-to-noise ratio (PSNR) and structural similarity index
measure (SSIM) are used in this paper to quantify the error in reconstructing the original
image from a compressed representation. Even though an image’s perceptual quality may
be subjective, these metrics are widely used and allow us to quantify perceptual di↵erences
between images. Assume X̂ is the reconstructed image and X is the original image.

MSE computes the pixel-wise squared di↵erences between X̂ and X. Although MSE
possesses many properties useful for optimization such as convexity and di↵erentiability, it
is sensitive to the intensity of the image and invariant to significant perceptual distortions
in images [44].

MSE(X̂,X) =
1

I · J

IX

i=1

JX

j=1

(X̂(i,j) �X(i,j))
2

PSNR scales the MSE according to the range of pixel intensities (L) and therefore only
provides more information than MSE if images with di↵erent pixel ranges are compared.

PSNR(X̂,X) = 10 log10
L2

MSE(X̂,X)
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SSIM [49] draws inspiration from the human visual system to identify and compare structural
content of images. SSIM extracts the luminance (µ), contrast (�), and structure (�) for both
images and defines a comparison function for each of the three features (l(X, X̂), c(X, X̂), s(X, X̂)).
The SSIM score is given by combining the the results of these comparisons. Typically, SSIM
is computed between corresponding local regions of the images and averaged [45]. Compared
to PSNR, SSIM is more correlated with human visual perception [44].

µX =
1

I · J

IX

i=1

JX

j=1

X(i,j)

�X = (
1

I · J � 1

IX

i=1

JX

j=1

(X(i,j) � µX)
2)2

�X =
(X � µX)

�X

SSIM(X̂,X) = l(X̂,X) · c(X̂,X) · s(X̂,X)

3.2 Methods

In this section, I provide an overview of the experimental procedure and describe the datasets,
classification model architectures and training details used.

Procedure Overview

The BLS model was trained on CIFAR-10 training images and the BMHJ model was trained
on Tiny ImageNet training images at various values of � [2]. By varying this hyperparam-
eter, BLS and BMHJ are trained to compress images at di↵erent bit rates and distortion.
Using the trained BLS and BMHJ models, CIFAR-10 and Tiny ImageNet training data
sets are compressed at di↵erent levels. JPEG compression was used at six quality levels to
generate compressed training data for both datasets. Two CNN image classification mod-
els were trained on these compressed datasets and are evaluated on held-out original test
data. For parameter reduction experiments, classification models were evaluated on held-out
compressed test data. See Figure 3.1 for a diagram of our procedure.

Data

We used two popular data sets containing natural images: CIFAR-10 [21] and Tiny ImageNet.
CIFAR-10 contains 60,000 32x32 images of which 50,000 are training images and 10,000 are
test images. Each image belongs to one of 10 classes. Tiny ImageNet is a smaller version of
the well-known ImageNet data set [33] and contains 100,000 training images and 10,000 test
images. Each image is size 64x64 and belongs to one of 200 classes.
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Figure 3.1: Procedure for Training Classifiers with Learned Image Compression

Dataset Learned Compression (BLS/BMHJ) JPEG
CIFAR-10 0.26, 0.52, 0.69, 1.08, 1.49, 1.63, 1.91 0.36, 0.48, 0.75, 1.0, 1.5, 1.91

Tiny ImageNet 0.22, 0.6, 0.93, 1.38, 1.99, 2.18, 2.64 0.27, 0.38, 0.6, 0.94, 1.4, 2.77

Table 3.1: Bit Rates of Compressed Images

JPEG compression was used at six quality levels (1, 5, 10, 20, 40, 60) on CIFAR-10 and
Tiny ImageNet images. To use learned image compression, BLS and BMHJ were trained at
various � (0.001, 0.003, 0.005, 0.012, 0.033, 0.05, 0.1) and used to compress CIFAR-10 and
Tiny ImageNet images respectively. To generate these compressed data sets, the original
images were fed into the learned compression model and the reconstructed images output by
the decoder were added to the corresponding compressed data set. To reduce data storage
in practice, the encoder’s compact vector outputs should be saved and the trained decoder
should be used downstream to reconstruct images prior to image classification. Although one
can use the encoder’s output to train classification models, we are interested in understanding
how compression-induced changes in an image’s quality a↵ects classification so we focus our
work on images.

For each image in a dataset, the number of bits were counted and averaged to calculate
average bit rate per dataset. The average bit rates for all compressed images can be found
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in Table 3.1. To ensure a fair comparison between the average bit rate measurements for
di↵erent compression techniques, only the bits representative of image-specific content where
accounted for, not those used by decoding mechanisms or header segments. For JPEG
compression, bytes corresponding to the Hu↵man table and quantization tables were not
used. Similarly, the size of the BLS and BMHJ decoders were not taken into account.

Data augmentation was applied after generating compressed data sets and prior to train-
ing the classification model. For CIFAR-10 images, random cropping and random horizontal
flip were used. For Tiny ImageNet images, random rotation and random horizontal flip were
used.

Image Classification Models

The two image classification models used in experiments were VGG11 and Resnet18. Both
models were primarily based on the original architectures specified in [22] and [15] but slightly
modified to account for the di↵erent spatial resolution of images in both datasets. Models
trained on CIFAR-10 used a batch size of 128 and 30 training epochs. For Tiny ImageNet
data, the Resnet18 model used a batch size of 200 and 30 training epochs while the VGG11
model used a batch size of 300 and 30 training epochs. All models were trained using the
stochastic gradient descent with a learning rate of 0.01, a momentum factor of 0.9, and
a L2 weight regularization penalty of 5e-4. For a given dataset, each model was trained
three times from scratch to account for fluctuations in model behavior due to random weight
initializations and shu✏ing of training data.

3.3 Results

Comparing Rate-Distortion Curves

To compare how di↵erent compression methods trade-o↵ bit rate and distortion, we observe
the rate-distortion curves on CIFAR-10 (left) and Tiny ImageNet (right) using SSIM (top)
and PSNR (bottom) as the distortion metrics in Figure 3.2. Error bars represent distortion
values within one standard deviation of the average across training images. Examples of
compressed images are also shown (Figure 3.3). Each column contains images with approxi-
mately the same bit rate and for each image, the corresponding versions in the top row were
compressed using the appropriate learned compression method and the versions in the sec-
ond row were compressed using JPEG. At all bit rates, both distortion metrics suggest that
BLS and BMHJ-compressed images are on average more perceptually similar to the origi-
nal images when compared to JPEG-compressed images. At lower bit rates, the di↵erence
between the quality of JPEG and BLS-compressed images is larger which can partly be at-
tributed to the blocking artifacts created by JPEG. Reducing precision in JPEG reveals the
linear basis functions which do not naturally characterize the structure of the original image.
Learned image compression methods use non-linear transformations to simplify the image
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Figure 3.2: Rate-distortion Curves
Figure 3.3: Examples
of Compressed Images

structure so fewer bits are necessary for faithful representation. Though average distortion
is a useful metric, variation in distortion indicated by standard deviation characterizes the
overall quality of the compressed data set.

Training with Compressed Data

In this section, we explore the impact of data compression on training classification models.
Using the procedure outlined in Figure 3.1, we compress data using JPEG, BLS and BMJH
to train VGG11 and Resnet18 convolutional neural networks.

Figure 3.4 shows the maximum test classification accuracy achieved by neural networks
trained on original data (black line) and varying levels of compressed data. Results using
VGG11 (top) and Resnet18 (bottom) for CIFAR-10 (left) and Tiny ImageNet (right) are
shown. For models trained on Tiny ImageNet data, we report the top-5 accuracy which
labels a prediction as correct if the correct class label is among the model’s top 5 predictions.

Training models on BLS and BMHJ-compressed data provides higher accuracy at all
levels of compression for both data sets. At lower bit rates for compressed CIFAR-10 im-
ages there is a larger gap in performance, similar to the corresponding rate-distortion curve
suggesting the importance of avoiding visual artifacts for classification. However, results
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Figure 3.4: Training Classifiers with Original, BLS, BMJH and JPEG-Compressed Data

using BMJH on Tiny ImageNet are marginally better than results using JPEG especially at
lower bit rates. Since Tiny ImageNet images belong to one of 200 classes, applying the same
models (VGG11 and Resnet18) used on CIFAR-10 might not be e↵ective. Especially, since
at lower bit rates, Tiny ImageNet images are heavily distorted (SSIM ⇡ 0.5� 0.7) for JPEG
and BMJH, the type of image compression may have an insignificant e↵ect on the classifier’s
performance and its architecture may be the limiting factor. On both data sets, the Resnet18
models perform better than the VGG11 models, achieving accuracies on compressed data
equal to or greater than the model trained on the original data. However, test accuracy does
not monotonically increase with respect to the average bit rate. It is di�cult to conclude
whether this is due to the stochasticity in model training or due to removal of deleterious
content at lower bit rates which may hurt accuracy if unremoved at higher bit rates. The
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Figure 3.5: Distortion vs Classification Accuracy for JPEG, BLS, and BMJH

trend in accuracy by all compression models corroborate the findings of [11] that the model’s
classification accuracy is a logarithmic function of compression level. The point at which
accuracy sharply drops o↵ suggests the compression level at which relevant semantic content
begins to be removed as opposed to noise.

Figure 3.5 shows the relationship between training data quality, quantified by PSNR (left)
and SSIM (right), and the accuracy of classification models trained on these data sets. As
expected, the classification accuracy is positively correlated with images’ perceptual qual-
ity. However, for a given low quality level, JPEG-compressed images yield models with
higher classification accuracy. At higher quality levels, accuracy for a given distortion level
becomes similar, with BLS and BMHJ-compressed data eventually producing better classi-
fication models. The varying e↵ects of each compression method on classification suggests
that these distortion metrics are not accurate predictors of model accuracy, despite the two
quantities being correlated. At lower quality levels, JPEG preserves certain classification-
relevant information while discarding redundant or unnecessary content as opposed to the
learned compression methods. Further work is required to investigate the di↵erences in se-



CHAPTER 3. IMAGE COMPRESSION FOR CLASSIFICATION 15

mantic content preserved by both compression methods. Though JPEG often seems more
e↵ective for a given level of distortion, learned non-linear compression methods can compress
data with high fidelity at lower bit rates, allowing us to e↵ectively train models with highly
compressed data.

Training with Compressed Data and Reduced Model Parameters

Using compressed training data reduces data storage costs and may also reduce the number of
model parameters necessary without significantly degrading accuracy. If learned compression
preserves classification-relevant content while removing noise, fewer parameters are needed
to e↵ectively train the classifier as shown in [11].

Five versions of the VGG11 model and four versions of the Resnet18 model with di↵erent
number of parameters were created. For VGG11-based models, a convolutional layer module
(conv-module) consists of a convolutional layer, batch normalization, and ReLU activation.
A Resnet18 conv-module consists of a convolutional layer, batch normalization, ReLU activa-
tion, convolutional layer, batch normalization, summation with skip connection, and ReLU
activation. To define conv-modules for both networks, the number of output channels shared
across all the convolutional layers in a conv-module is specified. The model names, network
architectures and number of trainable parameters are listed in Table 3.2 and Table 3.3.

Each model was trained using the training paradigm described in Figure 3.1 but was
tested on held-out data compressed to the same extent as the training data. Training on

Model Name Network Architecture Number of Parameters
VGG11 (Original) [64, 128, 256, 512, 512, 512, 512] 9,231,114

VGG11-1 [64, 128, 256, 256, 256] 1,555,466
VGG11-2 [64, 128, 128, 128, 256] 669,962
VGG11-3 [64, 64, 64, 128, 128] 300,554
VGG11-4 [32, 32, 32, 64, 128] 113,610
VGG11-5 [16, 16, 16, 32, 128] 48,426

Table 3.2: Reduced Parameter Variants of VGG11 Models

Model Name Network Architecture Number of Parameters
RES18 (Original) [64, 64, 128, 128, 256, 256, 512, 512] 11,173,962

RES18-1 [64, 128, 256, 512] 4,903,242
RES18-2 [64, 128, 256] 1,235,274
RES18-3 [64, 128] 326,374
RES18-4 [64] 116,810

Table 3.3: Reduced Parameter Variants of Resnet18 Models
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Figure 3.6: Training CNNs with Fewer Parameters and Compressed Data

compressed data and testing on original data requires larger models. If models are evaluated
on original data containing both relevant content and irrelevant noise, more parameters
are required for correct classification so parameter reduction is not e↵ective. In practice,
generating compressed training and test data also saves more space.

We selected four compressed CIFAR-10 data sets (� = 0.012, 0.033, 0.05, 0.1) whose
average bit rates where larger than the point at which accuracy sharply drops o↵ in Figure
3.4. This ensures that the accuracy does not significantly drop when testing on compressed
data.

In Figure 3.6, we present accuracy and percent change in accuracy for VGG11 (left) and
Resnet18 (right) classifiers as model and data are compressed. Percent change in accuracy
provides a fair way to compare models’ performance degradation.

As opposed to the Resnet18 models, all VGG11 models report a higher accuracy when
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trained and tested on the original data. As parameters are removed from the Resnet18
model, the accuracy of models trained on original data degrades more rapidly compared to
the models trained on compressed data. However, we do not observe the same clear trend
for VGG11 models, though certain parameter reductions result in a larger percent decrease
in accuracy when using original data compared to compressed data.

In general, the percent decrease in accuracy when using compressed data is comparable,
if not less than when using original data, suggesting irrelevant noise is being removed by
compression enabling e�cient classification. However, results are dependent on the chosen
classifier’s architecture and the parameter reduction technique. Further work is required to
understand the interplay between model architecture and data set quality when reducing
model size for training lightweight machine learning models.
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Chapter 4

Image Compression for Data
Augmentation

4.1 Introduction

In this section, we provide empirical results highlighting the e↵ectiveness of training on
compressed data to increase robustness to common image corruptions. Compared to JPEG
and other simple image transformations, we first show that training on BLS-compressed data
improves classification accuracy on a diverse set of perceptual deformations. We then use
the 2D Discrete Fourier Transform to investigate the di↵erences in robustness a↵orded by
di↵erent augmentations.

4.2 Methods

We transform images with BLS, JPEG, Gaussian noise and Gaussian blur to compare their
benefits as data augmentation strategies. Adding independent Gaussian noise to each pixel
introduces extraneous high frequency content to the image. Gaussian blur serves as a low-
pass filter, removing high frequency signals from the image by convolving the images with
a Gaussian function. Using CIFAR-10 training data, we replace the original images with
those transformed using BLS, JPEG, Gaussian noise, and Gaussian blur. Details about
the quality parameters for each augmentation strategy are presented in Table 4.1. These
adjustable parameters allow us to control the extent to which training images are modified.
Upon transformation, all pixel values are clipped to be between 0 and 1.

Per augmented data set, a VGG11 model was trained for three independent iterations
and the model with the highest accuracy on CIFAR-10 test data was selected. This CNN
was evaluated on test data from CIFAR-10C [16]. CIFAR-10C provides a standardized
benchmark for evaluating a model’s robustness to common corruptions on CIFAR-10 images
at varying levels of severity. The ten corruptions used in our experiments include speckle



CHAPTER 4. IMAGE COMPRESSION FOR DATA AUGMENTATION 19

Augmentation Data Quality Parameters
BLS � = [0.001, 0.003, 0.005, 0.012, 0.033, 0.05, 0.1]
JPEG quality = [1, 5, 10, 20, 40, 60, 80]

Gaussian noise µ = 0 and � = [1, 0.8, 0.3, 0.1, 0.05, 0.01]
Gaussian blur kernel size = [9x9, 7x7, 5x5, 3x3]

Table 4.1: Data Augmentations and Quality Parameters

noise (SN), contrast (C), impulse noise (IN), saturation (S), brightness (B), fog (F), frost
(Fr), snow (Sn), Gaussian noise (GN) and Gaussian blur (GB) at five levels of severity.

4.3 Results

Since we experiment with four data augmentation strategies that each have variable amounts
of parameters, we introduce three di↵erent quality parameter selection procedures. For each
type of data augmentation, we do the following:

• Best Data Augmentation (BDA) - Select the data quality parameter that provides
the maximum average test accuracy on all ten deformations at all levels of severity.
This is the most selective yet resourceful method for selecting data since only one set of
training data is used for all deformations and severity levels. Additionally, this quality
parameter is more likely to generalize to new unseen corruptions.

• Best Data Augmentation per Deformation (BDAD) - For each of the ten
CIFAR10-C image deformations, use the data quality parameter that maximizes av-
erage test accuracy across all levels of severity. Since each deformation introduces
di↵erent defects in the images, this method provides the flexibility to select data qual-
ity parameters that maximize performance for each deformation. However, making use
of this flexibility requires training on multiple data sets per augmentation strategy.

• Best Data Augmentation per Deformation and Severity (BDADS) - For each
of the ten deformations and each severity level, select the data quality parameter that
maximizes performance. This is the most flexible method yet potentially requires using
the most training data.

In practice, the improvements a↵orded by BDAD and BDADS do not always outweigh the
cost of using a large amount of training data, so the simpler and practical BDA is often
preferred.
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Augmentation Ranked Data Quality Parameters
BLS 0.012, 0.1, 0.05, 0.033, 0.003, 0.001, 0.005
JPEG 80, 20, 60, 10, 40, 5, 1

Gaussian noise 0.01, 0.05, 0.1, 0.3, 1, 0.8
Gaussian blur 3x3, 5x5, 7x7, 9x9

Table 4.2: (BDA) Ranked Data Quality Parameters

Figure 4.1: (BDA) Average Accuracy over all Image Deformations

BDA

In this section, we use the BDA approach to select data quality parameters for each aug-
mentation strategy. Table 4.2 ranks the data quality parameters according to their e↵ect
on average accuracy over all deformations and quality levels. For Gaussian noise and blur
augmentations, the parameters are predominantly ordered such that decreasing perceptual
quality in training data corresponds to decreasing robustness to corruptions. However, the
ordering for BLS and JPEG di↵ers as both high and low quality data enable significant ro-
bustness gains. We train our CNN on these four data sets using the top-ranked parameter as
well as the the original training data and show the average accuracy of these models across
all deformations in Figure 4.1.

Besides the lowest severity level and particularly at higher severity levels, BLS outper-
forms all other augmentation strategies. JPEG also shows significant improvement over
using original training data and the other augmentations. It is interesting to note that the
optimal JPEG (quality = 80) and BLS (� = 0.012) training data have similar average SSIM
and PSNR values, suggesting that training data exhibiting certain amounts of distortion
may bear robust models. We join the top-2 ranked BLS data sets (� = 0.012 and 0.1) and
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Figure 4.2: (BDA) Classifier Accuracy on all Image Deformations

train the CNN on this combined training data set (yellow dotted line). Though the size of
the training data is two times larger, the addition of the higher quality (� = 0.1) compressed
data improves the average accuracy across all deformations and all severity levels.

Since we are averaging results over all types of deformations, the optimal Gaussian noise
and blur augmentation strategies are not very promising as their e↵ectiveness varies across
deformations as seen in Figure 4.2. For example, Gaussian blur clearly outperforms other
strategies on certain deformations (Gaussian blur, contrast, and fog) but su↵ers substantially
on others. We can partially account for such discrepancies by selecting the optimal parameter
per deformation using BDAD or BDADS.

As noted in [23], it is valuable to design data augmentation procedures that yield models
with high accuracy on both clean data and corrupt data. In Figure 4.3, we show how di↵erent
augmentations compare in terms of their clean and corrupt accuracy. Clean accuracy is
calculated by evaluating the models on original CIFAR-10 test data and corrupt accuracy
is calculated by averaging the accuracy of models across all deformation and severity levels.
As expected, training on original data produces a model with the highest clean accuracy.
Despite having the highest corrupt accuracy, BLS (� = 0.012) has a lower clean accuracy
compared to the other strategies. However, training on the top-2 BLS compressed data sets
(� = 0.012 and 0.1), boosts both corrupt and clean accuracy. Training on additional higher
quality data (� = 0.1) allows the model to retain pertinent visual details to correctly classify
clean data while improving on the robustness a↵orded by the lower quality compressed data
(� = 0.012). BLS-compressed training data does not merely restrict the model to learning
invariance to distortions introduced by compression. It remains unclear how the combination
of the two data sets may influence the representations learned by the model, but training on
multiple levels of compressed data seems advantageous and is revisited in Chapter 6.
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Figure 4.3: (BDA) Comparing Model Accuracy on Corrupt and Clean Data

Augmentation GN GB SN C IN S B F Fr Sn
BLS 0.05 0.1 0.012 0.1 0.05 0.033 0.033 0.012 0.1 0.033
JPEG 20 5 20 60 20 80 80 80 80 80

Gaussian noise 0.05 0.01 0.05 0.01 0.1 0.01 0.01 0.01 0.01 0.01
Gaussian blur 3x3 3x3 3x3 3x3 3x3 3x3 3x3 3x3 3x3 3x3

Table 4.3: (BDAD) Optimal Data Quality Parameters

BDAD

As seen in the previous section, training our classification models on the same data may
be too brittle when evaluating our model on di↵erent image deformations. In this section,
we use the BDAD approach to select quality parameters. Table 4.3 specifies the optimal
quality parameter per augmentation and deformation. To train a model with a certain
augmentation strategy for d di↵erent deformations, BDAD requires n training samples at
the minimum and d ⇤n training samples at the maximum where n is the number of training
images. Certain augmentations such as Gaussian noise and blur show little to no variability
in parameters across all deformations compared to BLS and JPEG. The broader range of
parameters selected for BLS and JPEG may indicate that compressed data can be better
tailored to maximize robustness for specific deformations. However, BLS and JPEG do not
always use similar levels of compressed data for the same deformations as seen by the optimal
parameters used for the Gaussian blur deformation. This reinforces the notion that di↵erent
information is retained by these two compression methods which contributes to di↵erences
in model accuracy and robustness.

In Figure 4.4 we show the average classification accuracy across all deformations using
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Figure 4.4: (BDAD) Average Accuracy over
all Image Deformations

Figure 4.5: (BDADS) Average Accuracy over
all Image Deformations

Figure 4.6: (BDAD) Accuracy on All Image Deformations

BDAD parameter selection. Most notably, JPEG closes the performance gap with BLS at
higher severity levels and Gaussian noise proves to be more e↵ective than using original data.

The accuracy of classifiers per deformation is shown in Figure 4.6. Compared to BDA,
using BDAD for parameter selection increases robustness for a select few deformations and
augmentations, rather than a uniform gain in robustness across all corruptions. Though the
optimal data quality parameter may depend on the type of image deformation, one should
consider the amount of training data required and the di�culty in stratifying test data by
corruption to apply di↵erent trained classifiers when deciding between BDA and BDAD.

BDADS

In Figure 4.5, we use BDADS and show the average accuracy across all deformations. Select-
ing parameters optimized over both quality level and type of deformation produces results
very similar to those achieved using BDAD.
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Frequency Analysis of Data Augmentations

In this section, we present a preliminary attempt in understanding why certain augmenta-
tions are more e↵ective for training robust models by inspecting the Fourier spectrum of
the transformed images in the augmented data sets. For each augmentation strategy, we
select the optimal data quality parameter using BDA and compute the 2D Discrete Fourier
Transform (DFT) on each of the modified images. In Figure 4.7, we display the average
normalized log magnitude of the DFT output over all images for each augmentation. The
DC component is displayed in the center of each image. All displayed magnitude spectrums
are similar to empirically observed spectral signatures of natural objects [42]. Gaussian noise
and JPEG produce spectrums very similar to the original data where the contribution of
higher frequency components quickly diminishes. Despite preserving more low and medium
frequency signals, Gaussian blur serves its purpose as a low pass filter and removes most high
frequency information as well. The higher frequency signals do not exhibit the same fallo↵
for BLS-compressed images. Compared to original data and the other image transforma-
tions, BLS uniformly preserves a wider range of frequencies, providing classifiers with images
containing richer spectral signatures that enable correct classification despite corruptions.

As mentioned previously, the most e↵ective data augmentation strategies do not simply
remove all high frequency information from the images as some of this content may be useful.
Unlike JPEG and Gaussian blur which are primarily intended to remove high frequency
signals indiscriminately, the objective of BLS is to preserve perceptual information in the
image during compression. As a result, BLS may conserve a wider range of frequencies to
preserve compressed images’ perceptual acuity.

Nevertheless, how the di↵erences in augmentations a↵ect model training and robust-
ness remains an open question. Frequency analysis of transformed images o↵ers one useful
perspective but other approaches mentioned in Chapter 6 may also be beneficial.

Figure 4.7: Fourier Magnitude Spectrum of Augmented Data



25

Chapter 5

Conclusion

In this report, we describe the process of using learned image compression to preprocess data
for image classification models and explore its e↵ect on model accuracy and robustness. In
Chapter 3, we show that learned compression enables higher fidelity image compression at
lower bit rates compared to JPEG, resulting in classifiers that maintain test accuracy with
less training data. Image quality as quantified by PSNR and SSIM is positively correlated
with classification accuracy yet the di↵erences in classification-relevent content preserved
by JPEG and learned image compression remain unclear and should be further explored.
Finally, reducing the number of trainable parameters and training on compressed data results
in similar or better performing classifiers depending on the classifier architecture.

In Chapter 4, we show that training on BLS-compressed data o↵ers robustness to a
diverse set of image perturbations while preserving accuracy on clean data. This indicates
that e↵ectively removing irrelevant content from images may provide a cleaner training signal
for the classifier to learn from. Furthermore, training with multiple levels of compressed data
improves accuracy on both corrupt and clean data. Finally, Fourier analysis of compressed
images indicates that learned compression better preserves high frequency information which
may be useful for robust classification.

The empirical findings summarized above would benefit from explanations grounded in
deep learning, data compression and signal processing theory. Potential theoretical explo-
rations include quantifying the content being preserved and removed by the learned image
compression model, using the information bottleneck theory [36] to compare compressed
representations learned during classification with compressed representations learned out-
side the context of classification, and comparing the theoretical limitations in information
preservable by linear compression models and learned image compression. Although many
questions remain unanswered and theoretical explanations are needed, we hope our find-
ings motivate further exploration and the use of compressed data for training deep learning
models.



26

Chapter 6

Future Work

The results presented in this report are a preliminary attempt in exploring the intersection
of learned data compression and supervised machine learning yet many questions remain
unanswered or waiting to be asked.

Though results in Chapter 3 and 4 suggest several benefits for training with com-
pressed data, our experiments should be performed on di↵erent CNN architectures and
image datasets. This will help ascertain whether gains in robustness, model compression,
and generalization are actually attributable to compressed data. It will also be useful to
perform similar experiments for other supervised learning tasks such as object detection or
image segmentation to more broadly understand the e↵ect of data compression on supervised
learning.

6.1 Improving Learned Compression Models for
Classification

Although learned image compression models such as BLS and BMHJ have shown tremendous
success in preserving visual acuity of compressed images at low bit rates, it is worthwhile
exploring whether and to what extent semantic information can be explicitly conserved dur-
ing compression by modifying the loss functions used by the compression models. Training
compression models using MS-SSIM [45], contrastive learning [14] or combinations of classi-
fication and reconstruction losses will better preserve images’ structural content, potentially
improving performance on downstream learning tasks. Using computer vision algorithms
such as Histogram of Oriented Gradients (HOG), we can detect and compress background
pixels, leaving the object in the foreground as is. This would prevent the image classifier from
‘cheating’ by using background features for classification and allow image compression with-
out degrading the quality of the object. By compressing images using the methods outlined
above, we can uncover di↵erences between images compressed using di↵erent objectives.
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6.2 Interpreting the Benefits of Learned Compression

Although learned compression enables higher accuracy and robustness in downstream clas-
sifiers compared to JPEG and other baselines, the beneficial features of compressed images
remain unknown. In Section 4.3, the average magnitude spectrum of BLS-compressed images
does not shed light on what is learned by the classifier from this data. Using the approach
from [46], noise aligned with di↵erent Fourier basis vectors can be added to the images and
the trained classifer’s sensitivity to these perturbations at di↵erent layers can be recorded
to probe the model’s robustness to varying frequencies. As an alternative to the global im-
age statistics provided by the 2D DFT, a histogram of Gabor filter responses may highlight
the di↵erences between augmentation strategies. Finally, saliency maps in image space can
be constructed using backpropagation on trained classifiers [37] to visually compare what
regions of compressed and original images are used for classification.

6.3 Alternative Training Paradigms with Compressed
Data

As observed in Section 4.3, training on di↵erent levels of compressed data can boost ro-
bustness to di↵erent corruptions and increase accuracy on clean data. Data compressed to
various extremities may be useful to varying extents so they must be used accordingly during
training. One potential method would be to create a training data set containing di↵erent
levels of compressed images and weight the contribution of a given image for training such
that highly compressed images a↵ect model training less.

As images are compressed, they are more easily confused as belonging to an incorrect
class. By collecting human perceptual judgements on compressed training images, we can
create a probability distribution over classes for each image. During training, we compare
the classifier’s softmax output with the human labels which reflect the uncertainty in judging
compressed images (Figure 6.1). This procedure was used with original CIFAR-10 data and
showed improvements in classifiers’ generalization and robustness [30].

Contrastive learning is used for learning embeddings of high-dimensional images by
pulling together similar images and pushing apart di↵erent images in a lower-dimensional
embedding space [14]. Varying image augmentations such as cropping, rotation, and Gaus-
sian blur have been used with contrastive learning to learn invariant representations [5].

Since relevant information for classification may be preserved across di↵erent levels of
compression for a given image, learning a single representation that must incorporate this
diverse information can be useful. As shown in Figure 6.2, a pair of weight-sharing encoders
are jointly trained using a contrastive loss that pulls the same image compressed to di↵erent
extents and pushes apart di↵erent images. Once trained, the encoder’s output can be used
to train a DNN classifier.
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Figure 6.1: Training with Compressed Images and Human Labels

Figure 6.2: Contrastive Training with Compressed Images
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