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Abstract

Representation Learning in Video and Text - A Social Media Misinformation Perspective

by

Kehan Wang

Master of Science in Electrical Engineering and Computer Sciences

University of California, Berkeley

Professor Avideh Zakhor, Chair

Short videos have become the most popular form of social media in recent years. As popular
short videos easily gather billions of views, recent studies find that misinformation spreads
faster through videos, and viewers have trouble identifying misinformation in social media. In
this work, we develop self-supervised and unsupervised methods to identify misinformation
by detecting inconsistency across multiple modalities, namely video and text. We explore
both contrastive learning and masked language modeling(MLM) on a dataset of one million
Twitter posts spanning from 2021 to 2022. Our best performing method outperforms state-
of-the-art methods by over 9% in accuracy. We further show that the performance of random
mismatch detection transfers on actual misinformation on a manually-labeled dataset of 401
posts. For this dataset, our method outperforms state-of-the-art methods by over 14% in
accuracy.
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Chapter 1

Introduction

Figure 1.1: Popular Scrolling-Feed Short-Video Social Media Platforms – TikTok,
Twitter, Youtube Shorts, Instagram Reels.

Short videos are becoming increasingly popular in social media these days - viral videos
on TikTok, Instagram Reels, Twitter and YouTube Shorts, shown in Figure 1.1 are receiving
billions of views from all over the world. Often times, short video social media is provided
through a scrolling feed view. Within this view, a video is automatically played, and the
user can choose to play the next video by scrolling down. Since the currently viewed video is
always automatically played, such scrolling feed systems allow users to be highly engaged and
constantly consuming new social media posts. The key to the success of these scrolling feed
systems lays in its content recommendation algorithm. To make sure users are engaged by
the videos in the feed, scrolling feed systems have to understand the video social media posts
in order to place videos of users’ interest into their feeds. Better content recommendation
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leads to higher customer retention rate, which in turn drive up the company’s revenue. This
viral trend in scrolling feed systems sparks tremendous e↵orts in both academia and industry
to study how to understand the content of such video posts.

Video social media posts often have one short video as their main component, accom-
panied by a few sentences as a description or a reaction to the video. Both video and text
components are displayed and consumed by users at the same time. In recent years, a great
deal of research has been devoted to the study of understanding video and language together
in the context of di↵erent tasks, such as action localization, video retrieval, video captioning,
video question answering and video-text inference.

However, detection of misinformation has received little attention in the context of video-
and-language models. Misinformation is false information that is deliberately created to
deceive users. It is commonly seen in propaganda and fake news. As photo/video editing
techniques become better, it is becoming increasingly more di�cult to distinguish between
manipulated videos and the original ones.

Figure 1.2: Edited video in Context of the Russia-Ukraine Crisis – (a) Original video
on the left, showing Ukraine President Zelensky at a video conference; (b) Edited video on
the right, with a pile of cocaine on the table to defame him. See the video here.

It is now relatively straightforward to create a social media post of misinformation, where
the video or text of an original post is edited to convey a di↵erent message from the original
post. Figure 1.2 shows an example of an edited video. It has been added a pile of cocaine
on the table next to President Zelensky to defame him in context of the Russia-Ukraine

https://twitter.com/EliotHiggins/status/1517892718021816320?t=ASJZnvkGGmbTVg5hCbl45w&s=19
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Crisis. Throughout recent global events such as the COVID-19 pandemic and the Russia-
Ukraine Crisis, much misinformation has spread on social media platforms to deceive the
public for political purposes. Indeed, Vosoughi et al. [37] found that the social media posts
with falsified information spread faster, and reached a larger audience than posts containing
truthful facts. In particular, social media posts of videos spread even faster than posts of
only audio and text [32]. Recent studies [3, 24] also found that only 17% Americans can
detect fake news better than chance, while 84% claim to be confident in their ability to
detect fake news in social media. Misinformation has left 88% confused about basic facts, in
times where facts are the most important resources. In the context of the global COVID-19
pandemic, misinformation exposure has caused 6.3% decline in intent to receive vaccination
among participants[16]. The harm anti-mask and anti-vaccine campaigns have caused is
immeasurable. How can we stop the spread of misinformation?

The first step to fighting misinformation is to detect posts of misinformation. In this
thesis, we develop methods to identify posts that contain semantic inconsistencies, where
the short video does not semantically match its accompanying description. An example of
semantic inconsistency is shown in Figure 1.3.

Figure 1.3: Example of misinformation in a social media video post – the video’s
mismatched text description in contains activity mismatch and topical shift.

The challenges of misinformation detection in social media video posts are two-fold: (1)
learning a joint representation of video and text e↵ectively; (2) lack of a large, labeled dataset
for semantic matching. Here, we take steps towards both of these issues. To address the joint
representation learning problem, we propose a deep-learning based method for learning ac-
curate video-language joint distributions, and utilize this representation to e�ciently detect
semantic inconsistencies. To address the data issues, we introduce a novel evaluation method
through random-mismatch that does not require extra human labeling e↵ort. We collect one
million social media video posts from Twitter to use as a large self-supervised training corpus,
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and introduce a novel testing dataset consisting of 401 annotated video social media posts
to be used as a gold standard for future unsupervised and self-supervised misinformation de-
tection methods. Our method of representation learning outperforms state-of-the-art meth-
ods[20, 30] on random-mismatch detection and the above labeled misinformation dataset by
9.03% and 14.96% respectively. We further show in Section 6.5 that state-of-the-art methods
are only detecting topic mismatch in video and text, while our methods are understanding
video and text to detect semantic mismatch.
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Chapter 2

Related Work

In this chapter, we will describe our proposed methods in the context of existing video-and-
language understanding models and multi-media forensics methods.

2.1 Video and Language Understanding

Numerous tasks have been introduced to better understand how models perform on un-
derstanding video and language together. Examples of such tasks include action localiza-
tion, video retrieval, video captioning, video question answering and video-text inference.
CrossTask[44] and COIN[34] datasets evaluate action localization within a video using gen-
erated ASR descriptions. YouCook[7] and YouCook2[43] are cooking instructional video
datasets and are often used to evaluate video retrieval and video captioning. HowTo100M[23]
is the largest instructional video dataset containing 136 million video clips and 23,000 activ-
ities. It is often used for pre-training video-and-text understanding models to be fine-tuned
for downstream tasks. Outside of instructional videos domain, MSR-VTT[41] is a manually
labeled dataset for video-to-text retrieval evaluation. TVQA[13], MovieQA[35] and Activi-
tyQA[42] are video question answering datasets of di↵erent categories of videos. VIOLIN[15]
is a large dataset on video-and-language inference, evaluating model’s video-text understand-
ing through inferring whether claims made about the video-text pair are true. In this work,
we propose a similar evaluation method to VIOLIN. Our method does not require extra
human-labeling and can measure the e↵ectiveness of video-and-language understanding to
the same extent as the above mentioned evaluation tasks.

Video and text are two modalities with temporal information that cannot be easily pro-
cessed together through one single encoder. Therefore, an important question on video and
text joint modeling is, how to fuse their representations together. To address this problem,
two di↵erent sub-problems have to be addressed: (1) choice of architecture to be used in
combining video and language features, and (2) ensuring that the fused video and language
features are meaningful.

Regarding fusion architectures, methods proposed nowadays mainly use three di↵erent
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paradigms, illustrated in Figure 2.1: (1) direct concatenation of video and text features; (2)
extending BERT to take in video tokens as input in addition to text; (3) a cross-encoder to
jointly process the video and language features without forgoing the temporal information
within each modality.

Figure 2.1: Methods of Fusing Video and Text Features – (a) Direct Concatenation;
(b) Extending BERT to include video; (c) Cross-encoder.

HowTo100M[23], VATT[1], and VideoCLIP[40] project video and text features onto the
same representation space, to ensure that video and text of similar semantic meanings are
close to each other in representation. A direct concatenation of the video and text features
is used to represent their fusion. However, this method su↵ers from information loss in video
and text feature generation. Temporal information within video and text are forgone as each
modality pools its features into one large feature to represent the modality. VideoBERT[31]
instead extends the classical BERT[8] model to take in video features, so the temporal
information in both video and text are preserved and utilized in one transformer, but limited
processing is done within each modality. Latest methods such as UniVL[18], HERO[14],
CLIPBERT[12] combine the best of the both worlds. They use a two-stage setup, where
each modality is processed first using a encoder to extract most useful information, and then
all features are fed into a cross-encoder that can reason relationship between the video and
text features. In this work, we use both modality-specific encoders and cross-encoder to fully
extract video and text information.

To learn meaningful fused representations of video and text, several losses are exploited,
including contrastive and non-contrastive losses. Contrastive losses help models learn pulling
video and text of the similar semantic content closer in the joint representation space, and
push dissimilar video and text further away. They rely on contrasting positive video-text
pairs against negative video-text pairs. HowTo100M[23] uses max-margin ranking loss to
maximize the distance of a mismatched pair of video and text, but because the randomly
constructed negative samples can be noisy, contrasting one positive example with only one



CHAPTER 2. RELATED WORK 7

negative example renders the ranking loss unstable. VATT[1] and VideoCLIP[40] use In-
foNCE[25] and MIL-NCE losses[21]. Given one or multiple instances of positive example,
i.e. matching video and text, and multiple examples of negative examples, i.e. mismatching
video and text, NCE uses cross-entropy loss to select the positive pairs within all examples.
By using multiple negative examples, the variance of noise in gradient updates is reduced.
On the other hand, VideoBERT[31] proposes to use a non-contrastive loss to learn joint
video-and-text distribution. It uses Masked Language Modeling(MLM)[8] to model the dis-
tribution of each individual video/text tokens given the rest of the tokens, which compose
the semantic context. Recent works have found it beneficial to combine contrastive losses
with MLM losses of token prediction using context. UniVL[18] combines video-text align-
ment NCE loss, MLM with context and masked frame modeling with context. HERO[14]
combines local alignment NCE loss of video and subtitle with masked language and frame
modeling. In this work, we use both contrastive and masked prediction losses. Our con-
trastive loss is a variant of NCE loss with regularization to reduce the amount of noise in
negative sampling, and masked prediction loss is a variant of MLM given context.

2.2 Misinformation Detection

Many benchmarks and evaluation datasets have been established for detecting misinforma-
tion, targeting di↵erent areas. BS Detector, LIAR, and FakeNewsNet manually label news
articles for fake news detection. BuzzFeedNews, CREDBANK, and TW info[11] are labeled
dataset of misinformation in social media posts. However, very few video-and-text misinfor-
mation datasets are publicly available for evaluation. At the time of writing this report, Fake
Video Corpus[27] is the only video-text misinformation dataset that is publicly available. It
focuses on fake video detection in the context of text, and only contains 200 fake videos
and 180 real videos. In this work, we publish a manually labeled video-text misinformation
dataset with 401 tweets, of 317 matching tweets and 84 mismatching tweets.

There is a large body of literature on detecting multi-modal semantic inconsistencies.
Luo et al. [17] leverage the expressiveness of a large pre-trained contrastive model CLIP
[28] to classify misinformation based on retrieval. While methods based on billion parameter
scale models can be powerful, many users do not have access to the compute or data required
to train such models. Recently, several methods have been proposed for detecting di↵erences
in image and text semantics. Singhal et al. [30] leverages a learned joint embedding space.
However, it requires both labeled positives and negatives in the data, and is specifically
restricted to the news domain. Pan et al. [26] and Mayank et al. [19] focus explicitly on
the textual description, detecting fake news using knowledge-graph based approaches. Tan
et al. [33] and Fung et al. [9] focus on detecting synthetically generated news using text,
image and knowledge element extraction. While these methods are feasible in situations
where large labeled datasets of paired and unpaired semantic images and text exist, they do
not transfer well to the more complex and sparsely labeled video domain.

In the video/text domain, Shang et al. [29] use video, audio, text and metadata in
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TikTok videos to detect misleading COVID-19 video posts by fusing features from pre-
trained models. However, they do not leverage the power of representation learning, and their
method requires strong supervision, leading to generalization issues in low-resource domains.
McCrae et al. [20] extract video, text, and named entity information from a news post, and
utilize pretext-task learning on randomly permuted data to supervise a LSTM-based model.
Since the method directly fuses video and text at each key-frame through concatenation,
and does not learn a joint model of video and text, the model is unable to build complex
joint representations. In this work, we use state-of-the-art video-language understanding
methods, including cross-encoder, NCE loss and MLM, and achieve 9.03% higher accuracy
on random mismatch detection, 14.96% higher accuracy on labeled misinformation detection
as compared to McCrae et al. [20]. We further discover that without joint representation,
state-of-the-art methods are merely detecting topic mismatch in video and text, as shown
in Section 6.5. On detecting random mismatch on tweets of the same topic, our methods
greatly outperform state-of-the-art methods, and exhibit capabilities in detecting semantic
mismatch, rather than only topic mismatch.
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Chapter 3

Video-text Misinformation Detection

Pipeline

Figure 3.1: Misinformation Detection Pipeline

Our proposed overall pipeline is shown in Figure 3.1. Given a video post consisting of a
video and a corresponding text description, we first use pre-trained models to extract video
and text features. Then, the features are mapped to a common representation space so
that video and text can be reasoned together. Lastly, we use the mapped video and text
representations to classify whether the pair of video and text is a match or a mismatch.

We convert all videos into 10-fps, and break each video into segments of 32 frames. We use
S3D [22], pre-trained on activity recognition, to extract one 512-dimensional video feature per
video segment, resulting in v = (v1, . . . vn) vi 2 R512. For the text input, we use DeBERTa-
v3-Large [10], pre-trained using MLM, to extract token-level features, where a text feature
is generated corresponding to each text token. This results in t = (t1, . . . tm) ti 2 R1024.

While it is possible to learn and fine-tune the feature extraction methods on our dataset,
this approach is too costly in terms of compute resources. In this work, we assume the
feature extraction methods extract su�ciently useful information from both video and text.
This allows us to focus more on building a better representation space and obtain better
classification results without being concerned about the quality of the feature extractors.
With that said, we do explore the e↵ect of feature extractors on our classification results,
and show in Section 6.4.1 that ”better” feature extractor does lead to better performance.



CHAPTER 3. VIDEO-TEXT MISINFORMATION DETECTION PIPELINE 10

Figure 3.2: Feature Extraction Using S3D and DeBERTa-v3

Given a sequence of extracted video features and a sequence of extracted text features, we
project these features onto a learned representation space. We discuss our methods of learn-
ing such a video and text representation space in Chapters 4 and 5. In Sections 4.5 and 5.3,
we show that learning a representation space is helpful towards downstream classification.

Due to the lack of large labeled misinformation dataset in the video and text domain,
we use self-supervised methods to train our models. We use the auxiliary task of random
mismatch to train our model to predict whether the content of a video and a text descrip-
tion are matched or mismatched. Given a video, a matched text is the text accompanying
the video post; we create a mismatched pair by randomly selecting another text from the
dataset. Our labels are balanced, since we create a mismatched pair with 50% probability.
A positive correlation exists between the performance of random mismatch and performance
of misinformation detection in labeled dataset, shown later in Tables 6.1 and 6.2. Therefore,
the task of detecting random mismatch transfers well to misinformation detection.
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Chapter 4

Contrastive Learning for

Misinformation Detection

In this chapter, we will explore using contrastive learning to build a video and text repre-
sentation space. The main idea behind contrastive learning is to learn to project features
onto a representation space, such that elements of matching semantic meanings are close to
each other, while those of mismatching semantic meanings are away from each other.

4.1 Background on Transformer

Transformer encoders[36] are often used in video and language processing to extract the
temporal information. Figure 4.1 shows the transformer layer architecture. Given a sequence
of n input features, each of dimension dk, x = x1...n 2 Rdk , a transformer encoder applies
self-attention to the features, and outputs embedded features y = y1...n 2 Rdk . A transformer
encoder is a stack of N transformer layers. We choose dk = 1024, N = 2 for all transformers
used in this work. Each transformer layer contains self-attention, residual connection, layer
normalization[2], and feed-forward, as shown in Figure 4.1.

Given input features x = x1...n, self-attention linearly projects each feature into three
vectors, and uses softmax attention to compute a weighted sum of xV based on projected
xQ and xK :

xQ = xWQ

xK = xWK

xV = xWV

xattended = softmax(
xQxT

Kp
dk

)xV

(4.1)

where WQ,WK ,WV 2 R1024⇥1024 are learned parameter matrices. After self-attention,
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Figure 4.1: Transformer Layer Architecture

residual connection is added to xattended, and layer normalization is performed:

xnormed = LayerNorm(x+ xattended) (4.2)

Next, we apply a 2-layer feed-forward network with ReLU activation to xnormed, and
further apply residual connection and layer normalization:

xfeed-forward = max(0, xnormedW1 + b1)W2 + b2
xcontextualized = LayerNorm(xnormed + xfeed-forward)

(4.3)

where W1,W2 2 R1024⇥1024 are learned weight matrices, and b1, b2 2 R1024 are learned bias
vectors. This x to xcontextualized process is a transformer layer. Transformer encoder obtains
y by having x pass through a stack of N transformer layers.

4.2 Feature Aggregation

Since video and text are both sequences of data, it is important to process the temporal
information within each modality, rather than näıvely averaging all features together. We



CHAPTER 4. CONTRASTIVE LEARNING FOR MISINFORMATION DETECTION13

use transformers[36] to embed features of each modality and to retrieve temporal information,
and a global mean pooling to aggregate the information.

Figure 4.2: Project Video and Text Features to the Same Dimension

Given video features of v = (v1, . . . vn), vi 2 R512 and t = (t1, . . . tm), ti 2 R1024, we first
use a linear projection to project all features onto the same dimension space R1024, as shown
in Figure 4.2.

v0 = Wvv

t0 = Wtt
(4.4)

where Wv 2 R1024⇥512 and Wt 2 R1024⇥1024 are learned parameters. Next, as seen in Fig-
ure 4.3, video features v0 = (v01, . . . v

0
n) and text features t0 = (t01, . . . t

0
m) each go through

a transformer to create features of video and text context, h = (h1, . . . hn), hi 2 R1024 and
k = (k1, . . . km), ki 2 R1024, respectively. We next apply global mean pooling on features of
each modality, h and k, and retrieve aggregated modality features, vembed and tembed:

vembed =
1

n

nX

i=1

hi

tembed =
1

m

mX

i=1

ki

(4.5)

4.3 Contrastive Learning

For the architecture shown in Figure 4.3, we discuss and apply two di↵erent methods of
learning the joint video and text representation using Contrastive Learning: (a) Contrastive
loss[6] and (b) Noise Contrastive Estimation loss[25]. We discuss each in the following
sections.

4.3.1 Contrastive Loss

Our first method uses Contrastive loss [6] to build the representation space of video and text.
Given the embedded video and text features vembed 2 R1024 and tembed 2 R1024, we apply a
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Figure 4.3: Contrastive Learning – separate transformers for each modality, aggregation
through mean pooling, contrastive learning on aggregated features.

cosine embedding loss, Lcos to construct the representation space of video and text:

Lcos(v
embed, tembed, y) =

(
1� cos(vembed, tembed) y=0

max(0, cos(vembed, tembed)) y=1
(4.6)

where y denotes the label of the pair of video and text, 0 for a match, and 1 for a mismatch.
Cosine embedding loss Lcos encourages the vector angle between a matching pair of video
and text to be smaller, and the angle of a mismatching pair to be larger. This allows the
models to learn vembed and tembed.

4.3.2 Noise Contrastive Estimation Loss

One problem with Contrastive Loss is that it only considers one instance of positive or
negative sample at a time. The process of constructing negative examples through random
mismatch makes the authenticity of the negative sample noisy. For example, it is likely to
generate one negative sample that is in fact matching, thereby learning on this sample would
push the originally close video and text away from each other. Therefore, to reduce noise
presented in the negative samples, we sample and learn on multiple negative samples at a
time using a variant of Noise Contrastive Estimation(NCE) loss[25], similar to NCE loss
used in CLIP[28].
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Figure 4.4: Projection of Video and Text Representations for NCE Loss.

We first project each representation vembed, tembed into a latent space vlatent, tlatent 2 R1024,
as illustrated in Figure 4.4. It has been shown in recent self-supervision studies[4, 5] that
this approach learns a more disentangled representation space. We use 2-layer MLPs for
projecting vembed, tembed to a latent space, but still use the before-projection features as our
representation. After projection, we obtain:

vlatent = W2,vmax(0,W1,vv
embed)

tlatent = W2,tmax(0,W1,tt
embed)

(4.7)

where W1,v,W1,t 2 R1024⇥1024 are learned weight matrices in first layers, W2,v,W2,t 2
R1024⇥1024 are learned weight matrices in second layers, and vlatent, tlatent 2 R1024 are inputs
to the NCE loss.

Given a batch of B matching video and text, we have embedded video and text features
vlatenti , tlatenti 2 R1024; i 2 [1, B]. We contrast each matching pair with all other mismatching
pairs for both video and text. Specifically, given vlatenti , the matching text feature is tlatenti ,
and all other mismatching text features are tlatentj , j 6= i, j 2 [1, B]. Out of all B text
features, we learn to classify the text feature matching vlatenti . Therefore, we minimize the
cross entropy of each video feature and its matching text feature, versus other text features
in the batch. Following conventions used in CLIP[28], we l2-normalize vlatent, tlatent first:
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v̂latent =
vlatent

||vlatent||2

t̂latent =
tlatent

||tlatent||2

(4.8)

and also scale their dot product using a learned temperature parameter T . This results
in the following video-to-text loss function:

Lvideo!text = � 1

B

BX

i=1

 
log

exp(T v̂latenti · t̂latenti )
PB

j=1;i 6=j exp(T v̂
latent
i · t̂latentj ))

!
(4.9)

We also learn the reverse loss, namely given tlatenti , we learn to classify which video feature
is matching it among all B video features:

Ltext!video = � 1

B

BX

i=1

 
log

exp(T t̂latenti · v̂latenti )
PB

j=1;i 6=j exp(T t̂
latent
i · v̂latentj ))

!
(4.10)

We optimize the mean of these two losses to obtain:

LNCE =
1

2
Ltext!video +

1

2
Lvideo!text (4.11)

4.4 Video-text Fusion Methods

To detect misinformation, we explore two di↵erent methods of fusing video and text represen-
tations. In the next two subsections, we describe each method, (a) direct concatenation(DC)
and (b) cross-transformer(CT), as illustrated in Figure 4.5.

4.4.1 Direct Concatenation(DC)

The architecture for direct concatenation approach is shown in Figure 4.5(a). We concatenate
vembed and tembed to obtain the joint representation Rconcat 2 R2048:

Rconcat = vembed � tembed (4.12)

and use a 4-layer MLP over the joint representation Rconcat to regress the probability of
matching ŷ:

ŷ = �(MLP(Rconcat)) (4.13)

which we supervise with binary cross-entropy loss LBCE:

LBCE = y · log(ŷ) + (1� y) · log(1� ŷ) (4.14)

We refer to this architecture as DC in evaluations.
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Figure 4.5: Fusion Methods in Using Learned Representation Space – (a) Direct
Concatenation(DC); (b) Cross-Transformer(CT).

4.4.2 Cross-Transformer(CT)

The architecture for cross-transformer is shown in Figure 4.5(b). To fully capture the tem-
poral information in each modality, and allow video and text features to interact with each
other, we use one cross-transformer that takes in the last hidden states of both video and text
transformers, as shown in Figure 4.5(b). The transformer takes in h1, . . . hn and k1, . . . km,
the hidden states before feature aggregation in Section 4.2, and uses transformer attention
mechanism to contextualize them to create new hidden states of video and text, h0

1, . . . h
0
n

and k0
1, . . . k

0
m, respectively. We then apply global mean pooling on features of each modality
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Loss Accuracy Precision Recall M-Precision M-Recall

CT - LBCE 80.85% 78.92% 84.28% 83.08% 77.42%
CT - LBCE + Lcos 81.45% 79.53% 84.76% 83.63% 78.13%
CT - LBCE + LNCE 85.43% 85.24% 85.44% 85.62% 85.43%

Table 4.1: E↵ect of Contrastive Learning on Random Mismatch Detection – NCE
loss improves accuracy by 4.58%, compared to only using BCE loss to learn classification.

to obtain contextualized aggregated modality features, vcontext-embed and tcontext-embed:

vcontext-embed =
1

n

nX

i=1

h0
i

tcontext-embed =
1

m

mX

i=1

k0
i

(4.15)

We concatenate both contextualized and raw feature embeddings to obtain fused repre-
sentation Rcross 2 R4096:

Rcross = vembed � vcontext-embed � tembed � tcontext-embed (4.16)

With representation Rcross, we use the same MLP and LBCE setup as in Equation (4.14) to
further classify misinformation. We refer to this architecture as CT in evaluations.

4.5 Evaluations

We train four di↵erent models on Twitter 1M dataset to evaluate contrastive learning’s
e↵ectiveness on misinformation detection. The four models are (1) CT trained with LBCE

denoted by CT - LBCE, (2) CT trained with LBCE + Lcos denoted by CT - LBCE + Lcos, (3)
CT trained with LBCE + LNCE denoted by CT - LBCE + LNCE, and (4) DC trained with
LBCE + LNCE denoted by DC - LBCE + LNCE.

4.5.1 Contrastive Learning

We compare CT model with three di↵erent losses in Tables 4.1 and 4.2. Precision and Recall
are measured in terms of matching-post detection, where a matching post is considered as
the positive class. M-Precision and M-Recall are precision and recall measured in terms of
mismatching-post, or misinformation detection, where a mismatching post is considered as
the positive class. We find it helpful to consider both when evaluating our methods.
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Loss Accuracy Precision Recall M-Precision M-Recall

CT - LBCE 74.06% 80.17% 89.27% 29.17% 16.67%
CT - LBCE + Lcos 74.06% 81.05% 87.70% 32.76% 22.62%
CT - LBCE + LNCE 74.81% 81.03% 88.96% 33.96% 21.43%

Table 4.2: E↵ect of Contrastive Learning on Labeled Misinformation Detection –
NCE loss improves accuracy by 0.75%, compared to only using BCE loss to learn classifica-
tion.

Fusion Method Accuracy Precision Recall M-Precision M-Recall

DC - LBCE + LNCE 84.36% 85.45% 83.00% 83.31% 85.73%
CT - LBCE + LNCE 85.43% 85.24% 85.44% 85.62% 85.43%

Table 4.3: E↵ect of Fusion Method on Random Mismatch Detection – Cross-Encoder
performs 1.07% higher than direct concatenation.

CT - LBCE does not construct any representation space, and simply learns to classify
misinformation. If we add Lcos to learn a noisy representation space, the model perfor-
mance improves slightly by 0.60% in accuracy of random mismatch detection, and stays the
same during labeled misinformation detection. However, by adding LNCE to learn a robust
representation space, the misinformation detection accuracy improves by 4.58% and 0.75%,
respectively. Noticeably, both M-Precision and M-Recall improve over 4% in labeled misin-
formation detection, indicating better e�ciency and accuracy at filtering social media posts
for misinformation.

4.5.2 Comparison of Fusion Methods

We compare DC - LBCE + LNCE and CT - LBCE + LNCE downstream detection accuracies.
In Tables 4.3 and 4.4, we observe that cross-encoder outperforms direct concatenation in
accuracy by 1.07% on random mismatch detection and 1.24% on labeled misinformation
detection. This is due to its use of temporal information in combining video and text
features. We choose to use cross-encoder as the default setup in future ablation studies in
Chapter 6.
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Fusion Method Accuracy Precision Recall M-Precision M-Recall

DC - LBCE + LNCE 73.57% 81.49% 86.12% 33.33% 26.19%
CT - LBCE + LNCE 74.81% 81.03% 88.96% 33.96% 21.43%

Table 4.4: E↵ect of Fusion Method on Labeled Misinformation Detection – Cross-
Encoder performs 1.24% higher than direct concatenation.
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Chapter 5

Masked Language Modeling for

Misinformation Detection

In this chapter, we explore learning video and text representation using MLM proposed in
BERT [8]. The idea behind MLM is to mask a small portion of input tokens and learn to
reconstruct them using the rest of the input. For example, given the sentence ”This [MASK]
a radio.” with the word ”is” being masked, the model learns to predict what the masked
word is. In our implementation, we mask 30% of the text tokens and reconstruct them using
the information in both video tokens and the rest of the text tokens. We follow BERT[8]’s
convention in masking, where we replace the masked token with [MASK] 80% of the time,
with another random token 10% of the time, and itself 10% of the time.

5.1 Masked Language Modeling

Figure 5.1: Masked Language Modeling – Model Architecture
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Our proposed model architecture is shown in Figure 5.1. We train one single transformer
to approximate the maximum log-likelihood of each text token given its text context and
the video,

E =
mX

i

log(P(ti|tj 6=i, v1...n; ✓)) (5.1)

where E is the total log-likelihood to be maximized, t1...m are all m text tokens in video
description, v1...n are video tokens, and ✓ represents parameters of the transformer, which
are optimized through the MLM objective from Devlin et al. [8]. Video and text features,
t1...m, v1...n, are extracted using S3D and DeBERTa-v3, as shown in Figure 3.2.

To model the data, we use WordPiece [39] to tokenize each word of our text description
with vocabulary size of 30,522, and embed using a learned text embedding to obtain token
embeddings t1...m 2 R768. We project our video features v1...n onto the same dimension R768

using a 2-layer MLP. Then, we randomly replace 30% of the text tokens with a special token
[MASK]. We construct our entire input embedding sequence as:

video = (v1, . . . , vn)

masked-text = (t1, . . . , tk�1, [MASK], tk+1, . . . , tm)

input = video�masked-text

position = Positional-Embedding(input)

ordered-input = position + input

(5.2)

We first add learned positional embeddings [36] to our input embedding sequence to
capture the temporal order in video and text. Positional embeddings are gathered through
indexing directly in a learned matrix P 2 R260⇥768, where 260 is the maximum input sequence
length. For instance, positional embedding of position 0 is the first row of this matrix, a
vector of R768. We sum the original input and the positional embeddings to obtain an ordered
input.

Next, we apply a transformer encoder with hidden dimension 768, feed-forward dimension
1024, and 2 layers on the ordered input to generate hidden states h1...(n+m+1) 2 R768. As
shown in Figure 5.1, each masked token’s corresponding hidden state, hn+k, is projected
to the dimension of vocabulary size, h0

n+k 2 R30,522. During training, we ask our model
to reconstruct the original text tokens that were replaced by [MASK] tokens to learn each
word’s distribution within the context of the social media video post, P(ti|masked-text, v1...n).
We use the cross-entropy reconstruction loss as our masked language modeling loss:

LMLM = � 1

|M |
X

k2M

log
exp(h0

n+k,t̂k
)

P
t2vocab;t 6=t̂k

exp(h0
n+k,t)

(5.3)
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where M is the set of indices of text tokens masked in the input, t̂k is the original text token
of the masked kth text token, and h0

n+k,t is the logit of the token t, taken from the projected
hidden state h0

n+k of the masked kth text token.

5.2 Learned Representation Space

Figure 5.2: Methods of Extracting Representation from Learned Representation

space – (a) Global Mean Pooling; (b) Attention.

To detect misinformation, we experiment with two di↵erent methods to extract learned
representations: (a) Global Mean Pooling and (b) Attention, as illustrated in Figure 5.2.

5.2.1 Global Mean Pooling(GMP)

Learned representation through global mean pooling is shown in Figure 5.2(a). We apply
global mean pooling to hidden states of the transformer h1...(n+m) 2 R768, to compute one
aggregated representation r 2 R768:

r =
1

n+m

n+mX

i=1

hi (5.4)

We then apply a 4-layer MLP on r and learn classification using binary cross-entropy loss,
LBCE, shown in Equation (4.14). We refer to this architecture as GMP in evaluations.
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Loss Accuracy Precision Recall M-Precision M-Recall

CLS - LBCE 80.12% 83.23% 75.46% 77.55% 84.79%
CLS - LBCE + LMLM 81.53% 83.33% 78.82% 79.91% 84.23%

Table 5.1: E↵ect of Masked Language Modeling on Random Mismatch Detection

– MLM loss improves accuracy by 1.41%, compared to only using BCE loss to learn classi-
fication.

5.2.2 [CLS] Extraction through Attention(CLS)

Representation extraction architecture through attention is shown in Figure 5.2(b). In order
to utilize transformer’s attention mechanism in Equation (4.1), we further append a learned
input token, [CLS] 2 R768, at the end of input sequence to extract all video-text information
through encoding. The input to the transformer in Figure 5.2(b) now becomes:

input = video�masked-text� [CLS] (5.5)

The [CLS] token is able to pay attention to both video and text to extract information
needed for mismatch classification. The last hidden state of transformer output, hn+m+1, is
the corresponding output of the [CLS] token. We further apply a 4-layer MLP on hn+m+1

and compute binary cross-entropy loss using Equation (4.14). We refer to this architecture
as CLS in evaluations.

5.3 Evaluations

We train an additional three models on Twitter 1M dataset to investigate e↵ectiveness of
MLM and representation extraction methods towards misinformation detection. The three
additional models are: (a) CLS extraction through attention trained with LBCE, denoted
by CLS - LBCE; (b) CLS extraction through attention trained with LBCE + LMLM, denoted
by CLS - LBCE + LMLM; and (c) GMP trained with LBCE + LMLM, denoted by GMP -
LBCE + LMLM.

5.3.1 MLM Loss

We compare models CLS - LBCE and CLS - LBCE+LMLM in Tables 5.1 and 5.2 for random and
labeled mismatch respectively. As seen, CLS with MLM loss does improve model’s random
mismatch and labeled misinformation detection accuracy by 1.41% and 3.99% respectively.
This shows that learning text distribution given video is helpful in detecting misinformation.
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Loss Accuracy Precision Recall M-Precision M-Recall

CLS - LBCE 68.33% 83.22% 75.08% 31.30% 42.86%
CLS - LBCE + LMLM 72.32% 82.39% 82.65% 33.73% 33.33%

Table 5.2: E↵ect of Masked Language Modeling on Labeled Misinformation De-

tection – MLM loss improves accuracy by 3.99%, compared to only using BCE loss to learn
classification.

Extraction Method Accuracy Precision Recall M-Precision M-Recall

GMP - LBCE + LMLM 80.63% 83.91% 75.79% 77.93% 85.47%
CLS - LBCE + LMLM 81.53% 83.33% 78.82% 79.91% 84.23%

Table 5.3: E↵ect of Representation Extraction Method on Random Mismatch

Detection – [CLS] token outperforms global mean pooling by 0.9% in accuracy.

Extraction Method Accuracy Precision Recall M-Precision M-Recall

GMP - LBCE + LMLM 67.58% 81.91% 75.71% 28.70% 36.90%
CLS - LBCE + LMLM 72.32% 82.39% 82.65% 33.73% 33.33%

Table 5.4: E↵ect of Representation Extraction Method on Labeled Misinformation

Detection – [CLS] token outperforms global mean pooling by 4.74% in accuracy.

5.3.2 Comparison of Representation Extraction Methods

We also compare the representation extraction methods used for misinformation detection.
We compare CLS - LBCE + LMLM with GMP - LBCE + LMLM in Tables 5.3 and 5.4. Results
in Table 5.3 show that CLS is slightly better for random mismatch, with an improvement
in accuracy of 0.9%. In Table 5.4, we see a much larger improvement for CLS in labeled
misinformation detection accuracy, improving by 4.74%. We use CLS by default in future
ablation studies in Chapter 6.

5.4 Unsupervised Misinformation Grounding

There are two deficiencies in our current misinformation detection models. (1) Our models
would not be able to provide any explanations to the classifications they make, and (2)
there is always a distribution shift between our random-mismatch labels and the actual
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misinformation detection labels. To address these issues, we investigate an unsupervised
model that provides token-level feedback of where misinformation exists. This unsupervised
model computes the ratio p of the probability of a token with the video input and the
probability of a token without the video input as follows:

pi =
P (ti|v1...n, tj 6=i,j2[1...m])

P (ti|tj 6=i,j2[1...m])
(5.6)

Ratio p greater than or equal to 1 implies text token to be consistent with the video
content. However, if p is smaller than 1, the text token is more likely to exist without the
video content, implying the text token to arise from misinformation.

This model uses the same architecture and loss as Section 5.1. During training, we train
with both video and text 70% of the time, and train with only text 30% of the time. We
achieve this by replacing all video tokens v1...n with a learned special token vmask of the same
dimension. During inference time, we collect the text token probability with and without
video separately. We first run the model with the video input. We mask one text token at
a time, collecting the probability of that token through softmax over the logits of the token
predictor. This results in the numerator of the p-ratio. We then run the model without
video input, i.e. with the vmask tokens, mask and collect each text token’s probability again,
resulting in the denominator of the p-ratio. Each text token’s p-ratio can now be calculated
through division.

Figure 5.3: Grounding Misinformation using Unsupervised Learning – (a) Match-
ing video; (b) Mismatching video. Each word is evaluated on whether it brings in misinfor-
mation to video as a description.

An example of the above scheme is shown in Figure 5.3. The Twitter post, ”wave
modular synth improvisation 2021”, is shown in the middle. Its original matching video
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Inference Method Accuracy Precision Recall M-Precision M-Recall

Mean of p-ratios 52.00% 53.85% 28.00% 51.35% 76.00%
Majority vote of p-ratios 51.00% 57.14% 8.00% 50.54% 94.00%

Table 5.5: Inference Methods of Unsupervised Learned Model on Random Mis-

match Detection – methods consistently predict more negative than positive, resulting in
accuracy of a random guess, 50%.

is in Figure 5.3(a), showing a 4-person band in a jamming session. We speculate that
”wave” refers to the bass, ”modular” refers to the drumset, ”synth” refers to the synthesizer,
and ”improvisation” refers to the rapper/singer. In Figure 5.3(b), we randomly select a
mismatched video, depicting a flooding scene. The numbers in the middle of Figure 5.3
are computed p-ratios of each word, with/without the matching/mismatching video. In
context of the matching video in Figure 5.3(a), the model struggles to relate the concept of
”wave” in a jamming session, but shows that the other words are trust-worthy. Specifically,
”modular” is much more convincing with the video. In context of the mismatching video in
Figure 5.3(b), the model suggests that the word ”wave” is matching with the video, which
contains waves of flood. Importantly, it flags the word ”improvisation” as misinformation
with a low p-ratio, indicating that the word is less likely to be co-existing with a flooding
video. In this way, if video is detected to be mismatched, the decision is grounded because
the word ”improvisation” implies misinformation.

We explore two di↵erent methods in making a misinformation decision given all p-ratios
of text tokens. The first one takes a mean of all p-ratios, and the second one takes the
majority vote of the p-ratios, with <1 values as negative and �1 values as positive. As
shown in Table 5.5, we find that both methods result in accuracy of about 50%, where 94%
the predictions made by majority vote method are negative when it comes to random mis-
match detection. Both methods perform worse than random guess in labeled misinformation
detection, as shown in Table 5.6.

One reason for such low performance is that during tokenization, a word is often broken
into multiple pieces of tokens. During inference, we only mask out one token, which makes
token prediction an easy task for the text-only model - the model is often over-confident
about the token it predicts. This makes token probabilities with videos consistently smaller
than token probabilities without videos, thus predicting more mismatches than it should.
Future work in this direction could investigate better masking methods such as masking
words/phrases rather than a single token.
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Inference Method Accuracy Precision Recall M-Precision M-Recall

Mean of p-ratios 35.91% 82.61% 23.97% 22.01% 80.95%
Majority vote of p-ratios 28.18% 74.58% 13.88% 20.18% 82.14%

Table 5.6: Inference Methods of Unsupervised Learned Model on Labeled Misin-

formation Detection – methods consistently predict more negative than positive, resulting
in high Precision and M-Recall, but poor accuracy overall.
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Chapter 6

Experiments and Ablation Studies

In this chapter, we discuss experiments and details, including dataset collection, perfor-
mance comparison with previous works, and ablation studies on properties of our proposed
misinformation detection pipeline.

6.1 Data Collection and Filtering

Figure 6.1: Video and Text Length Distribution in Collected Twitter Dataset after

Filtering. – (a) Number of characters in Text; (b) Length of videos in seconds

We collect 1 million Twitter dataset using Twitter API. We only consider tweets that
contain both video and text, and are not retweets/replies/quotes to other tweets. Our tweets’
post time range from January 2021 to March 2022. To ensure an even data distribution, for
each hour in post-time range, we collect 100 tweets that are posted within the hour.
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For data cleaning, we remove any retweets/replies/quotes, and also tweets that are
marked as ”possibly sensitive” and ”possibly sensitive appeal”, labeled by Twitter API. We
then remove any tweets that contain a video shorter than 3 seconds or greater than 61 sec-
onds, or a text shorter than 3 characters. Twitter also imposes a 280-character length upper
limit. This removes 11% of the original collected tweets. After data cleaning, there remains
943,667 tweets in total, with an average video length of 25.04 seconds. The data distributions
for video and text are shown in Figure 6.1. We use 80/10/10 split for train/validation/test.

Figure 6.2: Misinformation Labeling System for Twitter Video Posts

We have also developed a social media misinformation labeling platform for labeled mis-
information dataset collection. As shown in Figure 6.2, a worker labels a social media post
as either matched or mismatched, or skips labeling the current post because of di�culty in
understanding it. We use 3 workers, and each of them annotates a subset of the resulting
401 posts. This resulted in 317 matched video posts and 84 mismatched video posts. This
is to be expected because most users post matched video and text on social media. Future
work remains on improving this dataset and increasing its size.

6.2 Performance Comparison

We use the best-performing contrastive learning method, CT - LBCE + LNCE, and the best-
performing MLM method, CLS - LBCE+LMLM, for comparison with existing state-of-the-art
methods, namely SpotFake[30] and McCrae et al. [20]. As seen in Tables 6.1 and 6.2, all
contrastive learning and MLM models outperform state-of-the-art misinformation detection
methods on accuracy in both random mismatch and labeled misinformation detection. Our
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Method Accuracy Precision Recall M-Precision M-Recall

SpotFake[30] 72.05% 70.67% 74.96% 73.60% 69.17%
McCrae et al. [20] 76.40% 75.35% 78.56% 77.56% 74.24%

CLS - LBCE + LMLM 81.53% 83.33% 78.82% 79.91% 84.23%
CT - LBCE + LNCE 85.43% 85.24% 85.44% 85.62% 85.43%

Table 6.1: Performance Comparison on Random Mismatch Detection – Contrastive
Learning method outperforms McCrae et al. in misinformation detection accuracy by 9.03%.

Method Accuracy Precision Recall M-Precision M-Recall

SpotFake[30] 49.28% 82.04% 48.41% 18.89% 53.13%
McCrae et al. [20] 59.85% 77.86% 68.77% 18.18% 26.19%

CLS - LBCE + LMLM 72.32% 82.39% 82.65% 33.73% 33.33%
CT - LBCE + LNCE 74.81% 81.03% 88.96% 33.96% 21.43%

Table 6.2: Performance Comparison on Labeled Misinformation Detection – Con-
trastive Learning method outperforms McCrae et al. in misinformation detection accuracy
by 14.96%.

contrastive learning method, CT - LBCE + LNCE, outperforms McCrae et al. in misinfor-
mation detection accuracy by 9.03% on random mismatch detection and 14.96% on labeled
misinformation detection.

6.3 Qualitative Examples

In Figure 6.3, we show matched and mismatched posts that are classified correctly by our
the best-performing contrastive learning method, CT - LBCE+LNCE. In Figure 6.4, we show
wrong predictions made by the same model. Figure 6.4(a) shows a matched post that is
classified as mismatched. In this case, the video and text provided are unrelated, and the
video could be representing some higher-level symbolic meaning, which remains a challenge
for vision and language understanding. Figure 6.4(b) shows a mismatched post that is
classified as matched. The description of the post focuses on tickets sale, and the video
shows a vote count. Likely, our model considers the numeric nature of both text and video,
and classifies them as matched. Future work could investigate learning random mismatches
at increasing di�culties through hard-negative mining to reduce such failures.
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Figure 6.3: Examples of Our Model’s Correct Predictions in Labeled Misinforma-

tion Dataset – (a) Matched post; (b) Mismatched post.

Figure 6.4: Examples of Our Model’s Wrong Predictions in Labeled Misinforma-

tion Dataset – (a) Matched post; (b) Mismatched post.

6.4 Ablation Studies

In this section, we examine the way quality of text feature extraction a↵ects detection per-
formance, and an alternative method of two-stage training.
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Text Feature Extractor Year Published Vocab Size #Params MNLI-(m/mm)[38]

BERT [8] 2018 30K 110M 84.6%/83.4%
DeBERTa-v3-Large [10] 2021 128K 304M 91.8%/91.9%

Table 6.3: Comparison of BERT and DeBERTa – DeBERTa is newer, larger, and
performs better on MNLI than BERT.

Text Feature Extractor Accuracy Precision Recall M-Precision M-Recall

BERT [8] 80.79% 82.01% 78.85% 79.67% 82.73%
DeBERTa-v3-Large [10] 85.43% 85.24% 85.44% 85.62% 85.43%

Table 6.4: E↵ect of Text Feature Extractor Quality on Random Mismatch Detec-

tion – DeBERTa improves accuracy by 4.64% over BERT. CT - LBCE+LNCE is used as the
model.

Text Feature Extractor Accuracy Precision Recall M-Precision M-Recall

BERT [8] 68.84% 81.17% 79.11% 26.67% 29.27%
DeBERTa-v3-Large [10] 74.81% 81.03% 88.96% 33.96% 21.43%

Table 6.5: E↵ect of Text Feature Extractor Quality on Labeled Misinformation

Detection – DeBERTa improves accuracy by 5.97% over BERT. CT - LBCE+LNCE is used
as the model.

6.4.1 Text Feature Extractor

We compare text features extracted from BERT[8] and DeBERTa-v3-Large[10] in Table 6.3.
DeBERTa-v3 uses a similar architecture as BERT, but improves upon both the dataset it is
pre-trained on, and the pre-training method. It extracts more disentangled features, as shown
by its improvement in accuracy in MNLI [38]. We train using CT - LBCE + LNCE with each
text feature extractor, and compare their performances. As shown in Tables 6.4 and 6.5, we
find that using DeBERTa features improves random mismatch and labeled misinformation
detection accuracy by 4.64% and 5.97%, respectively. This shows that the quality of video
and text information extractors are essential to the downstream misinformation detection
task.

6.4.2 E↵ect of Two-stage Training

During training, we combine representation learning loss and BCE loss to achieve represen-
tation learning and classification at the same time. We now examine the e↵ect of two-stage
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Method #Stages Accuracy Precision Recall M-Precision M-Recall

Contrastive Learning 1 85.43% 85.24% 85.44% 85.62% 85.43%
Contrastive Learning 2 84.95% 86.27% 82.87% 83.76% 87.00%

MLM 1 81.53% 83.33% 78.82% 79.91% 84.23%
MLM 2 53.36% 68.17% 12.62% 51.85% 94.11%

Table 6.6: E↵ect of Two-Stage Training on Random Mismatch Detection – Pre-
training does not help misinformation detection performance.

Method #Stages Accuracy Precision Recall M-Precision M-Recall

Contrastive Learning 1 74.81% 81.03% 88.96% 33.96% 21.43%
Contrastive Learning 2 74.06% 82.57% 85.17% 36.49% 32.14%

MLM 1 72.32% 82.39% 82.65% 33.73% 33.33%
MLM 2 31.67% 87.72% 15.77% 22.38% 91.67%

Table 6.7: E↵ect of Two-Stage Training on Labeled Misinformation Detection

– Pre-training helps contrastive learning on classifying misinformation, with higher M-
Precision and higher M-Recall.

training, where we (1)learn a representation space first, and then (2) with the representation
space frozen, train our model with BCE loss to learn misinformation classification using the
representation space.

We train the best-performing contrastive learning method, CT - LBCE + LNCE, and the
best-performing MLM method, CLS - LBCE+LMLM, again using two-stage training. Results
are shown in Tables 6.6 and 6.7 for random and labeled mismatch respectively. We find that
using two-stage training degrades performance for MLM significantly, and for contrastive
learning slightly. We hypothesize that the representation space learned in two-stage training
is not perfect, which leads to more failures in downstream detection. In particular, applying
the two-stage training method is catastrophic for the MLM, because the [CLS] token is not
trained properly during MLM, and that during the second stage of classification training, it
fails to pay attention to the correct features for misinformation detection.

However, we notice that pre-training does improve contrastive learning’s M-Precision and
M-Recall on labeled misinformation detection, as shown in Table 6.7. This means that the
model is more e�cient at misinformation detection, and more suitable for the task of filtering
social media posts for flagging misinformation.
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Method Accuracy Precision Recall M-Precision M-Recall

SpotFake[30] 49.42% 45.50% 5.83% 49.69% 93.01%
McCrae et al. [20] 50.27% 50.18% 74.97% 50.54% 25.58%

CLS - LBCE + LMLM 74.51% 71.78% 80.08% 78.04% 68.23%
CT - LBCE + LNCE 82.26% 79.37% 87.18% 85.78% 77.34%
CT - LBCE + LNCE, w/ 2 Stages 82.56% 81.42% 84.39% 83.80% 80.74%

Table 6.8: Random Mismatch Experiment on COVID-19 Related Tweets – State-
of-the-art methods only achieve random-guess accuracy, while our methods greatly exceeds
random-guess.

Method Accuracy Precision Recall M-Precision M-Recall

SpotFake[30] 49.98 % 49.58% 2.96% 49.99% 96.99%
McCrae et al. [20] 49.97% 49.97% 69.72% 49.94% 30.21%

CLS - LBCE + LMLM 58.25% 55.32% 85.67% 68.26% 30.82%
CT - LBCE + LNCE 67.37% 64.99% 75.27% 70.63% 59.46%
CT - LBCE + LNCE, w/ 2 Stages 68.45% 69.63% 65.42% 67.39% 71.47%

Table 6.9: Random Mismatch Experiment on Russia-Ukraine Related Tweets –
Pre-training improves model accuracy on unseen test distribution.

6.5 Performance Comparison on Topic-Specific

Random Mismatch

We also test di↵erent methods’ performance on video-text random mismatches on a specific
topic, namely COVID-19 or Russia-Ukraine crisis. Results are shown in Tables 6.8 and 6.9
for random mismatch of COVID-19 and Russia-Ukraine crisis respectively. For COVID-
19, we select 1,646 tweets that contain COVID-related terms from the test set of 1 million
Twitter dataset. For Russia-Ukraine crisis, since the dataset’s collection timeframe barely
overlaps with the crisis’s timeline, we recollect 60,000 twitter posts of Russia-Ukraine related
terms. We conduct the same data cleaning procedures in Section 6.1, and randomly select
10,000 posts for testing. For both datasets, we consider given tweets as positive, matched
tweets, and create one mismatched sample for each video by selecting a random text within
the same dataset.

In both COVID and Russia-Ukraine experiments, we see that previous state-of-the-art
methods only achieve about accuracy of a random-guess, 50%. We speculate that these
methods only learn to detect topic-mismatch, where video and text are on unrelated topics.
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Thus, they do not perform well on one-topic random mismatch testing. Our methods outper-
form state-of-the-art methods by 32.29% for COVID-19 and 18.47% for the Russia-Ukraine
datasets, perhaps implying that they understand the fine-grain details in video and text,
rather than only inferring using the general topic in video and text.

We see that the best performance on random mismatch topic specific datasets drops
by 2.87% and 16.98% for COVID-19 and Russia-Ukraine respectively as compared to all
tweets. As shown in Table 6.8, COVID-19’s M-Recall, the probability of detecting a true
mismatch, drops by 6.26% as compared to all tweets. This drop could be caused by the
increasing di�culty of topic specific mismatches. The large performance drop in Russia-
Ukraine random mismatch is likely caused by the smaller training dataset for Russia-Ukraine
as compared to COVID-19. Clearly, larger training data results in better learned video and
text representations and hence better detection accuracy.

We also observe that CT - LBCE +LNCE with two-stage training performs slightly better
than 1-stage training for both COVID-19 and Russia-Ukraine random mismatch. COVID-
19 and Russia-Ukraine datasets are unseen test distributions, and are very di↵erent from
the used training data. We hypothesize that pre-training learns a more robust representa-
tion towards test-time distribution shifts, thus performing better in topic-specific random
mismatch detection.
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Chapter 7

Conclusion and Future Work

7.1 Conclusion

Misinformation spread in social media video posts can cause chaos in times of national or
global events. To combat misinformation, we propose to use e↵ective representation learning
methods to improve accuracy in misinformation detection. Our Contrastive Learning and
MLM methods both outperform state-of-the-art methods, and our best-performing Con-
trastive Learning method achieves accuracy 9.03% higher than McCrae et al. [20] in random
mismatch detection, and 14.96% higher in a labeled misinformation dataset of 401 samples.
We show that representation learning improves misinformation detection accuracy, and pre-
serving temporal information during fusion is important. We further discuss through ablation
studies that better feature extractor leads to better detection accuracy, and two-stage, pre-
train then fine-tune, training method, does not perform better than one-stage training, but
has better potential for misinformation detection in the wild.

7.2 Future Work

There are many directions for future work. (1) Improve representation learning by combining
MLM with contrastive learning. Our preliminary work shows that model tends to ”shortcut”
the MLM loss when it is trained together with NCE loss, where MLM loss quickly converges
to a near-zero value. (2) Improve unsupervised grounding model’s accuracy. In Section 5.4,
we demonstrate the potential of unsupervised method in grounding misinformation. Current
inference methods are biased towards probability of text without video, because of how token
probability is inferenced - each individual token is masked and then inferenced, rather than
word-by-word. Masking word-by-word may improve the balance between token distributions
with and without video. (3) In MLM, it is possible to use transformer’s attention mechanism
to track which video segments and text tokens that are being paid most attention to by
the [CLS] token when making a decision. This can potentially provide explainability to
the decision as it guides the decision to video/text of interest. (4) Currently, our model
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learns all mismatches equally, but because of the way random mismatches are generated,
it is possible to learn random mismatches at increasing di�culties through hard-negative
mining to reduce the false detection of misinformation. (5) There is no public video-text
misinformation detection dataset available. With our system setup in Section 6.1, labeled
misinformation collection can be easily scaled and deployed to crowd-sourcing platforms.

7.3 Engineering Traps to Avoid in

Vision-and-Language Research

Last but not least, there are many ”traps” that I have fallen into and wasted a lot of time
and e↵ort on. I would like to list three major ones here for future references. (1) Remove
”retweets” in data. ”Retweets” are simply one forwarding a tweet to one’s account without
any edit. This results in duplication of tweets in the dataset and potential test set leakage.
If one finds that model training is not overfitting, it is either because the model is too small,
or there is test set leakage. Therefore, data cleaning is important. Do exhaustive data
exploratory analysis before diving into modeling. (2) Modeling learning to classify mismatch
through padding mask. Because of the variable lengths of video and text, and transformer
only accepting fixed lengths of inputs, we always have to pad inputs to the maximum length
of inputs within the dataset. During mismatch generation, we need to swap both text and
its corresponding padding mask, because the model is very good at detecting if the padding
mask and text are matching to make a good classification. (3) Library versioning. This
one has wasted a lot of GPU hours. We found that running the same code can result in
more than 1% di↵erence in accuracy. We have seeded all random processes so the code is
deterministic. As we found out, a newer version of PyTorch Lightning, 1.5.10, results in
1% lower performance. Therefore, it is important to keep library versions consistent across
experiments.
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