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Abstract

Human-Guided Generation of Sketches and Prototypes

by

Zifeng Forrest Huang

Doctor of Philosophy in Computer Science

University of California, Berkeley

Professor John Canny, Chair

Sketching and prototyping are central to creative activities that improve and advance many
aspects of human lives. They enable non-experts to express themselves through drawing,
or help User Interface (UI) designers explore diverse alternatives through low-fidelity pro-
totyping. Generating these sketches and prototypes, however, typically requires significant
expertise that casual users might not possess, and may be effortful and time-consuming even
for professional users.

In this dissertation, I will introduce multiple deep-learning methods and systems that can
generate sketches and prototypes. The generation of these artifacts is designed to be guided
by annotations in familiar modalities (e.g., generating user interfaces from text descriptions).
The presented generation systems and methods include Sketchforme, a system that generates
individual sketched scenes from text descriptions; Scones, a system that iteratively generates
and refines sketched scenes based on users’ multiple text instructions; and Words2ui, a
collection of methods that can create UI prototypes from high-level text descriptions. This
research creates unique affordances, advances the state-of-the-art of creativity support tools,
contributes benchmark metrics, and explores novel interaction paradigms in diverse domains
from non-expert sketching to professional UI design. These research contributions can serve
as important building blocks towards future multi-modal systems that enable more effective
and efficient sketching and prototyping for all.
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Chapter 1

Introduction

Communicating novel visual ideas and materializing them with concrete prototypes are
some of humans’ most unique capabilities that drive innovation and improvements in many
aspects of our lives. As the descendent of one of the earliest forms of communication [129],
sketches are widely used to convey visual ideas in diverse fields. The abstract yet expres-
sive nature of sketches enables humans to quickly and succinctly communicate conceptual
and high-level ideas. Sketchers can transform their intents into concrete illustrations and
artifacts, and communicate these concepts tangibly while leaving out unnecessary details.
Therefore, sketches are popular among artists for expressing creative thoughts [49, 90, 108,
129], among engineers for communicating hard-to-verbalize ideas [41, 66], and among educa-
tors for teaching complex and unintuitive concepts [2, 43, 94]. Most notably, the advantages
of sketch-based problem-solving and communication are manifested in design processes where
designers frequently sketch in iterative design, critique, and review sessions [12, 19, 29, 31,
41, 109, 146, 164].

Following through on the envisionment of creative ideas through sketching, prototypes
at various abstract levels, or fidelities, are often created to help us further realize, refine,
and evaluate the novel solution we developed for a particular problem. For instance, user
interface (UI) designers might prototype using low-fidelity mock-ups with abstract graphics
or high-fidelity screenshots [189]. These prototypes allow designers to better gauge the merits
and issues of their design solutions, while being able to quickly iterate without devoting
significant effort to building out a polished solution or product.

As both sketching and prototyping have facilitated creative activities in many areas, each
of these two processes and their sub-steps has been established and well-researched in design
and creativity research fields (see a review of the background of sketching and prototyping
in creative processes in Chapter 2). However, producing aesthetic and functional sketches
and prototypes still requires extensive expertise, considerable experience, and non-trivial
effort. Attempting to lower this barrier of execution, Human-Computer Interaction (HCI)
researchers have since developed a number of computational Creativity Support Tools to
reduce users’ workload during these processes [175]. Many of these tools were designed to
support exploratory search [78, 105, 110, 157, 166], assist prototype creation [95, 106, 120],
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and encourage collaboration [107], all to further elevate and improve users’ creative processes.
Recent advances in the field of Machine Learning (ML) and Deep Learning (DL) have

drastically improved computational systems’ ability to comprehend and generate visual con-
tent [150, 151, 165, 195]. The development of neural-network architectures (e.g., convolu-
tional neural networks [104] and attention-based Transformers [184]) have provided machines
the ability to generate visual content conditioned on user-specified natural language and/or
other accompanying semantic information. These model architectures have also advanced
the state-of-the-art for computer vision tasks of sketching [62, 156] and prototyping [7, 60].
They provide great opportunities for sketching and prototyping applications that this dis-
sertation aims to explore.

Inspired by work in the HCI community on creativity support tools and recent advances
in DL, this dissertation investigates and presents computational systems that can automat-
ically generate sketches and prototypes from scratch while guided by users. These
automatic processes of creating creative artifacts drastically reduce the demands for skills
and effort of users to engage with sketches and prototypes. We specifically designed these
systems to also take users’ guidance in various forms that they are familiar with (e.g., nat-
ural language) to grant them control over the generation outputs. These systems effectively
transform users’ creative expressions from modalities that they are proficient in, to modali-
ties that were previously difficult for them to be expressive in. Through contributing these
new systems towards guided generation of sketches and prototypes, this dissertation also
explores novel affordances and interaction paradigms in diverse domains from non-expert
sketching to professional UI/UX design. We believe these research contributions can serve
as important building blocks towards future multi-modal systems that enable more effective
and efficient creative expression for all.

1.1 Contributions

The core contributions of this dissertation are several computational systems that can
create and generate sketches and prototypes to support various creative activities. These
systems adapt state-of-the-art DL models to generate sketches and prototypes from scratch
and support appropriate levels of user-control that the targeted audience can easily use: the
artifacts generated by these systems are guided by naturalistic user-inputs, such as natural
language authored by non-experts and professionals. Through developing these systems,
we also contribute models that accomplish novel tasks and/or establish new state-of-the-art
performance on established tasks. These systems and models which target various creative
domains include:

• Sketchforme (Chapter 4), the first DL system that can generate sketched scenes
that contain multiple objects corresponding to individual text descriptions.
Sketchforme uniquely factors the complex sketch-generation task into layout composi-
tion and stroke rendering sub-tasks. We evaluated the quality of the generated sketches



CHAPTER 1. INTRODUCTION 3

of Sketchforme with a custom quantitative metric, a qualitative exploration, and a
study of user-rating of the sketches. Our evaluation and study participants have found
the generated sketches to be generally expressive and realistic. Using these gener-
ated sketches, we develop prototype applications to demonstrate that Sketchforme can
potentially improve language-learning applications by adding visual hints to foreign
language phrases. We also demonstrate that Sketchforme could support sketching
assistants by auto-completing sketched scenes based on users’ instructions and prefer-
ences.

• Scones (Chapter 5), which enables iterative authoring and critique of sketched
scenes using natural language. It is the first DL system that can generate and
modify sketched scenes given users’ text commands across multiple turns and cycles
of sketching and critiquing. Scones improves upon Sketchforme’s novel workflow to
continuously consider new text commands while composing scene layouts with object
specifications, before rendering sketch strokes for each scene object. Scones exceeds
state-of-the-art performance for an established text-based scene-layout modification
task, and introduces a novel affordance of controlling the appearance and poses of gen-
erated object sketches with masks and aspect ratios. In an exploratory user evaluation
of Scones, participants generally enjoyed the novel conversational sketching interaction
paradigm that it is able to support, and were satisfied with the final sketches that they
co-created with Scones.

• Words2ui (Chapter 6), which is a collection of multiple DL models that are all first of
their classes to be able to generate and retrieve user interface prototypes in the
form of low-fidelity mock-ups1 guided by users’ high-level specifications of the desired
UIs. We also developed a set of novel benchmark metrics grounded on prior works
to measure three aspects of success of the text-to-UI generation task. We evaluated
our models using these metrics and found that our text-conditional models are able to
generate UIs of similar quality and diversity as previous state-of-the-art unconditional
models. We further built a filtering and rendering pipeline to present model outputs
in the plausible form of low-fidelity UI mock-ups. Using these generated mock-ups,
we performed a qualitative analysis and a user study, and found that the mock-ups
adhere to constraints given by input text descriptions and can potentially support
experts’ design processes.

1Note that there are contemporary definitions that only consider high-fidelity artifacts that are compa-
rable to the final product as prototypes. However, there are a large number of prior literature referencing
UI mock-ups that consist of abstract graphics as low-fidelity prototypes, and even consider sketches as
prototypes. Please see Section 2.1.4 for a detailed discussion.
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1.2 Overview

This dissertation will be organized as follows: We begin with reviewing background
knowledge and relevant research in Design, HCI, and ML communities about sketching and
prototyping. We will then describe in the following chapters sketch-generation and prototype-
generation systems that we contributed in detail. Finally, we conclude this dissertation with
high-level takeaways from these research projects and outline important future avenues of
research. We include a brief overview of all projects and systems presented in this dissertation
in Figure 1.1.

Chapter 2 provides background information about creative processes, tools that support
these processes, and the application of sketches and prototypes in these processes. It also
provides a technical prior of various DL techniques and datasets that could be useful for
modeling sketches and prototypes.

Chapter 3 surveys recent work relevant to the research in this dissertation. In the HCI
research literature, this includes systems for sketching and prototyping support such as auto-
mated sketching tutors and assistants, sketch-based prototyping tools, and generative design
applications in specific domains. We additionally review related work in recent ML research
literature in this chapter, which includes models that enabled style transfer, natural image
generation, sketch generation, scene and document layout generation, 3D model generation,
and interactive conditional generation and editing of visual content.

Chapter 4 describes Sketchforme, the first system presented in this dissertation. Sketch-
forme can generate individual scenes with multiple sketched objects given a single natural
language description. This chapter describes the implementation of Sketchforme and presents
both quantitative and qualitative analyses of the sketches generated by Sketchforme. It
additionally describes a few applications enabled by Sketchforme in detail, validating and
showcasing the utility of Sketchforme-generated sketches for language learning and assistive
sketching.

Chapter 5 describes Scones, which built upon the text-to-sketch task and system ar-
chitecture introduced by Sketchforme to perform iterative generation of sketches from text
instructions. This chapter describes the Transformer-based system architecture of Scones
that allows it to consider previous scenes in addition to text instructions as inputs, conse-
quently enabling its new iterative scene sketching ability over Sketchforme. We then report
Scones’ quantitative and qualitative performance in composing scenes and sketching objects.
We additionally describe a web-deployable system supported by Scones towards the end of
this chapter. This system was used in our user study with Mechanical Turk users on sketch-
ing with Scones iteratively through natural language. We report findings from this study and
important features suggested by our users for both Scones and future human-AI co-creative
systems to implement.

We then move beyond non-expert sketches to investigate professional design domains in
Chapter 6. We introduce several DL methods that can create UI prototypes in the form
of design mock-ups from text descriptions. We describe the dataset choices, pre-processing
procedure, model architectures, post-processing and filtering techniques, and mock-up ren-
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dering pipeline of these methods. We additionally define a novel benchmark that consists of
a set of metrics addressing three main aspects of text-to-UI task success: Well-formedness,
Relevance, and Diversity, to systematically evaluate our approach against prior and future re-
search in this area. We then report quantitative results of our methods on the newly-defined
metrics and present qualitative examples of UI mock-ups created by our models. Towards
the end of this chapter, we report expert UI/UX practitioners’ preferences and opinions in
a user study about the quality and utility of the generated and retrieved mock-ups.

Computational Generation

274

Sketchforme
(Chapter 4) 

Words2ui
(Chapter 6)

System

a horse under a tree.

Scene Sketches

Designer/Developer

System

sign in page.

UI Mockups
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Drawing
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Text Description

Non-expert

System
Modified Scene Sketches

Non-expert

Text Description

Text Description + Previous Scene

Drawing

UI/UX Design

put a campfire 
under the balloon.

Figure 1.1: Overview of all projects presented in this dissertation.

Finally, in Chapters 7 and 8, we conclude the dissertation with some high-level take-
aways and themes that are common across the proposed computational systems. We also
further paint the landscape of future research in this exciting area of generative sketching
and prototyping.

1.3 Statement of Prior Publications and Authorship

This dissertation contributes multiple projects with core ideas and research progress pre-
viously published at various venues. Sketchforme (Chapter 4) was published at the UIST
2019 conference [77] as a full paper. Scones (Chapter 5) was published at the IUI 2020
conference as a long paper [80] and done in collaboration with Google Research. Scones
was also included in a chapter on Sketch-based Creativity Support Tools using Deep Learning
in the Artificial Intelligence for Human Computer Interaction: A Modern Approach book



CHAPTER 1. INTRODUCTION 6

published by Springer in 2022 [81]. Chapter 6 contains work on text-to-UI generative models
published at the Computational Approaches For Understanding, Generating, and Adapting
User Interfaces Workshop at the CHI 2022 conference [79] and done in collaboration with
Google Research. I am the first author in all of the aforementioned papers and book chapter,
but this research would not have been possible without the assistance of my collaborators. I
am especially grateful for the guidance of my faculty advisor—John Canny, and my industry
mentors—David Ha and Yang Li, who are also co-authors of most of the aforementioned
papers and book chapter. I also appreciate the research and software development support
from Eldon Schoop on Scones, and Gang Li and Xin Zhou on text-to-UI generative models,
who are also co-authors of the respective papers. Finally, I would like to specially acknowl-
edge my mentee Luming Chen for contributing the TranSketch dataset as an extension to
Scones (described in Section 5.6), and Luming had also completed a master’s thesis on this
topic [23]. I reflected all of my collaborators’ support by using ‘we’ throughout this disser-
tation, with the exception of Chapter 7 which reflects my personal opinion and speculation
on future research opportunities.
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Chapter 2

Background

In this chapter, we provide the necessary background for understanding existing types and
approaches of support towards creative processes that involve sketching and prototyping, and
the technical approach developed recently to model data formats that are commonly found
in these processes. We additionally review some datasets, which are important prerequisites
for deep-learning (DL) systems to support these processes.

2.1 Sketching and Prototyping in Creative Processes

Sketching and prototyping are central to many creative processes, supporting activities
in many creative fields. In the context of this dissertation, we center our discussion on how
systems might support the creative processes of non-expert sketching and user interface (UI)
design. Note that sketching is often defined as the modern-day practice of creating quick and
free-hand drawings that only emphasize general shapes, which is consistent with the usage
of this process in design fields. However, the products created by this process are often line
drawings (or line art) which can trace their roots to earlier art forms [129].

2.1.1 The History of Sketching and Its Significance for
Communication, Self-expression, and Art

Sketching processes, one of the main types of creative processes that this dissertation
aims to support, often produce line drawings as their primary artifacts. Line drawings
have deep roots as one of the earliest communication media and art forms, manifested as
prehistoric cave paintings in the Upper Paleolithic period [69, 71, 144, 182]. They were
used by humans at the time for artistic expression of their imaginative worlds [129] and
practical, utilitarian records of life events [153]. Some of these paintings are hypothesized
by researchers to have been specifically designed to reflect the acoustics of their physical
locations within caves, allowing cross-modality information from the physical world to be
preserved in the paintings [127].



CHAPTER 2. BACKGROUND 8

The pervasiveness of sketches in human society can also be partially reflected by the cog-
nitive development process of humans, particularly of children and infants. Multiple studies
have discovered that visual concepts were developed as early as infancy, and sketching has
therefore been used by psychologists and cognitive scientists as probes into children’s devel-
opmental processes [82, 96, 123]. Similarly, drawing has also been recognized as an important
outlet of expression among children and can uncover individual stories and experiences that
might be hard to verbalize [93].

In artistic fields, sketching and line drawing are considered to be important art forms
that aspiring artists practice extensively during their education. Starting from the 18th
century, the promotion of line drawings allowed amateurs to participate in producing art
now recognized by experts. Line drawings have been recognized as final products that many
artists are known for (e.g., John Constable [90], Pablo Picasso [108]). Moreover, the processes
of creating many types of more sophisticated art forms often start with artists sketching the
general structures and compositions of the final products [49] before details of the art pieces
are filled in, making the sketching process important for artistic ideation and production.

2.1.2 Human-Centered Design Process and Artifacts

Perhaps one of the most significant use-cases of sketches and prototypes in contemporary
creative processes is in design processes across many domains. In this section, we first
provide background about definitions and examples of design processes, and then describe
the produced artifacts in various parts of these processes including sketches and prototypes.

The commonly established human-centered design-thinking (HCD) process [5] recom-
mends five steps towards a working solution to a design problem: Empathize, Define, Ideate,
Prototype, and Test. We use a simple example of building a restaurant-searching mobile
application for university students to illustrate these steps. We emphasize the definitions of
the last three steps in this section due to their high relevance to sketching and prototyping.
For completeness, however, we first briefly describe the empathize and define steps. The
Empathize step aims to be used by designers to fully understand and engage with target
users about their problems in their context. In our example, designers might recruit univer-
sity students and discuss with them about their current pain points and difficulties in using
existing solutions for finding local restaurants. Based on the results of the empathize step,
the Define step aims to clearly frame the design problem and document requirements for
the potential solution. In our example, designers would describe requirements such as users’
need to see current wait times of restaurants nearby.

Following the empathize and define steps is the Ideate step, in which designers are sug-
gested to generate many potential ideas that might solve the concerned design problem.
Designers are recommended to diverge and explore a great breadth of concepts and ref-
erences as starting points and resources for the next steps of the design process. In our
example, this might lead to the ideas of using map-based and list-based layouts to display
restaurants located around the user.
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In the Prototype step, designers need to translate concepts and ideas formulated in the
previous steps into prototypes. Prototypes are design artifacts that provide certain degrees
of resemblance to the final potential solutions. They should embody ideas and concepts con-
verged and chosen from previous steps and allow designers to experience potential solutions,
reason about their merits and disadvantages, and compare them between various candidate
solutions. In our example, this would represent the process of actually building out map-
based and list-based layouts in a mobile form factor to demonstrate their appearance and
functionalities. Given the high relevance of this step to targeted design artifacts that our
systems aim to support (i.e., prototypes), we include a detailed discussion of prototyping in
the human-centered design processes in Section 2.1.4.

In the Test step, prototypes created in the prototype step are used to solicit feedback
from targeted users. Note that on many occasions, these testing activities overlap with the
empathize step such that this provides ‘another opportunity to gain empathy for the people
you are designing for’ [5]. In our example, this would represent taking several completed
prototypes to the targeted users (e.g., the university student recruited in the empathize step)
to solicit their opinions and/or record quantitative statistics with them performing a task
representative of the real use-cases of the design. This could potentially lead to another
Empathize step, and this overlap highlights the non-linearity of the overall design process,
such that these activities can repeatedly happen in various orders until a final design solution
has been developed and built.

Throughout this design process, numerous artifacts in various modalities would be used
by designers to iteratively ideate, create, communicate, reason, and compare design ideas.
Some of the most commonly used artifacts in the Ideate step are sketches, which allow
designers to quickly express and discuss design ideas without committing to other irrelevant
details of the ideas. As they move through the design process, low-fidelity and high-fidelity
prototypes1 that include greater details of proposed design solutions would be used to more
comprehensively evaluate the solutions. This leads to our investigation of the possibility for
computing systems to generate these important and applicable artifacts to aid in the design
process. In addition, natural language is frequently used in the earlier empathize and define
steps in interviews and requirement documentations. This leads to natural language being
a primary form of human guidance supported by systems proposed in this dissertation.

Before we dive into the specific discussions of these artifacts, it is important to note
that this is not the only model for design processes. However, many of the steps defined by
this process model are echoed by other processes, including the design process described in
influential design literature [134], practical design thinking recommendations by IDEO [37],
and a mobile app design process [189] adapted from the famous and widely applicable Total
Design method proposed by Pugh [145]. This mobile app design process includes specifi-
cation, conceptual design, prototyping, and testing phases that share similarities with the

1Some definitions of prototypes include sketches as a type of prototypes, widely defining a prototype as
‘any representation of a design idea, regardless of medium’ [75]. We separate the discussion of sketches due
to its distinctiveness in form compared to the mockup-based prototypes that we produce in different systems
introduced by this dissertation.



CHAPTER 2. BACKGROUND 10

Ideate, Prototype, and Test steps discussed above. Hence, we believe the artifacts produced
in the HCD design process discussed above are applicable to design processes in many other
domains.

2.1.3 Sketching in Human-Centered Design

Sketching is commonly used by designers today to expand novel ideas, visualize abstract
concepts, and rapidly compare alternatives. Its involvement and utility in multiple facets
of design have been extensively documented by work in the design research community,
including architectural and product design [31, 72, 109]. Sketching, or working in visual
media, is considered a core competency and critical skill for designers to master [30]—
researchers have shown through interviews and conversations that possessing great sketching
skills is one of the most important characteristics of prominent designers [29, 31, 109]. Hence,
sketching tutorials have been included in many design textbooks and courses in the training
curriculum of designers [19, 160]. The abstract nature of sketches solicits feedback discussed
at a high level, without burdening the designer with creating and consuming lower-level
details and prevents premature commitment to a particular idea. This allows designers to
more comprehensively consider and explore different alternatives, resulting in better final
designs. Thus, sketches are often used primarily in the earlier steps in design processes, such
as the Ideate step discussed above in Section 2.1.2.

Sketches produced in design processes, while often are earlier manifestations of more de-
tailed and higher fidelity design artifacts and prototypes of the same design idea, are used
themselves as artifacts of the design processes [41, 67]. One primary usage of sketches in
design is to visually represent the intended design solution in an abstract manner, serving the
important purpose of allowing reinterpretation and exploration among designers themselves
and among members of design teams [41, 146]. Sketches allow designers to consider potential
physical and geometrical configurations of design solutions relevant to their problem contexts.
Because of this, sketches on their own can also take different levels of fidelity and formalities
depending on the levels of completeness of the design solutions and the levels of decision
needed to be further made on them, ranging from simpler line drawings depicting overall
concepts of the products, to technical sketches that specify constraints for manufacturing
prototypes. Note that the definition of sketches can also expand beyond visual representa-
tions of final design solutions, to hand-drawn diagrams, symbols, numbers, and texts that
explain various aspects of the solutions [30], such as those in system design flowcharts. Such
heterogeneity is considered by an early computational system that separately processes each
type of sketches to fully support free-form sketching in design [124].

One prolific lens in design research towards sketches is considering them as a communi-
cation medium, which could be a natural extension of drawings being used to communicate
hard-to-explain visual and physical ideas discussed in the previous sections. Ferguson identi-
fied three classes of sketches in the context of communication in engineering design: thinking
sketches for individuals to ‘guide nonverbal thinking’; prescriptive sketches to dictate instruc-
tions towards more complete drawings; and talking sketches for interaction among members
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of groups and teams [44]. Other researchers have also noted similar use-cases of sketches
in design to generate, communicate, analyze, and retain design ideas and solutions [169,
181, 183]. Researchers have additionally noted the important usage of sketches as boundary
objects [41, 67], which are artifacts that support groups with different levels of expertise
and understanding of context to communicate effectively. Most relevant to this dissertation,
Neilson and Lee observed complex inter-dependency between natural language and sketches,
and that designers frequently use them in combination in design activities [133]. This further
motivates our proposed systems in supporting natural language as a form of human guidance
for sketching. Overall, all of these definitions of sketching as a communication tool reinforce
the pervasiveness of sketches as artifacts in design processes in diverse domains.

Following the documentation of the frequent use of sketches in design processes, re-
searchers have also investigated the relation between design outcomes and the degree of
usage of sketches. There is some evidence that points to the positive correlation between
levels of sketching and positive design outcomes in university engineering design courses.
This is especially due to their roles in encouraging design exploration and lowering cognitive
workload when reasoning about potential solutions’ effectiveness. There are many other
prior research works that describe the important roles of sketching in design that we are
unable to include. Review articles written by Eckert et al. [41], and Purcell and Gero [146]
are good starting points to these works.

2.1.4 Prototyping in Human-Centered Design

Prototyping usually follows after different design ideas are sketched out and explored,
and when the team has decided on a more concrete design (or few candidates) to proceed
with. This is also reflected by the Prototype step defined in the human-centered process
example in Section 2.1.2 that follows the Define and Ideate steps.

Prototypes are the primary artifact created during prototyping (as the name obviously
specifies). There are many definitions, properties, and taxonomies of prototypes available and
published, and we discuss several that are relevant to human-centered design. Beaudouin-
Lafon and Mackay define a prototype to be a tangible artifact that concretely represents
individual parts or the entirety of an interactive system, and that participants in the design
process can use these artifacts to envision and reflect on the final system [12]. It is thus clear
that prototypes usually refer to artifacts that are of greater detail and with more realized
properties than sketches, and are used for evaluating and reasoning about the final concrete
effects that certain design solutions have on their problems.

To further understand the types of prototypes used in design processes, we consider
Beaudouin-Lafon and Mackay’s definition of four dimensions of prototypes [12]:

• Representation, which is the form that the prototype is presented in (e.g., sketches,
CADmodel renderings, or user interface (UI) mock-ups with abstract colored graphics).
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• Precision, which is the level of details that the prototype was created with. This could
be thought of as similar to the definition of level of fidelity commonly used in design
literature (e.g., low-fidelity wireframes vs. high-fidelity screenshots for a mobile app)2.

• Interactivity, which describes the amount of interactive behavior implemented in the
prototypes and the degree that users can interact with the prototype.

• Evolution, which describes the expected life cycle of the prototype. This refers to
whether it is designed to be reused and redesigned iteratively or to be thrown away
after a single use.

Using this framework, we discuss several types of prototypes commonly used in design.
To begin with prototypes with the lowest fidelity and with great connection to sketches, paper
prototypes are commonly used by designers to quickly turn design sketches into ‘interactive’
prototypes to evaluate their design solutions on realistic tasks [177]. A paper prototype
consists of a hand-drawn (often in sketch-like form) or printed version of the prototype on
paper. The user would perform the target task on pieces of paper with the printed or hand-
drawn interface (e.g., tapping on the paper if the target task is tapping on a mobile device in
an app), and the designer or practitioner usually accompanies the user in the whole process
and plays the role of the ‘computer’ to rearrange the pieces of paper of the prototype to
reflect interactive behavior of the app. Paper prototypes have the advantage of being low-
cost and can be quickly created, leading to quick iterations and explorations of many design
ideas. Paper prototypes can thus be considered to have low precision, moderate interactivity,
and are designed to be thrown away after single or very few uses.

Following paper prototypes, low-fidelity (Lo-fi) wireframes and mock-ups are prototypes3

frequently used in the UI design process [9, 177, 189]. A mock-up defines the layout of a
certain page in a UI, describing the exact positions of various types of UI elements and
widgets (e.g., buttons, text fields, etc.). These elements are contemporarily represented
with graphics that depict various types of elements and template text, giving a mock-up
a slightly more polished and refined quality than a sketch. One main purpose of mock-
ups is to concretely define the relative and absolute sizes and positions of various elements,
which affect the aesthetics and usability of the UIs that the mock-ups reflect. Hence, the
mock-up representation allows designers and testers to more concretely analyze and evaluate
their design solutions and envision final end-products produced from them. Mock-ups and
wireframes themselves are often not directly interactive, but they can be augmented with the
paper prototyping technique to add interactivity by printing out the mock-ups or wireframes
and having the designer act as ‘computers’ [177].

2The definition of fidelity, however, has the additional reference of comparing to final systems, while
precision only describes the state of content in prototypes concerned.

3There are contemporary definitions that consider prototypes only as high-fidelity artifacts that are com-
parable to the final product for differentiating them against low-fidelity prototypes in the form of sketches or
abstract graphics. However, we follow the definition of prototypes mentioned above and consider wireframes
and mock-ups to be prototypes that help designers envision the final to-be-built products.
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Towards the end of the prototyping process, high-fidelity prototypes are produced. These
prototypes could be complete UI screenshots with partially programmed behavior of a mobile
app [189], or a physical prototype for a mechanical structure [20]. These prototypes have
similar or equal properties in the four dimensions discussed above as the final design solution.
Some of these prototypes might even be reused as final design solutions, given the high
effort typically associated with creating them. As such, the design research community has
explored and employed various techniques to reduce the effort of coming up with relevant
high-fidelity prototypes [20, 78], aiming to encourage further design exploration in this high
level of fidelity.

The latter part of this dissertation explores the generation of low-fidelity UI prototypes
in the form of mock-ups, with a moderate level of details, and no interactivity since these
wireframes primarily serve the purpose of evaluating the aesthetics and usability associated
with the placement and sizing of UI elements. Nevertheless, it is important to note that
there are many other types of prototypes, creating numerous future research opportunities
in this area to be pursued. We would also like to highlight an orthogonal perspective of
modeling the characteristics of prototypes based on their purposes, which can be useful for
ensuring the generated prototypes achieve their intended objectives in design processes [75].

2.2 Creativity Support

To support creative activities which include the aforementioned design and artistic ac-
tivities that involve sketching and prototyping, HCI researchers have developed a class of
Creativity Support Tools and has since been established as a prolific research sub-field. In
this section, we review some fundamental concepts and frameworks about creativity and
their relations to creativity support tools that have been built upon these definitions. We
further discuss the applicability of the larger theme of human-machine collaboration to these
tools given the highly human-driven nature of creative activities in the past, and our disser-
tation can be considered as an investigation of human-AI collaboration in this space. Note
that this section focuses primarily on the background of creativity support tools. We will
further describe specific creativity support tools developed by researchers relevant to this
dissertation in Chapter 3.

2.2.1 Definitions of Creativity

The fundamental paper on Creativity Support Tools written by Shneiderman presents
three definitions of creativity that influenced the types of support tools being developed. We
provide a brief overview of these definitions in this section and refer interested readers to the
original article [175] for an in-depth discussion on this topic.

The first definition of creativity originates from structuralists, which ‘believes people can
be creative if they follow an orderly method’. This definition results in creativity support
tools that help people manage their information and artifacts explored in creative processes,
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and help them quantify their progresses towards solutions. An example tool that falls into
this category would be a structured exhaustive search and optimization tool for the param-
eters of light-bulb designs.

Inspirationalists instead define creativity to originate from departure from familiar struc-
tures. Exploration of unrelated problems and viewing of random stimuli (such as photos)
are encouraged by this definition of creativity. Some example tools that are inspired by this
school of thought include design screenshot libraries and sketch-based interfaces that afford
free-hand drawing.

The final school of thought on creativity originates from situationalists, which considers
creativity to be primarily social, and investigates the social connection of creative individuals
to friends, family members, and mentors. This definition of creativity has encouraged the
development of social creativity tools such as emails and blogs, facilitating collaboration on
creative problems.

2.2.2 Target Applications and Users

Given these definitions of creativity, Shneiderman further defines a genex (GENeration
of EXcellence) framework on four phases of creative activities where support is needed [174]:

• Collect, in which users ‘learn from previous work stored in libraries, the Web, etc.’.

• Relate, in which users ‘consult with peers and mentors at early, middle and late stages’.

• Create, in which users ‘explore, compose and evaluate possible solutions’.

• Donate, in which users ‘disseminate the results and contribute to the libraries’.

With this framework of different phases of creative activities, we review some general
and notable applications that support each of these phases proposed by Shneiderman. Note
that as the area of creativity support tools is closely relevant to our dissertation, we include
related work specific to sketching and prototyping processes in Chapter 3.

Examples of tools supporting the Collect phase include the families of browsing and
searching tools through digital libraries. More recently, search engines (e.g., Google and
Bing) have been frequently used as the first sources of inspiration for many creative activities.

In the Relate phase, emails and discussion threads can serve as great asynchronous tools
to solicit feedback from the users’ peers and mentors. These tools have lowered the time and
cost of communication compared to non-digital methods, hence supporting and encouraging
users to consult with peers and mentors more frequently.

A large number and variety of tools have historically been designed to support the Cre-
ate phase. Authoring tools are a major type of creativity support tools aiming to support
this phase. Some representative examples of these tools are Adobe Photoshop, Microsoft
Office, and Apple Final Cut Pro. These tools improve workflows for composing creative ar-
tifacts including poems, illustrations, photos, and videos. Moreover, ‘What-If’ tools, such as
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spreadsheets with macro support, are a family of software tools that support the exploration
of possible solutions based on the structuralist perspective of creativity. For example, busi-
ness planners and analysts can author macros in spreadsheets to quickly explore a variety of
potential scenarios and solutions.

To help disseminate results created in creative activities, communication tools were de-
signed to support the Relate phase, such as Email and Listservs. In addition, digital libraries,
scientific journals, and newsletters can all be used to effectively distribute creative work.

The systems presented in this dissertation mostly support the Create phase, by modeling
the creation process itself using DL models and systems. These systems allow users to
more easily create sketches and prototypes with alternative methods of specifying their
requirements (i.e., natural language). However, some of the related work also contributed
by the author of this dissertation in UI and 3D model retrieval presented in Chapter 3, can
also support the Collect phase and help users find relevant prior examples of designs.

Finally, we would like to note that while it appears the discussion about creativity sup-
port tools in this chapter primarily surrounds professional applications, amateurs also need
to engage in creative activities. There have been prior works exploring tools supporting
amateurs’ needs which are often different from experts [32]. One notable area of research
is end-user programming support [100]. This area aims to support non-experts to create
usable computer programs customized to their own needs by themselves, and this paradigm
has been extended and applied to creative use-cases [11]. Several systems introduced in
this dissertation also aim to support non-experts’ sketching and drawing process, such as
Sketchforme (Chapter 4) and Scones (Chapter 5).

2.2.3 Human-Machine Collaboration and Mixed-Initiative
Interfaces

Earlier creativity support tools were often developed in a way that these tools primarily
take assistive and passive roles in users’ creative processes. In the examples listed above,
such as authoring tools (e.g., Adobe Photoshop) and communication tools (e.g., email), users
typically take the initiative in performing the task, meaning that they are usually the sole
party that proactively creates [38] and contributes to solutions [118] that drive the task
forward [135].

On the other hand, humans and computational systems have been more actively collab-
orating in many domains, with machines contributing significant knowledge and effort to
collaborative tasks at hand with the Human-Machine Collaboration paradigm. One of the
earliest manifestations of this paradigm can be found in AURA (AUtomatic Reasoning As-
sistant), a system that assisted mathematicians in finding proofs automatically [40]. While
AURA was originally designed to be an assistive system that validates humans’ intuition in
mathematical proofs, the actual workflow in-place showed that AURA had contributed new
knowledge with its behavior in computational experiments. In more recent research litera-
ture, human-in-the-loop machine learning (ML) has gained extensive attention—researchers
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have adopted this method to improve data quality of object annotations [163] and to de-
sign novel model architectures [171]. Interactive machine teaching was introduced as a new
human-in-the-loop ML paradigm that allows humans to directly ‘teach’ target task knowl-
edge to complex ML models, resulting in semantic and debuggable models [152]. Beyond
making theoretical and technical advancements in the fields of Mathematics and Computer
Science, the human-machine collaboration paradigm has also been applied to domain-specific
computational systems to assist experts in diverse fields in their tasks. These systems have
aid in performing surgery [137], monitoring health of building structures [131], moderating
discussion content [86], and composing music [159]. We recommend interested readers to
review proposed frameworks of human-machine collaboration [59, 125], and a taxonomy for
these collaborative systems [176].

With such broad application of the human-machine collaboration paradigm, Human-
Computer Interaction (HCI) researchers have built mixed-initiative interfaces [65, 74] that
foster a human-machine collaborative approach towards interacting with their users. The
LookOut system is an early example that can intelligently help users manage appointments
between calendar scheduling and email correspondence [74]. With algorithmic and techni-
cal advancements in computational systems, recent approaches have built upon the mixed-
initiative framework to develop mixed-initiative creative interfaces [38], supporting creative
activities such as game-level-building [38], icon design [118], information discovery [97], and
storytelling [118]. In these activities, humans and machines collaborate to determine the
exploration process without either humans or machines making decisions alone and both
contributing to the final outcome. In an example game-level-building tool, the AI would
determine the playability of certain levels and hence steering the creation process.

This dissertation was inspired by the thread of research in both human-machine collab-
oration and mixed-initiative creative interfaces. With recent technical advancements in DL,
we can introduce more effective and powerful mixed-initiative interfaces that can further
stimulate users’ creativity through human-AI collaboration. For example, the generation of
a large variety of free-hand sketches was only made effective after DL was introduced, and
tying these sketches to text descriptions also requires advancements in DL-based natural
language processing techniques. We believe the introduction of text-to-sketch tools (i.e.,
Sketchforme in Chapter 4 and Scones in Chapter 5) in this dissertation can elevate the level
of human-AI collaboration, providing users with further creative inspiration through the
generation of realistic, coherent, and relevant sketches.

2.3 Transformers

Advancements in DL have led to new effective model architectures for handling sequential
data and artifacts common to sketching and prototyping. The recent state-of-the-art family
of DL models for handling sequence data in many domains is Transformers [184] that utilize
the attention mechanism. This section will describe the attention mechanism and other
technical components used in the Transformer architecture by walking through a concrete
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example of modeling a sketch artifact. We will additionally describe several other common
applications in the DL research community that are built upon Transformers. Note that this
section only describes the core components of the Transformer architecture, and we refer
interested readers to a complete description of the architecture in the original paper [184].

2.3.1 Notation and Task

We first introduce notations and the example task that help us better explain the tech-
nical details of Transformer models. Sketches and prototypes are commonly represented
sequentially. For instance, one common way of encoding the sketching process is considering
it as a sequence of pen events in a chronological order, where each event is the state of the
pen including the displacement from the previous event and whether the pen was kept on the
canvas so that it forms a drawn stroke on the canvas from the previous point. Alternatively,
this event could be just a movement towards the starting point of the next stroke without
the pen touching the canvas, or the end of the whole sketch sequence. Prototypes can also
be considered as a sequence of semantic elements (e.g., UI elements including text fields and
buttons, for UI/UX design) of various positions and classes on the canvas.

Without loss of generality, we consider a sketch with multiple pen events. As mentioned
above, each pen event e can be considered as the displacement (δx, δy) from the previous
point, and a pen action event (p ∈ {down, up, end}). We then encode a sketch S as a
sequence of n sequential events:

S = {ei|i ∈ 1...n}, ei = [δxi, δyi, pi]

If we normalize the displacement coordinates against the size of the canvas, we can
bound δx and δy between 0 and 1. The pen event p can be considered as a categorical
attribute encoded with a one-hot vector. Alternatively, for a prototyping task, we can
similarly consider a sequence of UI elements by replacing δx, δy with the absolute coordinates
of the elements on screen x, y, and replacing the action event with the semantic classification
of the particular UI element (e.g., text field, button).

One critical example task we can then consider is the autoregressive modeling of pen
events, which corresponds to the next-event prediction task. This task is important because
solving it allows us to generate sketches from scratch by generating pen events sequentially, a
novel capability first solved by DL in [62]. To formalize this task, we represent the probability
of a certain pen event at time-step i + 1 (the next event) given all the previous pen events
up to time-step i as follows:

P (ei+1|e1...ei)

If we consider a Transformer model with the parameters θ, and attempt to model this
distribution with the model, the definition of this distribution becomes:

p(ei+1|e1...ei) = Wout(bi), bi = Transformerθ(e1...ei) (2.1)
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where bi is the output embedding of the final layer at the last time-step (i) in the Trans-
former network, and Wout is the output projection layer that projects this embedding to
form a distribution of the next pen events4.

2.3.2 Building Blocks of the Transformer Network

We further explain the process of computing bi by the Transformer model in Equation 2.1.
Each Transformer model consists of l blocks/layers (TBlock). These blocks are stacked
against each other and take the outputs from the immediate previous blocks as inputs. We
use an additional index (k) to represent the k-th block in the Transformer, this is combined
with the time-step index (i) to represent data at a certain layer for a certain time-step.

The first block in a Transformer (TBlock1) uses a projection layer Win to convert raw
inputs e to an embedding. It additionally adds a Position Embedding (PE) to the input to
indicate the time-step position of the current input. This embedding is only computed based
on the index value (i) of the input token. Formally, this is recursively defined as:

oi,k = TBlockk(ii,k), ii,k =

{
Win(ei) +PE(i) if k = 1;
oi,k−1 otherwise (k = 2...l)

(2.2)

Then, for the entire Transformer, the output of the entire network would be the output
of the last layer at a certain time-step (i):

bi = Transformerθ(e1...ei) = oi,l (2.3)

We would like to remind the readers that we have so far only been considering the
output of a single time-step (bi), and as shown in the above formula, the only direct input
dependency of this time-step is the raw input from the previous time-step at the first layer
(ei). We will further address how Transformer models consider other time-steps’ inputs with
the following description of a Transformer Block.

From the above formulas, it is thus apparent that the main structural building blocks of
the Transformer model would be the input embedding layer (Win), the position embedding
layer (PE), and the Transformer Block (TBlock). The input embedding layer is usually
modeled as a learnable, linear fully-connected layer. We explain the Transformer Block and
the Position Embedding in detail in the following Sections 2.3.3 and 2.3.4.

2.3.3 Transformer Block

Each Transformer block consists of two main sub-components: 1) the multi-head at-
tention layer (Attn), and 2) a feed-forward network layer (FFN). These two blocks are

4It is also reasonable in many cases to consider Wout as a part of the Transformer architecture, we
separate this layer out for the better discussion of various choices of output parametrizations, such as those
discussed in Section 2.4.
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combined by stacking the feed-forward network layer on top of the multi-head attention
layer:

TBlock(ii) = FFN(Attn(ii)) (2.4)

Note that the indexing of a Transform Block could be applied further to each of these
sub-components, and that these blocks in a Transformer model learn l different sets of
weights.

Multi-headed Attention

The crucial aspect of handling sequence data is to model the relation and structure
between various data points in the sequence. In our example described above, this would be
the relations between various pen events at different time-steps in the sketch sequence. Prior
to the introduction of Transformers, recurrent neural networks (RNNs) have been handling
such relations using a single, fixed-length internal state that is carried forward through the
encoding of data at different time-steps in the entire sequence. However, as shown in the
equations defined in Section 2.3.2, such dependency is not directly modeled as inputs to any
of the main components of a Transformer model.

In Transformers, this relation is handled using key-query-value attention mechanisms.
At a high level, the inputs of each time-step in the sequence (ii) will be used to find other
similar inputs (ij) based on a similarity function learned by the model, and the subsequence
output (ui) at that time-step is determined by a weighted average of similar inputs and itself:

ui =
∑
j∈1...i

A(ii, ij) (2.5)

This allows the Transformer to model inter-dependence and structure in the sequential
data by grouping relevant data points together. The specific mechanism (A) works as follows.
Given all input data in the sequence up to i (i1...ii), the attention layer A computes three
types of learned embeddings for a single input ii. They are considered as key ki with
dimension dk, query qi with dimension dk, and value vi with dimension dv specifically with
their corresponding embedding layers. Note that this embedding layer is shared across all
events.

Then, for a certain input ii that produces the query qi, other inputs are attended to by
taking the dot-product between each query qi against all other keys kj (including itself).
This will be considered as the similarity between that particular input (ii) and other inputs
(ij, j ∈ {1...n}). These similarity values are then rescaled using a softmax layer (and the
constant

√
dk for numerical stability) to form a probability distribution. The distribution

parameters will then be used as weights to be multiplied with all the value embeddings vj.
Expanding this into a formula:

A(ii, ij) =
exp(qi(kj)

T/
√
dk)vj∑

k∈1...n exp(qi(kk)
T/

√
dk)

(2.6)
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We can parallelize this computation by collecting the K matrix for all keys, where each
row kj is generated from ij, j ∈ {1...n}, and similarly V matrix where each row is vj, j ∈
{1...n}, forming the final output (ui):

ui = softmax(
qiK

T

√
dk

)V (2.7)

qi ∈ R1×dk , K ∈ Rn×dk , V ∈ Rn×dv

This computation is repeated on inputs at each time-step (ei) across the entire sequence,
forming the final output matrix O composed of all outputs corresponding to each time-step
in the sequence (oi). Note that this computation can be further parallelized by feeding in
the stacked Q matrix in the previous equation. In practice, each event is also composed of
multiple m keys, query and value projections (i.e., ki,a, qi,a, vi,1, a ∈ {1..m}) referred to as
m attention heads, but this can also be parallelized in modern computational architectures.
We omit the description of both parallelization steps for clarity of our explanation of the
attention mechanism.

This weighted output is then added to the original inputs (i.e., residual connection [63])
and then normalized using Layer Normalization [8], generating the final output of the atten-
tion layer (ai):

ai = Attn(ii) = LayerNorm(ui + ii) (2.8)

Feed-Forward Network

The outputs of the multi-headed attention mechanism (ai) are then further processed
through a feed-forward network. This network consists of typical fully-connected layers
of various configurations. The original Transformer uses two linear transformations and a
single ReLU layer, followed by residual connection and layer normalization. Using this as an
example, the final outputs from the feed-forward network (oi) are:

oi = FFN(ai) = LayerNorm(max(0, aiW1 + b1)W2 + b2 + ai) (2.9)

Other activation functions and configurations of normalization layers have also been
explored. Prior works have added normalization at the input side instead of at the output
side and used GeLU as the activation function instead of ReLU [148].

2.3.4 Position Embeddings

A significant characteristic of only using attention mechanisms to model sequence de-
pendencies in Transformers is its lack of the notion of ordering. This is because all inputs
are fed through the same embedding layers and correlated with dot-product-based atten-
tion layers, which is an inherently unordered computation. This is in stark contrast to prior
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approaches, where orderings are either preserved through the hidden state in RNN-based ap-
proaches with inputs processed sequentially, or are preserved through the model architecture
in Convolutional Neural Networks using fixed windows. However, the ordering information
remains important in solving many tasks.

To alleviate this issue, the ordering information is injected into Transformers using a
position embedding layer which gets added to the other inputs of the Transformer. More
recent architectures have implemented a learned position embedding, meaning that it learns
an embedding layer (WPE) that converts each position in the sequence to a unique and
learned de-dimensional vector. This means the embedding layer would have learnable weights
of size n×de, with n being the maximum length of the sequence data (or maximum ‘context
window’ length for a particular task). We can then consider the conversion as retrieving the
row embedding weights at row i for each time-step i:

PE(i) = rowi(WPE), WPE ∈ Rn×de (2.10)

Other options of position embeddings have also been investigated. Some notable exam-
ples include fixed multi-frequency sine-cosine functions [184] and relative position embed-
dings [173].

One important aspect of the position embedding component is that the embeddings do
not have to be assigned with time-step index values of the inputs. Other relevant information
to the attention mechanism, such as the absolute x and y coordinates of pen events in the
sketch sequence, can be similarly used for position embeddings to encode similarity and
proximity in spaces other than time. Moreover, a special case of this consideration of position
embeddings is the lack of position embeddings, in which we do not consider any ordering of
the inputs. This could be useful for encoding set-based inputs in a permutation invariant
manner.

2.3.5 Practical Concerns

There are several practical concerns and guidelines towards successfully training Trans-
former networks. We document some of these practices that we found to be helpful during
our investigation in this section. We found that a linear learning-rate warm-up and the
learning rate guidelines introduced by the original Transformer paper [184] are often helpful
for training. We use the Adam optimizer [99] for most of our trained models, and found
that label smoothing and weight decay regularization are also helpful for developing a robust
model.

2.3.6 Large Language Models

Building upon the Transformer model architecture described above, researchers have
scaled up this general architecture and have trained gigantic models on massive amounts of
data, resulting in impressive results in the direct modeling task, downstream tasks supported
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by pre-trained embeddings, and even in zero-shot tasks more recently. We believe this is
the result of widely available text data from the internet, the low label requirement of
self-supervised training paradigms employed by these large language models, and the great
scaling ability of the Transformer architecture. We survey some of these models and training
paradigms in the remainder of this section. Many of these models are trained to model
language data, which we would use as an example to explain the core ideas in this body of
research.

Training Paradigms

There are two general training paradigms commonly utilized by large language models:
masked language modeling and autoregressive language modeling. We first consider a data
sample that consists of a sequence of words (ei), forming a text piece S (we used the same
notation as the sketch example above for simplicity).

The first paradigm is masked language modeling, which randomly masks out a certain
percentage of time-steps. We first consider a set of masked time-steps M such that ej =
0|j ∈ M . Then, at a high level, the model is trained to maximize the probability of all the
masked tokens given the non-masked tokens. Formally, the Transformer is trained to model
the distribution of text at time-steps in M using the information from all other unmasked
tokens, which is to maximize:

Ej∈M [P (ej|{ei|i ̸∈ M})]

The first representative example using this training paradigm is the BERT model [39].
The second paradigm is autoregressive modeling, which follows the more classic notion of

language modeling where the model is trained to recurrently predict the next word given all
the previous words in a particular data sample (i.e., the same piece of text). Our example
task of sketch prediction (described in Section 2.3.1) also follows this training paradigm. The
Transformer is trained to model the distribution of text at a particular time-step i with all
information of inputs in previous time-steps {ej|0 ≤ j < i}. Formally, given a text sample
of n tokens (time-steps), the model is trained to maximize:

Ei∈1...n[P (ei|{ej|0 ≤ j < i)]

Note that to achieve this “backwards-looking-only” dependency, the keys of future time-steps
are masked (commonly named as masked self-attention) during training so the model could
not ‘cheat’, as the ground-truth is available if the sequence is not masked. The outputs of this
model are also shifted to the future by one time-step, in order to train the model to predict
data at the immediate future time-step given all data of past time-steps. Representative
examples that use this training paradigm include the original Transformer model [184] and
the GPT-series of models [16, 148].

The advantage of these two training paradigms is that they do not require any addi-
tional explicit ‘labels’ of downstream tasks, such that the models are self-supervised by large
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amounts of plain text data that is already available from the internet. Thus, crawling text
data from the internet has become a common method for developing datasets for training
these models.

Large-Scale Models

With the training paradigms outlined above, researchers scaled up the model architecture
to include an extremely large number of parameters, and trained them on large amounts of
data. One representative model, GPT-3, contains 170 billion parameters and is trained on
300 billion text tokens of web text data [16]. The underlying dataset is even larger than
the amount of data used to train the model, which means the model had not seen all data
examples once (or had not gone through a single epoch5). GPT-3 shows highly impressive
performance on numerous downstream applications without explicit supervision, and larger
models (up to 540 billion parameters [26]) and models with training data of different focuses
(e.g., conversational data [180]) have since been trained and have successfully demonstrated
the effectiveness in wider use-cases of this class of models.

Downstream Applications

From large models trained on both masked language modeling and autoregressive lan-
guage modeling, researchers have either fine-tuned or performed few-shot prompting to solve
a number of downstream tasks. Fine-tuning refers to starting with a trained large model and
continuing to train it using specific objectives and datasets that a particular downstream
application requires. Few-shot learning, on the other hand, works with an already-trained
model without further training it, but changes the specific input format (usually referred
to as ‘prompts’) and extracts solutions to tasks from the same text generation task as the
original language model.

Taking the example of a downstream task of sentiment classification of whether a sentence
is positive or negative, a fine-tuning approach involves taking the output embedding of the
last word in the sentence, and training a classification head (and potentially modifying the
original large model’s weight) to output a single positive or negative label for the sentence as
the final output. Few-shot learning, on the other hand, involves first giving a few examples
to the model in the format ‘(sentence A) is (positive / negative). (sentence B) is (positive
/ negative).’, then inputting ‘(sentence C is)’ along with the examples to the model, and
measuring whether the probability of the word ‘positive’ or ‘negative’ is higher for the next
word. This measurement will effectively become the classification result at the end, and
usually no model weights are modified in this paradigm.

Using these paradigms, researchers have first explored a wide variety of Natural Language
Processing (NLP) tasks, including sentence completion [138], story-ending selection [130] and
open-domain question-answering [92]. BERT [39] and GPT-2 [148], two earlier large language
models using the two different aforementioned training paradigms, had exceeded the then

5Epoch is defined as a single pass over the entire training dataset by ML models.
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state-of-the-art performance on almost all tasks through fine-tuning. More impressively, the
larger GPT-3, which was trained with more data, outperformed fine-tuned models in some
tasks without fine-tuning using the few-shot learning paradigm, demonstrating the great
ability of these models in achieving their original design goal—learning general knowledge
about natural language—with merely a single self-supervised training objective and a large
amount of data. Beyond natural language, most recent works have expanded the large-
language model paradigm to other domains. These domains include image modeling [24]
and text-to-image generation [151], with Transformers demonstrating impressive results in
both cases.

2.4 Mixture Density Networks

Following the consideration of model architectures, the choice of output parameterization
is also important for solving generation tasks with neural networks. While other sequence
modeling tasks, such as natural language processing, frequently use categorical distribution
and cross-entropy loss since these tasks involve picking discrete text tokens out from a vo-
cabulary, our task is slightly different: part of our task involves modeling and generating
continuous coordinates (i.e., displacement of pen events).

A naive approach is to directly predict these coordinates using deterministic, real-valued
outputs and train our model with mean-squared error. However, our task is inherently
under-specified—there could be many possible outputs given a single input, and using a
deterministic output will resolve to the mean coordinates. This means the deterministic
outputs might not be representative of actual sketching actions (i.e., two options of pen
strokes with similar length but opposite directions would resolve to a near-zero prediction).

One of the approaches we take is to model our strokes with the well-established Gaussian
Mixture Models (GMMs). At a high level, the method constructs multiple Gaussian distri-
butions around a single prediction (e.g., a continuous displacement value) and models the
final distribution by taking the learned weighted average of multiple learned Gaussian distri-
butions. This ensures the model is able to handle variations in the output space while leaving
flexibility on the magnitudes and directions of the variations through mixtures of potentially
different Gaussian distributions. Most importantly, GMMs allow us to reasonably bias the
model to consider pen events and strokes with comparable displacement values as similar.
However, since the task itself is still highly complex, we parameterize these GMMs with
the outputs of our trained neural networks. This is an established approach in prior work
named Mixture Density Network [13] and has been shown to successfully model sketches and
handwriting.

Using the same example we established earlier, we consider a single ground-truth data
point ei and the associated predicted output embedding from the Transformer bi =
Transformerθ(e). Note that this is the same output embeddings computed from the pre-
vious Equation 2.3. From this output embedding (bi), we need to model both a categorical
distribution for the action event (1 of 3 options, which has 3 parameters) and mixtures
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of Gaussians for two displacement values (i.e., δx and δy which are the displacement on
the X- and Y-axis). We found that it is often sufficiently complex and more numerically
stable to model mixtures of univariate Gaussian distributions for each axis independently,
hence ignoring co-variances between δx and δy (practically, the co-variances might already
be modeled by the Transformer itself). For each coordinate, we model its distribution with r
different weighted Gaussian distributions (i.e., mean, variance, and mixture weight for each
Gaussian distribution). Hence, the likelihood of δx and δy can be defined as follows:

p(δx, δy) = p(δx)p(δy) (2.11)

p(δx) =
R∑

j=1

Πx,jN (δx|µx,j, σx,j), [Π, µ, σ] = gi = a(Wout(bi)) (2.12)

This results in three parameters for each distribution (mean µ, variance σ, mixture weight
Π), with two coordinates δx, δy and r mixtures to be modeled, resulting in (2 × 3)r = 6r
parameters for the GMMs of coordinates and three parameters for the categorical distribution
of the action event. Thus, we project our Transformer outputs bi to gi ∈ R6r+3 using
the projection layer Wout as shown in Equation 2.12. Note that we add special activation
functions (a) for each type of parameters, such that variances (σ) are passed through an
exponential activation function to ensure they are always positive. The mixture weights (Π)
and the categorical distribution parameters are passed through a softmax function to ensure
they form valid probability distributions. The means were either passed through a tanh
function or taken linearly depending on the stability of training.

We then train the entire neural network with the objective to maximize the log-likelihood
of ground-truth coordinates log p(δx, δy) and the action events log p(pi). To train on the joint
distribution of multiple continuous coordinates (δx, δy in this case), we assume that they are
independent and take the sum of the log-likelihoods:

log p(δx) + log p(δy) = log(p(δx)p(δy)) = log p(δx, δy) (2.13)

This parameterization allows us to model and reflect multiple different stroke options
for sketching the same high-level object. We refer interested readers to a more detailed
discussion of Mixture Density Networks [13], application examples, and training processes
of them in [62].

2.5 Contrastive Learning

Relevant to modeling targeted artifacts from scratch, it is often also important to study
the problem of explicitly drawing correspondence between the two modalities of interest. As
an example, in the well-studied problem of text-based retrieval, researchers have used this
method to draw correspondences between text captions and images. Understanding such
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correspondences and subsequently developing quantifiable models of distances between ar-
tifacts in multiple modalities allow us to better measure performance of generative models
that additionally need to follow certain multi-modal conditions (e.g., text-to-sketch genera-
tion). These models themselves also allow us to enable the retrieval of artifacts relevant to
conditions, a similarly important interaction in supporting creative activities [70, 110, 157].
This is because using other artifacts as reference examples and sources of inspiration are
important and common creative practices.

One recent area of research that directly develops such correspondence is Contrastive
Learning. Instead of training DL models to classify certain data examples or to directly
model distributions of data examples, contrastive learning defines training objectives over
paired artifact data (these pairs could also be in two modalities of interest, e.g., image-caption
pairs), and trains models to embed pairs of related artifacts similarly in their embedding
spaces. This paradigm is explored by our novel text-to-UI retrieval model in Chapter 6 in
this dissertation.

To formalize the contrastive learning paradigm, we use an example problem of drawing
correspondence between UI layouts and text descriptions. Assume we have a UI layout (Ui)
and its related text description (ti), the direct goal of contrastive learning is to develop a
model f such that f(Ui) is more (numerically) similar to f(ti) than any other unrelated
text descriptions. A more ambitious but indirect goal is for the model f to learn semantic
similarity, so that groups of UIs and text descriptions perceived as similar in some aspects
can be modeled by training on merely paired data.

2.5.1 Recent Approaches

To achieve the goal(s) mentioned above, one of the most popular recent approaches is
InfoNCE [136, 178], or batch-softmax contrastive loss [54, 140]. We consider the same
problem statement as the above section and extend our model (f) to have two sub-parts
which are encoders dedicated for each of the modalities: fU for a UI encoder and ft for
a text encoder. This framework is agnostic to any specific encoder architectures, but one
can consider these encoders to be also implemented with Transformers. We then obtain the
embeddings fU(Ui) = eU,i for the UI, and ft(ti) = et,i for the text description. Note that
each e is a fixed-length, numerical embedding.

After having these embeddings, we consider a mini-batch N − 1 of other paired UIs and
text descriptions:

{(Uj, tj)|j ∈ 1...N, j ̸= i}

This produces a corresponding set of embeddings {eU,j, et,j}. At a high level, we train the
encoders fU and ft to produce similar embeddings for all paired Ui and ti, while maximizing
the distances between the embeddings of non-pairs (as mentioned by our direct goal earlier).
We minimize the following loss function to train the encoders:
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L(fU , ft) = − 1

N

N∑
i=1

(
S(eU,i, et,i)− log

N∑
j=1,j ̸=i

exp
(
S(eU,i, et,j)

))
− 1

N

N∑
i=1

(
S(et,i, eU,i)− log

N∑
j=1,j ̸=i

exp
(
S(et,i, eU,j)

))
(2.14)

where S(x, y) is the dot-product6 between x and y. One advantage of this method is
that it allows the models to consider many pairs of dissimilar embeddings. This improves
the efficiency of training and final performance of trained models.

2.5.2 Applications

This method has since been applied to many domains. Most notably, CLIP [149] uses this
training paradigm to correspond between text and images from Transformer-encoded images
and text pairs. Subsequent research has found CLIP to be highly effective in encoding not
only natural images, but also sketches and artistic images. Moreover, CLIP has been shown
to be effective in guiding unconditional generation models with its embeddings to follow
certain conditions in the form of CLIP embeddings, demonstrating the great coverage and
representation power of CLIP.

2.6 Sketch and Prototype Datasets

All of the aforementioned DL advancements would not be effective without the support
of corresponding datasets. Towards the end of this chapter, we survey several important
datasets that are relevant to our areas of interest: sketching, text-guidance, and UI layouts.

2.6.1 Sketching Datasets

To support DL-based approaches towards sketch comprehension and generation that
rely heavily on large amounts of data, researchers have crowdsourced sketch datasets of
individual objects. Most of these datasets have focused on individual instances that cor-
respond to either natural images or general semantic classes. The Quick, Draw! [91] and
TU-Berlin [42] datasets consist of human-drawn sketches for 345 and 250 object classes re-
spectively. SketchyDB provides paired images and simple sketches for retrieval tasks [168].
These datasets have been used to enable sketch generation [62] from scratch. They have also
been used to support sketch-based image retrieval [166], a well-researched modeling task and
interaction of finding corresponding visual content to sketches also relevant to UI design [78].

6Dot-product in this formulation measures similarity, which is the opposite of distance, and hence we
maximize it in the loss function to minimize the distance between corresponding pairs.
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Researchers have also explored beyond individual sketched instances to compile datasets
of sketched multi-object scenes. The SketchyScene dataset consists of sketched scenes of pre-
drawn objects transformed and resized by humans, as scene sketches are highly demanding
for users to create from scratch [198]. The developers of SketchyCOCO started with the
MSCOCO dataset and retrieved relevant instances from the Sketchy dataset, compiling them
into complex scenes [48]. Nevertheless, none of these datasets consist of sketched scenes
drawn by humans entirely from scratch. Most recently, the FS-COCO dataset consists of
complete human-drawn sketches from scratch corresponding to photos in COCO [27]. This
new dataset opens up great future opportunities in investigating research in end-to-end
recognition and generation of complex scene sketches.

Related to complex sketches consisting of multiple artistic objects, the DiDi dataset in-
troduced drawings of flowcharts and functional diagrams traced entirely by human users [52].
While users did not design the diagrams from scratch, they generated each individual sketch
stroke based on procedurally generated diagram templates. In addition to general-purpose
and non-expert sketches, the OpenSketch [58] dataset offers densely annotated sketches of
product designs drawn by professional designers.

2.6.2 Abstract Objects with Text Descriptions and
Conversations

Many research projects in this dissertation have employed a multi-stage approach, with
the first-stage model only generating abstract object representations, followed by a second-
stage model that generates sketches that fit individual object specifications. This approach
was developed to utilize the existing parallel efforts in the research community in supporting
abstract visual reasoning with natural language.

The three primary datasets that we have been able to repurpose are Abstract Scenes [197],
CoDraw [98], and Visual Genome [103]. The Abstract Scenes dataset consists of pairs of text
descriptions and scene representations, where each scene is represented by a set of abstract
objects with their attributes and classes. These scenes generally are composed of natural
objects such as animals, toys, and plants. They are created using a clip-art-based interface
by crowd-workers based on the given text descriptions.

The CoDraw dataset was developed upon scenes with the same graphical style as those
in the Abstract Scenes dataset [98]. However, instead of single text descriptions, this dataset
contains editing and interaction sequences of scenes corresponding to conversation rounds
between a drawer and a teller. In each round, the drawer maintains the same canvas and can
choose and manipulate scene objects on and off the canvas, while the teller sees a ground-
truth scene that they need to guide the drawer to recreate with natural language instructions
in a conversational interface. This creates the sequence of instruction/scene action rounds
for the conversational authoring of abstract scenes. We will describe this dataset in detail
in Chapter 5 when we describe our system Scones.

In an attempt to support a greater number of classes and a larger variety of object
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specifications, we also investigated the use of Visual Genome, a natural image dataset, to
extract text and scene object pairs from these image-caption pairs. Each image in the Visual
Genome [103] is divided into regions, and each region contains scene-graph information of
the position of various objects in the graph and the corresponding text description (e.g., “a
boat under a bridge”). Thus, this allows us to extract relevant objects and text descriptions
that originate from natural images and use them to support the first-stage models in our
early Sketchforme system to generate object specifications from text descriptions. We will
similarly describe our usage of this dataset in detail in Chapter 4.

2.6.3 UI Layout Datasets

To explore the benefit of DL models in various UI/UX design tasks, several large-scale
datasets of UI layouts have been recently developed. The primary dataset of mobile UI
designs used in many fields is Rico [34], which contains more than 72,219 UIs from 9,772
Android apps. Each UI in Rico is collected from crowd-workers’ interaction with a partic-
ular Android app (on a real device hosted in a research lab) captured using the techniques
introduced in ERICA [33]. For each UI, the dataset includes the screenshot, the user action
that led to the current and next UI in the sequence of interaction (since these are real user
interactions by crowd-workers), and the complete view hierarchy that contains attributes of
each UI element as well as the tree structure between them in the UI.

Since the introduction of Rico, many additions to the dataset have then been introduced.
Researchers have annotated interactable UI elements as one of the semantic types using
neural networks [122], detected and removed mismatched view hierarchies in RicoSCA [117],
collected paired sketches to UI screenshots in Swire [78], and crowdsourced text captions of
UIs [186]. Most recently, the first large-scale mobile app dataset for iOS apps has also been
introduced [194]. All of these datasets have supported recent research progress towards con-
ditional and unconditional UI understanding and generation tasks. We will further discuss
the datasets that are used by our proposed text-to-UI system in Section 3.4.
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Chapter 3

Related Work

The processes of generating creative artifacts, including sketches and prototypes, have
been extensively studied by prior related works in multiple research communities. The
Human-Computer Interaction community has a long history of prior work in assisting and
educating users to create better sketches and prototypes, and the Machine Learning (ML)
community has applied most recent advancements in deep-learning (DL) model architectures
to the generation of images, sketches, vector graphics, and 3D models. In this chapter, we
review some representative works from each of these research communities on each of these
topics.

3.1 Natural and Artistic Image Generation

While generating realistic natural and artistic images has been a longstanding research
goal, it is only until recent advancements in DL model architectures have these models
been able to generate realistic images almost indistinguishable by human raters. We begin
this section with reviewing the more constrained task of style transfer which follows concrete
content and style input images, and expand our survey to unconditional and text-conditional
image generation from scratch.

3.1.1 Neural Style Transfer

The discovery of Neural Style Transfer [50] has created a myriad of new research direc-
tions and artistic applications due to its impressive transfer performance. This proposed
method is able to take a ‘content’ image and a ‘style’ image and synthesize a new image
that retains the content in the ‘content’ image, such as scene objects, while presenting it in
the artistic style of the ‘style’ image. An example of this task would be to stylize a photo-
graph (‘content’ image) of a famous landmark in the style of an oil painting (‘style’ image).
This allows artists and non-expert users to easily re-express visual content artistically, which
previously required significant fine-art expertise and/or manual effort.
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The core component of this method is a Convolutional Neural Network (CNN) typically
trained for classification tasks. To perform transfer, both ‘content’ and ‘style’ images are
first passed through the CNN, in which ‘content’ and ‘style’ losses are computed based on
internal features of the CNN of respective images. Then, instead of optimizing the weights
of the CNN, Neural Style Transfer optimizes the content image while freezing the CNN’s
weights, so that the optimized image now contains similar feature statistics (according to the
‘content’ and ‘style’ loss) to both the ‘content’ and ‘style’ images. We refer interested readers
to the original Neural Style Transfer paper [50] for the technical details of this process.

Based on this framework, subsequent works have introduced better formulation of losses,
applied neural methods to improve the optimization process, and transferred beyond natural
and fine-art images as content and style artifacts [89]. Most related to this dissertation are
recent works that transfer styles to Fashion designs [88] and UI designs [46]. Each of these
works offers improvements to the structure and content of output images to accommodate
design-specific needs, such as maintaining structural integrity of ‘content’ UI screenshots in
the generated UI screenshots. One of the more significant improvements in solving the style
transfer task comes from the novel model architecture of Generative Adversarial Networks,
which presents a more general formulation of the task that we will cover in detail in the
following section.

3.1.2 Generating Images with Generative Adversarial Networks
(GANs)

Although Neural Style Transfer offers fresh perspectives of existing visual content, its
optimization process relies on a ‘starting point’ (which is typically the ‘content’ image) for
the final product to look reasonable, which means it relies on the real input content and
artistic images. To produce images truly unseen in the datasets, researchers developed Gen-
erative Adversarial Networks (GANs) [56], a model architecture that has gained significant
popularity in the research community for generating highly realistic yet novel images.

The core architecture of GANs contains two neural networks, the generator and the dis-
criminator. The generator takes a random vector and generates an image that is also the
final output of the model. The discriminator takes the image generated by the generator,
along with a number of real images, and tries to differentiate real images from the generated
ones by outputting a probability of ‘realism’ for each image. During training, the generator
is trained to maximize the probability of its output image being considered as real by the
discriminator, while the discriminator is trained to minimize the generator’s output image’s
realism probability while maximizing the realism probability of the real images. As such,
the only data required to train models of this architecture are large numbers of images from
the target distribution of the generated images, such as natural images, with no labeling re-
quirements for the images. These neural networks are optimized with conflicting objectives
and analogically act as a counterfeiter and a cop, such that the generator learns to gener-
ate better ‘counterfeit’ images while the discriminator ‘cop’ improves its ability to detect
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counterfeits. Another novel advantage of this training paradigm over existing work is that
it does not explicitly define a loss objective directly over generated images during training,
such that this objective could be difficult to define for data with complex, high-dimensional
correlations (e.g., pixel data of natural images). This paradigm only relies on a discrimina-
tor to serve as the ‘loss function’, in which the discriminator learns to output single realism
probability values for the artifacts from seeing other real artifacts.

The GAN architecture has opened up a new avenue of research work, particularly for
image generation since the image distributions are typically difficult to model with prior
approaches. The most straightforward application is unconditional image generation, where
images have random characteristics that could be related to any aspects of the original
dataset. DCGAN is one of the earlier practical works that introduced architectural improve-
ments over GANs to enable the generation of natural images [147]. These improvements
include novel activation functions and novel tuning of convolution patterns over the ones
used in the original GAN experiments. Since then, many further improvements have been
made to the GAN architecture to improve training stability, generation resolution, and out-
put quality. Most recently, multi-stage architectures with large-scale training have been used
to achieve state-of-the-art performance [15]. While systems introduced in this dissertation do
not utilize the GAN architecture for generating visual content, they have been used by other
researchers to generate sketches [51] and UI layouts [115] (further described in Section 3.4.2),
with competitive performance that could serve as strong baselines and alternative technical
approaches for current and future work on sketch and prototype generation.

3.1.3 Conditional Image Generation with GANs

A more relevant variant of the GAN architecture to this dissertation than the uncondi-
tional image generators introduced in the previous section are conditional models, in which
users can have some form of control and guidance over the content and/or style of the gen-
erated artifacts. Towards this goal, conditional GANs (CGANs) have been developed by
adding the desired form(s) of condition as additional inputs to the generator. Label-based
generators use class annotations that exist in large-scale image datasets (e.g., ImageNet [36]),
such that given a class (e.g., an orange), models that are trained to generate multiple types
of objects can be controlled to only generate images of that particular class (e.g., images of
oranges) [126]. Text-to-image systems, which address highly similar tasks to all proposed
systems in this dissertation, have also been developed to generate images from text cap-
tions [155] using image-caption datasets (e.g., MSCOCO [121], Conceptual Captions [172]).
Text descriptions offer more flexible yet fine-grained control over the image content, such
as ‘a small boat under a bridge’ could dictate both object types, sizes, positions, and inter-
object relations in the target images. The text-to-image generation process has also been
further improved by combining contrastive learning (Section 2.5) to achieve state-of-the-art
performance [193].

One possible approach for text-to-sketch generation, a primary task investigated by this
dissertation, that arises from text-conditional GANs and Neural Style Transfer (Section 3.1.1)
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is to combine these two approaches: applying style transfer to synthetic images generated
by CGANs based on text descriptions. However, this approach likely results in realistic,
detailed sketch-style images which contain distracting artifacts. On the other hand, our
proposed systems in Chapters 4 and 5 focus on synthesizing abstract sketched scenes from
scratch that capture fundamental ideas from messages communicated by the scenes.

Label-based generation and text-based generation are examples of using conditions that
represent high-level semantics of the target images. Meanwhile, researchers have also devel-
oped models that enable low-level controls over image generation processes. One common
method of realizing low-level control is through a sketching process, which allows direct an-
notation of semantic details of the generated artifact. GauGAN is a recent architecture that
allows users to sketch out specific parts of the to-be-generated images as particular semantic
classes (e.g., sky, water) through the use of specially color-coded strokes, then conditionally
generate realistic images based on these annotations [141]. Other than conditioning on single
modalities, researchers have also combined multiple methods of controls introduced above,
such as both text and sketches, using datasets with multi-modal information to achieve
multi-modal control over image generation [102].

For an even finer-grain control for generation, pixel-level conditional GANs were exten-
sively explored by researchers, which can be considered as a more general case of style transfer
such that this type of GANs can translate any types of input images to any types of output
images with sufficient data support. The pix2pix network trains a U-net model according to
the GAN paradigm to generate a new image conditioned on another image of identical reso-
lution [84]. This can be applied to not only style transfer applications to stylize images, but
also in transformations between more disparate domains such as transferring dense labels of
objects in street scenes to images, sketches to photos, day-time photos to night-time photos,
and aerial satellite images to map annotations. Subsequent work also combined pix2pix with
class-conditions to enable multi-class sketch-to-image translation [53], and color-conditions
to control the colors of generated images [167].

This initial pix2pix framework requires paired images since it is trained to perform one-
to-one translation. CycleGAN significantly relaxes this requirement to perform translation
without paired data [195]. While pix2pix still optimizes the generated output to match the
ground-truth output of paired data, CycleGAN merely enforces correspondence using two
generators that translate between the domains in each of the directions. This allows the use
of a cycle-consistency loss, such that an image only needs to be consistent with itself after
having been translated from the source to the target domain, and then back to the source
domain. This allows transfer processes between domains to be learned only with unpaired
image data in each of the domains, such that the model learns simultaneously to translate
and follow the respected domain information without the use of paired data. In the case
of CycleGAN, it only needs ImageNet (for natural images) and artistic paintings retrieved
from online repositories to enable natural-image-to-art and art-to-natural-image applications.
Subsequent works also use similar paradigms to learn image translation between more than
two domains [25] and enforce consistency in the embedding spaces instead of the image
spaces [162].
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3.1.4 Transformer-Based Image Generation

More recently, another model architecture, Transformers [184], has gained significant
popularity among the DL community. Transformers are originally and specifically designed
to handle sequence-based data, such that it encodes inter-element relations among items
within a sequence using repeatedly stacked self-attention blocks. This results in high flexi-
bility in encoding any correlations between data items and removes the need for hand-crafted
connections and memory modules, such that the strengths of connections between data are
entirely learned by Transformers. We refer interested readers to a technical description of
Transformer models in Section 2.3 and the original Transformer paper [184]. Beyond do-
mains where sequences naturally emerge which are suitable to be modeled by Transformers
(e.g., natural language processing and sketch modeling), researchers have also found success
in using Transformers to learn image distributions by treating images as flattened sequences
of pixel data [24].

Building upon Transformers’ success in modeling image data, DALL-E is a recent
Transformer-based architecture that demonstrates significant success in generating realis-
tic images from text descriptions [150, 151]. Given a pair of text description and image,
DALL-E first discretizes the image pixel data and flattens it into a long sequence of image
‘tokens’. Then, it combines both text and image tokens into a common vocabulary and
autoregressively decodes image tokens. Some innovations required in DALL-E include a spe-
cially hand-crafted attention pattern that imitates spatial convolutions on the image, and an
improved training process for stability. It is shown to be able to generate not only realistic
images, but also abstract graphics that already exist in the large dataset that DALL-E is
trained on, such as paintings and sketches. This approach is similar to the majority of the
proposed systems in this dissertation, which utilize Transformer models to generate sketches
and UIs from text descriptions.

3.1.5 Generative Image Diffusion Models

Diffusion Models have recently gained significant popularity given the introduction of
DALL-E 2. This is a family of models that can serve as alternatives to GAN-based and
Transformer-based models presented above for generating images from scratch. Recent ex-
periments have shown that this family of models has been able to surpass prior approaches
and achieve state-of-the-art performance in various image generation tasks, sometimes with
even fewer model parameters.

The general idea of diffusion models can be explained by learning a progressive denoising
process from random noise. During training, noise is progressively added to a training
example using a Markov chain of diffusion steps, until the input is highly similar to random
noise. The model is then trained to denoise (i.e., taking the backward steps) stepwise in this
process, effectively learning how to re-create the input image. After this model has been
trained, at test-time we can then use the model to generate realistic images from a randomly
sampled noise input similar to the ones the model has seen during training time (which do
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not require any image data). Note that diffusion models only refer to the general paradigm
of training, and do not constrain the exact model architectures used to perform the denoising
steps.

This family of models has since been applied to enable state-of-the-art unconditional
image generation and conditional text-to-image generation [150, 165], outperforming exist-
ing methods by a wide margin, presenting itself as a strong technical approach for future
generative systems for visual content to utilize as their backbone models.

3.2 Sketch and Vector Graphics Generation

There are a number of prior works that explored the generation of sketches and abstract
graphics closely related to the topic of this dissertation. These works take a different form
of generation processes than GAN-based approaches, where sketches and vector graphics
are treated as sequences of pen events or vector element parameters. Modeling graphics in
this sequential form has the additional benefit of modeling the temporal aspect of creative
processes that these sketches and graphics are created in, such that pen strokes and graphical
elements are generated in chronological order. As described in the earlier Section 3.1.4, such
sequence modeling paradigm also lends itself to the recent success of Transformers, which
have shown to be particularly effective for modeling sequential data.

3.2.1 Sketch Generation

Sketches are some of the most commonly used visual artifacts in art, science, design, and
engineering, due to their abstract yet highly expressive nature allowing the communication
and materialization of artistic and functional ideas. The abilities of computational systems
to understand and generate free-form sketches have been significantly augmented by recent
advances in DL due to the highly abstract and free-form nature of sketches that still retains
core patterns in the strokes about the expressed ideas.

The most significant recent advancement in sketch generation is Sketch-RNN [62], which
models sketches from Quick, Draw! [91], a dataset that contains free-form sketches of various
individual concept classes drawn by crowd-workers in under 20 seconds. Sketch-RNN mod-
els sketches as temporal sequences of geometric offset points and pen action events using
LSTMs. The outputs of the LSTMs are used to parameterize Gaussian Mixture Models
(GMMs) so that a distribution of offsets is created for each point, in order to model vari-
ations of sketches. Using similar paradigms, Sketchformer improved upon Sketch-RNN by
replacing the LSTMs in Sketch-RNN with Transformers as the core model architecture and
investigated various discretization strategies for the offset points [156]. CoSE introduced a
novel hierarchical architecture for generating sketched diagrams [3]. Two systems introduced
in this dissertation, Sketchforme and Scones, extend beyond generating individual objects to
investigate text-conditioned generation of sketched scenes. These systems will be described
in detail in Chapters 4 and 5.
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Furthermore, other than training explicitly on sketch data, researchers have developed
differentiable renderers that constrain the model output space to only be sketch strokes while
being able to optimize against pixel-based data. A notable recent example of this is CLIP-
Draw, which uses a CLIP-based architecture to compute a loss value between a generated
‘sketch’ and a particular text condition [47]. The gradients of this loss are propagated back
to the sketch strokes and subsequently model weights, so the models can learn to generate
sketches conditioned on text descriptions without any sketch data.

3.2.2 Vector Graphics Generation

Apart from sketches, other important elements of visual design such as fonts, icons, and
symbols can take a vector-based format (e.g., SVG) that can be represented as sequential
data. DeepSVG is a Transformer-based model that is able to generate SVGs from scratch
and interpolate between various vector graphics in its latent space [21]. It also introduces the
SVG-Icons8 dataset which consists of 100,000 SVG icons. The model learns to generate these
icons by modeling each SVG element as individual parts in a hierarchical Transformer-based
architecture, and subsequently generating each of the parts separately. Similarly, scale-
invariant representations are developed for fonts in vector formats. Further, to bridge vector
and pixel-based data formats, Im2Vec introduced a novel method (similar to CLIPDraw [47])
to allow generated vector-based graphics to be differentiable and optimizable against pixel-
based graphics [154]. This allows models to learn to reconstruct pixel-based graphics in a
vector-based format and enables interpolation between various vector graphics in its latent
space, without requiring any supervision of vector-based drawings. Vector graphics are often
modeled in a similar manner as sketches as sequences of composition events on the canvas.
Hence, we believe some of these research contributions towards vector graphics generation
might be repurposed to augment sketch generation in the future and vice versa.

3.3 Automatic Sketching Tutorial and Assistance

Beyond modeling the sketching processes with novel DL models, prior works have also
studied humans’ sketching processes, and attempted to augment them with automatically-
generated and crowdsourced drawing guidance. ShadowDraw [112] and EZ-sketching [179]
use edge images traced from natural images to suggest realistic sketch strokes to users. The
Drawing Assistant [83] extracts geometric structure guides to help users construct accurate
drawings. PortraitSketch [190] provides sketching assistance specifically for facial sketches
by adjusting geometric and stroke parameters of user-created sketches. Researchers also
developed crowdsourced web applications to provide real-time feedback for users to correct
and improve sketched strokes [119].

In addition to assisted sketching tools, researchers also developed sketching tutorial sys-
tems to improve users’ sketching proficiency. How2Sketch [68] automatically generates multi-
step tutorials for sketching 3D objects. Sketch-sketch revolution [45] provides first-hand
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experiences created by sketch experts for novice sketchers. We believe the interactions de-
veloped by these tools and assistants can be augmented by technical advances we make in
this dissertation, and help inform potential improvements to and applications of systems
introduced in this dissertation.

3.4 User Interface Prototype Retrieval and

Generation

Beyond studying non-expert sketches and general natural and artistic images, researchers
have also investigated domain-specific creative applications. One of the most studied areas
is UI design, with significant research conducted on dataset creation, example retrieval, and
layout generation.

3.4.1 User Interface Retrieval

UI retrieval is an important interaction that can be applied to design workflows. De-
signers retrieve UI examples to gain inspiration, explore viable alternatives, and evaluate
potential solutions [14, 70]. Recent approaches towards UI retrieval have utilized DL models
to understand design-related concepts within UIs. These approaches are often advantageous
over simpler methods (e.g., keyword matching), since features that correspond to design-
related concepts are often hidden from surfaced text and/or UI attributes. The application
of DL models towards enabling effective retrieval typically involves two main steps: 1) de-
veloping a DL-based encoder that generates meaningful embeddings for UIs and relevant
artifacts, such as text or sketches; 2) performing retrieval via nearest-neighbor-search be-
tween the embedding of the query and the pre-computed embeddings of examples in the
corpus. The second step can be trivially accomplished using common numerical distances
(e.g., Euclidean Distance), and optimized using general nearest-neighbor-search techniques
such as locality-sensitive hashing. Hence, we review several approaches towards encoding UI
examples as fixed-length, numerical embeddings for retrieval corresponding to the first step
of the process outlined above.

The original Rico paper proposed an auto-encoder-based approach on heatmaps of click-
able and non-clickable UI elements as an early example of searchable semantic embeddings of
UI designs. screen2vec proposed a multi-modal approach that uses text information, element
attributes, and app descriptions of the source app of the UIs to learn embeddings that cap-
ture information in UIs holistically [116]. UIBert proposed to train Transformer encoders
with various novel pre-training tasks, such as real/fake UI prediction and masked image
prediction, to learn predictive features that compose particular UIs [10]. ActionBert, in con-
trast, uses data from neighboring UIs in the user interaction sequence in Rico to compute
action-context-based embeddings of the UIs [64].

The development of embeddings can be extended beyond only using intrinsic information
of the UIs to correlating with other relevant artifacts such as sketches and text descriptions
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of the UIs. Swire, a work completed by the author of this dissertation, collects a dataset
of paired sketches and UIs to learn sketch-semantic-centric embeddings through contrastive
learning. This allows the model to inject semantic meanings of the UIs often contained in
designer-drawn sketches into the UI embeddings [78]. Words2ui introduced in Chapter 6 of
this dissertation explores a similar cross-modal retrieval paradigm, but with high-level text
descriptions instead of sketches to enable the retrieval and creation of UI mock-ups from
text descriptions.

3.4.2 Generating UI Designs

Generating UI designs is a more difficult task than retrieving UIs for computational mod-
els, because it requires the models to not only understand but also synthesize novel designs
that are plausible and reasonable. Similar to generating images and sketches, recent ad-
vances of GANs and Transformers have enabled DL models to generate novel UI designs.
Most DL-based methods consider UIs as sequences of element classes and positions, and train
models to output semantically meaningful and interactable elements included in semantic
annotations of Rico [122]. This removes distractors in full UI hierarchies while retaining
fundamental and meaningful parts of the UI generation task. LayoutGAN [115] and Lay-
outTransformer [60] adapted GANs and Transformers respectively, to generate not only UI
designs but also other types of document layouts. Variational Transformer Networks im-
proved upon LayoutTransformer by using a VAE-based approach to model UIs in its latent
space, enabling generation and interpolation simultaneously [7]. Alternatively, Neural Design
Network considers UIs as graphs with nodes as elements and edges to be constraints between
elements. This enables unconditional and constraint-conditioned UI generation, which can
be helpful in realistic design applications where designers specify partial inter-element con-
straints [111]. In Chapter 6 of this dissertation, we will present Words2ui which further adds
text conditions from the screen2words dataset in its generative model, to enable the novel
interaction of generating UIs based on user-provided high-level text descriptions [79].

3.5 Sketch-Based Prototyping Tools

One type of tools that bridges between sketching and prototyping processes are rapid
prototyping tools that support the generation of prototypes from sketches. This could be
considered similar in spirit to paper prototyping [177], where prototypes can be quickly
developed using elements drawn by hand on paper. The early work SILK [106] is the first
system that allows designers to author interactive, low-fidelity UI prototypes by sketching on
a software interface. DENIM [120] further enables web designers to prototype with sketches
at multiple detail levels. More recently, researchers have integrated sketches with verbal text
descriptions in crowdsourced sketch-based UI prototyping tools, a combination of modalities
that this dissertation also investigates. Aiming to support more high-fidelity prototypes,
researchers have developed tools that aim to directly generate UI interface code by detecting
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sketched elements drawn by users [161, 187]. A potential future research goal for Words2ui
(Chapter 6) is to add support for the sketch-to-UI interaction beyond the current text-to-UI
interaction. This sketch-to-UI task was partially explored by the author of this dissertation
in the form of sketch-to-UI retrieval in Swire [78].

Beyond the domain of UI/UX design, researchers have also developed sketch-based inter-
active systems supporting other design processes. DreamSketch [95] introduces a 3D sketch-
based design interface that allows users to couple generative algorithms with sketch contexts
for solving mechanical engineering design problems. Sketchsoup [6] automatically generates
variations of users’ input sketches that differ in perspective and/or structure, which helps
industrial designers more exhaustively explore the design space during the ideation process.

3.6 3D Model Retrieval and Generation

Other than UI designs, researchers have also developed methods to retrieve and generate
3D models, a modality that is frequently used in industrial and mechanical design domains.
These are two similarly important creative domains as UI design and sketching investigated
in this dissertation. The first step towards supporting these applications with DL is by
building large-scale datasets for these models. ShapeNet is an early large-scale dataset
that contains publicly available mesh-only data of over 50,000 3D models [22]. The ABC
dataset extends the scale to contain over 1 million models’ original CAD files, curves, and
patches [101], but does not contain semantic annotations and categories of the 3D models as
ShapeNet does. PartNet focuses on offering multi-part annotations within each 3D model
which enables part-based applications such as instance segmentation [128]. Most recently,
the Fusion 360 Gallery is a smaller-scale dataset but contains action sequences designers
originally used to create 3D models in the dataset, and additionally presents an environment
for AI agents to interact with these 3D models [188].

These and other similar 3D modeling datasets have subsequently been used to develop
retrieval and generation applications for 3D models. Various 3D model retrieval models have
utilized contrastive learning to query for relevant 3D models in the dataset given a 3D model
provided by the user. The most common features learned by these models are appearance-
based that originate from considering multiple perspectives of each 3D model independently.
Recent research work has also attempted to learn from the context [76] of the 3D models
that can return results that are more functionally similar to the input query. Similar to
UIs, retrieval modalities beyond original 3D models, such as sketch-based retrieval, have
also been explored to allow users to query for 3D models using the versatile modality of
sketching [114, 192]. Building upon these retrieval-based models that accept various modali-
ties, the author of this dissertation has co-published a multi-modal search application for 3D
models, supporting the use of natural language, individual 3D examples, and 3D assemblies
to search for relevant 3D models in the dataset [105]. Beyond retrieval, composition processes
of 3D models, including generation, have also been explored in prior works. These works
include Sketch-to-3D-model generation [35], text-to-3D-object-generation [85], and reverse-
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engineering of modeling sequences from 3D models [191], which could all be applicable to
engineering design.
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Chapter 4

Sketchforme: Sketch Generation from
Individual Text Descriptions

Towards the goal of encouraging the wider adoption of sketches for various applications,
we first investigate the generation of non-expert sketches guided by natural language. Having
these systems produce diverse sets of sketches can significantly improve applications when it
is time-consuming or difficult for users to create sketches. These interactions could be useful
for domains such as language learning and communication.

Recent advances in neural-network-based generative models drastically increased ma-
chines’ ability to generate convincing graphical content, including sketches, from high-level
concepts. The Sketch-RNN model demonstrates that recurrent neural networks (RNNs)
trained on crowd-sourced data can generate original sketches of various concept classes [62].

With the advancement in sketch-generation algorithms and the benefits of using sketches
as outputs in interactive applications, this chapter introduces Sketchforme1, the first system
that is capable of synthesizing complex sketches for users while allowing them to maintain
control over the sketches’ content naturally using text descriptions. Sketchforme uses a
novel, automated two-step neural method for generating sketched scenes from text descrip-
tions. Sketchforme first uses its Scene Composer, a neural network that learned high-level
composition principles from datasets of human-annotated natural images that contain text
captions, bounding boxes of individual objects, and class information of the objects, to gen-
erate composition layouts of the scenes. Sketchforme then uses its Object Sketcher, a neural
network that learned low-level sketching mechanics to generate sketches adhering to the
objects’ aspect ratios in the compositions. Finally, Sketchforme composes these generated
objects of certain aspect ratios into meaningful sketched scenes.

We also build and evaluate several applications, including a sketch-based language learn-
ing system and an intelligent sketching assistant. These applications illustrate the potential
value of Sketchforme in supporting novel sketch-based interactions (Chapter 4.4). In these
applications, Sketchforme creates new interactions and user experiences with the interplay

1Sketchforme was also published as a conference paper at UIST 2019 [77].



CHAPTER 4. SKETCHFORME: SKETCH GENERATION FROM TEXT 42

between language and sketches. These features of Sketchforme are highlighted in Figure 4.1.

a horse under 
a tree.

User
Sketchforme

Composed Sketches

Language-Learning Applications

Sketching Assistants

Figure 4.1: Sketchforme synthesizes sketched scenes corresponding to users’ text descriptions
to support interactive applications.

4.1 System Description

To support applications that afford sketch and natural-language-based interactions, we
developed Sketchforme, the system that provides the core capability of synthesizing sketched
scenes from natural language descriptions. Sketchforme implements a two-step approach to
generate a complete scene from text descriptions as illustrated in Figure 4.2. In the first
step, Sketchforme uses its Scene Composer to generate composition layouts represented by
bounding boxes of individual objects. These bounding boxes dictate locations, sizes, and
aspect ratios of objects in the scene. Sketchforme’sObject Sketcher then uses this information
at the second step of the generation process to generate specific sketch strokes of these objects
in their corresponding bounding boxes. These steps reflect a fundamental process suggested
in many sketching and artmaking tutorials, where the overall composition of the scene is
drafted before filling in details that characterize each object [28, 49].

Generates sketches of 
individual objects and 

composes them in the scene

Generates scene 
composition layout

[0.0, 0.0, 1.0, 0.94, “tree”]

[0.06, 0.52, 0.81, 0.48, “horse”]

r = 0.59

a horse under 
a tree.

User
1) Scene 

Composer

Natural Language 
Description

r = 0.94

2) Object 
Sketcher

Figure 4.2: Overall system architecture of Sketchforme. Sketchforme consists of two steps
in its sketch generation process.
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By taking this two-step approach, Sketchforme is able to model high-level object rela-
tions critical to composing the scenes, enabling a multitude of applications that require such
information. Moreover, this approach overcomes the difficulty for end-to-end sketch gener-
ation methods to capture global structures of sequential inputs [62]. End-to-end sketched
scene generation also requires datasets of dedicated sketch-caption pairs that are difficult for
crowd-workers to create [198].

4.1.1 Scene Composer: Generating Composition Layouts

To generate composition layouts of scenes, we first model composition layouts as a se-
quence of n objects (and start/end tokens), such that each object generated by the network
is represented with 8 values:

bt = [xt, yt, wt, ht, lt, boxt, startt, endt], t ∈ [1, n]

The first 5 values are fundamental data that describes bounding boxes of objects in the
scene: x-position, y-position, width, height, and the class label. The last three values are
boolean flags used as extra ‘tokens’ to mark the actual objects, the beginning of sequences,
and the end of sequences.

Using this sequential encoding of scenes, we designed a Transformer-based Mixture Den-
sity Network as our Scene Composer to generate realistic composition layouts. Transformer
models [184] are state-of-the-art neural networks for sequence-to-sequence modeling tasks,
such as machine translation and question answering. We use a Transformer Network to per-
form a novel task: generating a sequence of objects from a text description c, a sequence of
words. As multiple scenes can correspond to the same text descriptions, we feed the outputs
of the Transformer Network into Gaussian Mixture Models (GMMs) to model the variation
of scenes, forming a Mixture Density Network [13] as we described in detail in Section 2.4.

The generation process of the composition layouts involves taking the previous bounding
box bt−1 (or the start token) as an input and generating the current box bt. At each time-
step, the Transformer Network generates an output tt conditioned on the text input c and
previously generated boxes b1...t−1 using self-attention and cross-attention mechanisms built
into the architecture. This process is repeated for multiple bounding boxes until an end
token is generated:

tt = Transformer([b1...t−1; c]) (4.1)

tt is then projected to the appropriate dimensionality to parameterize the GMMs with various
projection layers Wxy and Wwh to model p(xt, yt), the distribution of the bounding boxes’
positions, and p(wt, ht), the distribution of the bounding boxes’ sizes. The main difference
to the generic process described in Section 2.4 is that in the scene composer we model the
joint distribution between xt and yt, and between wt and ht. Sketchforme can then generate
bounding boxes [xt, yt, wt, ht] by sampling from these mixture of Gaussians distributions.
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p(wt, ht) = p(wt, ht|θ), θ = a(Wwh([xt; yt; tt])) (4.2)

Another special adaptation to the generic MDN described in Section 2.4 is that while
p(xt, yt) is modeled only from the first projection layer Wxy, we consider p(wt, ht) to be
conditioned on the position of the boxes similar to [73]. To introduce this condition, we
concatenate tt and [xt, yt] as inputs to the second projection layer as described in Equation
4.2. The probability of each generated bounding box being an actual object or a start/end
token is generated using a softmax-activated third projection layer Wc from the Transformer
output, similar to when generating a pen-event described in Section 2.4:

p(boxt, startt, endt) = softmax(Wctt) (4.3)

In addition, Sketchforme separately uses an LSTM to generate class labels lt because the
class labels given certain descriptions are assumed to not vary across examples. The full
architecture of the Scene Composer is shown in Figure 4.3a.

4.1.2 Object Sketcher: Generating Individual Sketches

After obtaining scene layouts from the Scene composer, we designed a modified version
of the Sketch-RNN model to generate individual objects in Sketchforme according to the
layouts. We adopt the decoder-only Sketch-RNN that is capable of generating sketches
of individual objects as sequences of individual strokes. Sketch-RNN’s sequential genera-
tion process involves generating the current stroke based on previously generated strokes, a
method commonly used in sequence modeling tasks. Sketch-RNN also uses a GMM to model
variation of sketch strokes, forming a Mixture Density Network similar to the process used
by the Scene Composer and described in detail in 2.4 and in the Sketch-RNN paper [62].

While the decoder-only Sketch-RNN generates realistic sketches of individual objects in
certain concept classes, the aspect ratios of the output sketches generated by the original
Sketch-RNN cannot be constrained. Hence, sketches generated by the original Sketch-RNN
may be unfit for assembling into scene sketches guided by the layouts generated by the
Scene Composer. Further, naive direct resizing of the sketches can produce sketches of
unsatisfactory quality for complex scenes.

We modified Sketch-RNN as the Object Sketcher that factors in the aspect ratios of
objects when generating sketches. To incorporate this information in the Sketch-RNN model,
we compute the aspect ratios of the training data and concatenate the aspect ratio r = ∆y

∆x

of each sketch with the previous stroke as input to our modified Sketch-RNN in the sketch
generation process as shown in Figure 4.3b. The new formulation and output of the modified
Sketch-RNN for t-th stroke is:

[ht; ct] = LSTM([St−1; r;ht−1; ct−1]), yt = Wht + bt (4.4)
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Since each Sketch-RNN model only handles a single object class, we train multiple modi-
fied Sketch-RNN models based on multiple classes and use appropriate models based on class
labels in the layouts generated by the Scene Composer for assembling the final sketched scene.

After generating the strokes, the Object Sketcher converts them into SVG paths and fills
each object in white using the non-zero rule. The object corresponding to the first bounding
box generated by the Scene Composer is then composed as the foreground of the sketched
scene, and subsequently generated objects are placed in the background according to the
order of generation.
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Figure 4.3: Model architecture of (a) the Scene Composer and (b) the Object Sketcher.

4.2 Model Training and Data Sources

Sketchforme’s Scene Composer and Object Sketcher are trained on different datasets that
encapsulate visual-scene-level knowledge and sketching knowledge separately. This relaxes
the requirement for Sketchforme to be trained on natural language annotated datasets of
sketched scenes that provide varied scenes corresponding to realistic scene-caption pairs.

We trained the Scene Composer using the Visual Genome dataset [103], which contains
natural language region descriptions and object relations of natural images, to demonstrate
its flexibility in utilizing various types of scene-layout datasets. Object relations in the
dataset each contain a ‘subject’ (e.g., ‘person’), a ‘predicate’ (e.g., ‘on’), and an ‘object’
(e.g., ‘car’) represented by class labels and bounding boxes of participating objects in the
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image. Natural language region descriptions are represented by bounding boxes of the re-
gions and description texts that correspond to the regions. We reconcile these two types of
information using region graphs in the dataset. With the paired data of natural language
descriptions and relations, we train the Scene Composer to generate composition layouts.
We selected relations that contain subsets of the 100 most commonly used object classes and
70 predicates in the dataset. This dataset of selected object classes and predicates contains
101,968 instances. We split this dataset in the scheme of: 70% training set, 10% validation
set, and 20% test set.

The Object Sketcher is trained with the Quick, Draw! [91] dataset that contains 70,000
training sketches, 2,500 validation sketches, and 2,500 test sketches for each of the 345 object
categories in the dataset. As mentioned in Chapter 4.1, we preprocess the data by computing
the aspect ratios of all sketches as inputs to the Object Sketcher in addition to the original
stroke data.

Using these data sources, we train multiple neural networks of various configurations and
loss functions in Sketchforme. The LSTM architectures in the Scene Composer for generating
composition layouts are stacked with 2 hidden-layers of size 512. Similarly, the Transformer
Network has the configuration (dmodel, Nlayers) = (512, 6).

The Scene Composer is trained by minimizing the negative log-likelihoods of the position
data Lxy and size data Lwh, and cross-entropy loss for categorical outputs Lp:

Lxy = −
n∑

i=1

log(p(xi, yi)) (4.5)

Lwh = −
n∑

i=1

log(p(wi, hi)) (4.6)

Lp = −(
n∑

t=1

p(boxt) log(boxt) + p(startt) log(p(startt)) + p(endt) log(p(endt))) (4.7)

For generating the class labels, each lt is represented as a 100-dimensional vector in our
model, with each value li,t corresponding to the output probability of the class. Lclass is thus
computed as:

Lclass = −
n∑

t=1

100∑
i=1

li,t log(li,t) (4.8)

We combine these losses with weight hyper-parameters to obtain a general training ob-
jective LSC for the Scene Composer:

LSC = λ1Lxy + λ2Lwh + λ3Lp + λ4Lclass (4.9)

We set λ1 = 1.0, λ2 = 1.0, λ3 = 1 × 10−5, λ4 = 1 × 10−3. We used the Adam Optimizer
with an initial learning rate of 1 × 10−5 and β1 = 0.9, β2 = 0.999 to minimize the loss
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function. We used 5 mixtures in each of the GMMs. We chose these hyper-parameters based
on empirical experiments.

The Object Sketcher uses an HyperLSTM cell [61] of size 2,048 for the modified Sketch-
RNN model. The loss function of the Sketch-RNN model is identical to the reconstruction
loss LR in the original Sketch-RNN model to maximize the log-likelihood of the generated
probability distribution for each of the strokes St. The model is trained with an initial
learning rate of 0.0001 and gradient clipping of 1.0.

4.3 Experiments and Results

Central to evaluating Sketchforme’s success is assessing its effectiveness in generating
realistic and relevant sketches and layouts from text descriptions. We evaluated the data
generated by Sketchforme at each step of the generation process qualitatively and quantita-
tively to demonstrate its effectiveness of generating sketched scenes. We further conducted
two user studies on the overall utility of the generated sketches to explore their potential in
supporting real-world applications.

4.3.1 Composition Layout Generation

The composition layouts generated by the Scene Composer in the first step of Sketch-
forme’s sketch generation process are represented as bounding boxes of individual objects in
the scene. While the Scene Composer already directly maximizes the log-likelihood of the
data, we can evaluate the performance of the model by visualizing and comparing heat-maps
created by super-positioning instances of real data and generated data.

Because Sketchforme considers the text input when generating the composition layouts,
we should only compare the generated bounding boxes with ground-truth bounding boxes
from the dataset that are relevant to the text input. We obtain these ground-truth com-
positions by filtering the subjects, objects, and predicates based on the descriptions. For
instance, the composition layouts generated from ‘a person riding a horse.’ are compared to
all ground-truth layouts with ‘person’ subjects, predicates that are related to riding such as
’on’, ’on top of’ etc. and ‘horse’ objects.

Heat-maps in Figure 4.4 show the distributions of Sketchforme-generated bounding boxes
and ground-truth bounding boxes from the dataset. From these heat-maps, we can obtain a
holistic view of the generation performance of the model by visually evaluating the similarity
between the heat-maps. We observe similar distributions between the ground-truth layouts
and the generated layouts based on all of the descriptions.

We can further approximate an overlap metric between the distributions using Monte-
Carlo simulations to evaluate the model’s performance quantitatively. To estimate the degree
of overlap between the generated data distribution and the dataset’s distribution, we gener-
ated 100 composition layouts for each description and randomly sampled 1,000 data points
within each bounding box in these layouts. We estimate the overlap between the distributions
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by counting the number of data points that lie within the intersections between any gener-
ated and ground-truth bounding boxes. We compare Sketchforme’s performance with both
a heuristic-based bounding box generator and a naive random bounding box generator. The
heuristic-based bounding box generator only generates the first bounding boxes above/below
the second bounding boxes for descriptions with the above-related/below-related predicates.
The random bounding-box generator samples random values that describe the bounding
boxes from uniform distributions, which serves as a naive baseline. Table 4.1 shows the
percentage of the 1,000 data points that lie in the intersections. The metric value for overlap
between real and Sketchforme-generated data is considerably higher than both the value for
overlap between real and heuristic-generated data and the value for overlap between real and
randomly generated data, which confirms our analysis from qualitative visual inspection of
the heat-maps.
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Figure 4.4: Heat-maps generated by super-positioning Sketchforme-generated/
Visual Genome (ground-truth) data. Each horizontal pair of heat-maps corresponds
to an object from a description.

Description Sketchforme Heuristics Random
a dog on a chair 89.1% 64.4% 61.6%

an elephant under a tree 68.4% 40.3% 30.6%
a person riding a horse 94.0% 57.7% 51.5%
a boat under a bridge 31.8% 15.0% 6.85%

Table 4.1: Overlap metric from Monte-Carlo simulations for each description between real
data and Sketchforme-generated/heuristics-generated/random data.
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4.3.2 Generating Individual Object Sketches at Various Aspect
Ratios

The main addition of Sketchforme to the original Sketch-RNN model is a new input that
allows the Object Sketcher to generate sketches based on target aspect ratios (r = ∆y

∆x
) of

completed sketches. We evaluate this approach by generating sketches of various aspect
ratios. The Object Sketcher is able to adhere to input aspect ratios and generate individual
object sketches coherent to the ratios. As shown in Figure 4.5, sketched trees generated with
ratio r = 1.0 can be perceived as shorter than those generated with r = 2.0.
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Figure 4.5: Generated sketches of trees with various aspect ratios by the Object Sketcher in
Sketchforme.

4.3.3 Complete Scene Sketches

Combining the Scene Composer and the Object Sketcher, Sketchforme generates complete
scene sketches directly from text descriptions. Several examples of the sketches are shown
in Figure 4.1, Figure 4.6, and Figure 4.8. In these figures, sketches that correspond to ‘a
boat under a bridge’ consist of small boats under bridges, whereas sketches that correspond
to ‘an apple on a tree’ consist of small apples on large trees that follow the actual sizes and
proportions of the objects. Moreover, Sketchforme is able to generalize to novel concepts
of ‘a cat on top of a horse,’ such that the only relations involving a cat and a horse in the
Visual Genome dataset that the model was trained on correspond to ‘a horse facing a cat.’
The sizes of cats and horses in these sketches are in proportion to their actual sizes, and the
cat is adequately placed on the back of the horse, as shown in Figure 4.8.

a boat under 
a bridge

Description Complete Sketches

a dog on  
top of a car

an apple 
on a tree

Description Complete Sketches

a bike next to 
a bench

Figure 4.6: Complete scene sketches generated by Sketchforme.
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We further trained Sketchforme on the Abstract Scenes dataset [197] to evaluate the
approach’s generalizability on handling complex scenes. We included examples of sketches
generated by Sketchforme based on a) ‘Some squirrels near the pond under the trees on a
sunny day’ (a multi-object multi-relation scene) and b) ‘Living room with some paintings
on the wall’ (a scene consists of an abstract setting, i.e., living room) in Figure 4.7.

Sketchforme was able to generate these scenes adhering to the captions: for description
a), Sketchforme was able to locate each object according to inter-object relations dictated by
the description; for description b), Sketchforme was able to analyze the phrase ‘living room’
and generate couches and house plants in the scenes. When Sketchforme needs to handle
a large number of objects, we found that it can be further improved by making a minor
modification to the Scene Composer: feeding the generated classes into the Transformer
network to synchronize the generated bounding boxes with the generated class labels of
the objects. Moreover, we observed that the limitation of occlusions (further discussed in
Chapter 4.5.1) is more apparent as the scenes become more crowded with objects, such as
the multiple overlapping trees in scenes based on description a).

Some squirrels 
near the pond 

under a tree on a 
sunny day

Description Complete Sketches

Living room 
with some 

paintings on the 
wall

Description Complete Sketches

Figure 4.7: Complete scene sketches generated by Sketchforme trained on the Abstract
Scenes dataset that contains complex multi-object scenes.

4.3.4 Human Perception User-Study

Sketchforme’s high-level goal is to augment users’ communication and learning processes
by generating realistic, plausible, and coherent sketches for users to interact with. To comple-
ment the quantitative and qualitative evaluation of the sketches, we conducted a user study
on Amazon Mechanical Turk (AMT) to gauge human subjects’ opinions on the sketches’
realism and ability to convey the descriptions used to generate them.

Study Procedure

We recruited 51 human subjects on AMT and asked them to each review 50 sketches
generated by either humans or Sketchforme. These 50 sketches are generated from five de-
scriptions. The human-generated sketches are obtained from another AMT task prior to this
user study based on Quick, Draw! [91]. These human-generated sketches are shown in Figure
4.8. In this study, subjects are provided with complete sketched scenes and descriptions that
the scenes are based on. Subjects are required to respond to the following questions:
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1. Do you think this sketch was generated by a computer (AI) or a human?

2. On a scale of 1-5 (1 represents that description conveyed very poorly, 5 represents that
description conveyed very well), how well did you think the message is conveyed by
the sketch?

The subjects are given 10 sketches as trial questions with answers to the first question
at the beginning of the task. After completing the trial tasks, the subjects’ answers to the
remaining 40 sketches are aggregated as the study results. This study protocol is similar to
perception studies commonly used to evaluate synthetic visual content generation techniques
in the deep-learning community [84]. In addition, we collected comments from the users (if
any) and their perceived overall difficulty of the task at the end of the task.

SketchformeHumans

an airplane in front 
of a mountain

an elephant  
under a tree

a cat on top  
of a horse

Description SketchformeHumans

a clock on 
a building

a boat under 
a bridge

Description

Figure 4.8: Samples of sketches produced by humans and Sketchforme used in the AMT user
study.

Results

The first question probes the realism of the sketches with a Turing-test-style question
asking the subjects to determine whether the sketches are created by humans. As shown
in Figure 4.9a, subjects on average considered 64.6% of the human-generated sketches as
generated by humans, while they considered 36.5% of Sketchforme-generated sketches as
generated by humans. Although the percentage of Sketchforme-generated sketches consid-
ered as generated by humans is significantly lower (p < 1.05×10−10, paired t-test) than that
of human-generated sketches, individual participants commented in the study that it was
difficult to distinguish between human-generated and Sketchforme-generated sketches. P2
mentioned that they ”really couldn’t tell the difference in most images.” P6 commented that
they ”didn’t know if it was (a) human or a computer (that generated the sketches).” These
results demonstrate the potential for Sketchforme in generating realistic sketched scenes.

We hypothesize one of the possible reasons for the lower percentage of Sketchforme-
generated sketches to be considered as human-drawn is that the curves of the synthetic
sketches are in general less jittery than human-drawn sketches. We suggest future work to
explore introducing stroke variation to generate more realistic sketches.
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The results for the second question reflect the ability of the sketches to communicate
the underlying descriptions that they are based on. The average score for human-generated
sketches is µ = 3.46, whereas the average score for Sketchforme-generated sketches is µ =
3.21 as shown in Figure 4.9b. Although Sketchforme-generated sketches achieved lower
scores overall, Sketchforme-generated sketches achieved statistically better average scores
for sketches based on two of the descriptions: ‘a boat under a bridge’ and ‘an airplane in
front of a mountain’ (p < 0.0005, paired t-test). This shows the competitive performance
of Sketchforme-generated sketches in communicating the underlying descriptions for some
scenes.
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(a) Percentage of sketches considered by users as
human-generated.
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(b) Average score for conveying the sketches’ de-
scriptions.

Figure 4.9: Results of the human perception user-study on Sketchforme. 64.6% of human-
generated sketches and 36.5% of Sketchforme-generated sketches are perceived as human-
generated in (a). In (b), Sketchforme-generated sketches were considered more expressive
than human-generated sketches for sketches of ‘a boat under a bridge.’ and ‘an airplane in
front of a mountain.’

4.3.5 Sketch Interpretation User Study

To further evaluate Sketchforme’s ability to deliver messages through sketches, we con-
ducted an exploratory user study to gauge users’ ability to translate Sketchforme-generated
sketches back into natural language descriptions.
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Study Procedure

We recruited 10 participants on AMT. Each participant was provided with 5 sketches
generated by humans and 5 sketches generated by Sketchforme from the same descriptions,
but without the original text descriptions. The sketches are reused from the previous study,
but the order and selection of the sketches from the set of sketches in the previous study are
randomized for each participant. Participants are then asked to produce text descriptions
that represent the meaning of each of the sketches. We ensured that the participants had
not participated in any of our other studies.

Results

We aggregated the text descriptions produced by each of the participants and com-
pared the subjects, objects, and predicates included in their text descriptions with the orig-
inal descriptions used to generate the sketches. The percentage of user-generated descrip-
tions that match the subjects/objects/predicates of the original descriptions are respectively
86%/72%/46% for human-generated sketches, and 86%/76%/38% for Sketchforme-generated
sketches. While we did not observe a significant difference between the communication abil-
ity of both sets of sketches (p > 0.269, each paired t-test for subjects/objects/predicates),
one novel insight brought by this study is that these sketches are particularly weak in con-
veying the predicates. Multiple descriptions provided by the users on both sets of sketches
did not mention the predicates at all, such as ’an elephant and a tree,’ or mentioned more
general predicates, such as ‘elephant walking near a tree,’ for sketches based on ‘an elephant
under the tree.’ Effectively conveying the descriptions’ predicates through sketches can be
an interesting issue for further research investigation.

4.4 Applications

In this chapter, we explore several applications that can benefit from Sketchforme’s ability
to generate compelling sketches from natural language descriptions.

4.4.1 Sketch-Assisted Language Learning

Sketches have been shown to improve memory [185]. As language learning is a memory-
intensive task, Sketchforme could support language education applications based on sketches.
These sketches can potentially create engaging and effective learning processes and avoid rote
learning.

Language Learning Application

To explore the possibility of Sketchforme in supporting language learning, we built a
basic language-learning application that aims to educate learners with a translation task
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from German to English. In this application, learners are presented with German phrases
and asked to translate them to English in the form of multiple-choice questions similar to
the process of learning term definitions from flash-cards. This application also implements
the Leitner system [113] with three bins that repeat phrases which learners make the most
mistakes on most frequently. Under this system, the phrases are moved to different bins
depending on the participants’ familiarity with the translations.

We gathered 10 pairs of German-English sentences from a native German speaker and
formed 2 sets of 5 translations each. In addition, deceptive English sentences are added as
other choices in the multiple-choice test to be selected by the learners in the application.
We deployed this application on AMT to test the improvement of learning performance
by presenting Sketchforme-generated sketches along with the phrases. The UI of the full
application with a sketch presented to the users is shown in Figure 4.10a.

Study Procedure

The study consists of a training phase and a test phase for each participant. In the train-
ing phase, participants are presented with correct answers after answering each question.
The participant can only advance to the next phase when they answer all questions correctly
consecutively for all translations according to the Leitner system. In the test phase, partic-
ipants are given one chance to provide their answers to all translations without seeing the
correct answers. The participants are divided into two conditions, with the ’control’ group
only receiving phrases on their interface during training, and the ’treatment’ group that
receives both phrases and sketches generated by Sketchforme on their interface during the
training phase. Both groups receive only the phrases on their interface during the test phase.
Moreover, we use our two sets of translations for training and test phases alternatively, such
that the participants will not get consecutive training and test phases for the same set of
descriptions.

The performances of the participants during the study are monitored with multiple an-
alytical metrics, including completion time of each phase, and scores in the test phase, etc.
At the end of the study, we also provide surveys for them to rate the difficulty of the task
and the usefulness of the sketches (if applicable) on five-point Likert scales, and ask them to
provide any additional suggestions to the interface.

Results

We recruited 38 participants on AMT to participate in the study. While we did not
see a significant difference (p = 0.132, unpaired t-test) in the correctness of answers in the
test phase of the phrases between the ‘control’ and ‘treatment’ groups of participants, we
discovered that the time taken to complete the learning task for the ‘treatment’ group (246
seconds on average) was significantly less (p = 0.011, unpaired t-test) than the control group
(338 seconds on average). The ‘treatment’ group also generally found the sketches to be
helpful for learning (rated 4.58 out of 5 in the post-study survey).
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As Sketchforme is an automated system that is capable of generating sketches from free-
form text descriptions, and with these promising results on sketch-assisted language learning,
we envision Sketchforme to support and improve large-scale language learning applications
in the future.

4.4.2 Intelligent Sketching Assistant

Since Sketchforme uses sequence models and a multi-step generation process to gen-
erate sketches, by design it can support interactive human-in-the-loop sketching systems.
To demonstrate such capability, we built a prototype of an intelligent sketching assistant
reflective of two potential use-cases:

Auto-completion of scenes

As Sketchforme’s Scene Composer consists of the Transformer Network, a sequence model
that attends to previous objects in the scene to generate the upcoming object, we can
complete unfinished user scenes instead of starting with a blank canvas by starting the
generation with both the start token b1 and an existing object in the scene created by the
user b2. Figure 4.10b shows examples of Sketchforme completing users’ sketch of a horse in
step a) by adding potential sketched trees involved in the scene.

User-Steerable generation

Sketchforme’s Scene Composer is capable of generating multiple potential candidate
sketched objects at each step of composing the final sketched scenes. As such, users can
select their preferred scene layout from the candidates. Figure 4.10b shows multiple can-
didates proposed by Sketchforme based on a text description in step b). Moreover, since
Sketch-RNN is also capable of generating a variety of sketches, the users can select their
preferred sketches of each individual object in the scene.

4.5 Limitations

4.5.1 Occlusions and Layer Order

Sketchforme is trained to model scene compositions from a natural image dataset. In
natural images, objects might occlude each other, hence affecting sizes and positions of the
bounding boxes in the composition layouts. Figure 4.11a shows several boats that were
inadequately placed in front of parts of the bridges that should have occluded the boats. To
overcome this limitation, future systems can augment Sketchforme by including advanced
vision models to determine the objects’ layer order in the original natural image. The current
Sketchforme system only considers a naive layer order determined by the generation sequence
of the composition layout, which is ‘subject’ then ‘object’ from the dataset.
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(a) Sketch-augmented language-learning ap-
plication.

“a horse under a tree.”
1 2 3

a

b:

a a

(b) Intelligent sketching assistant.

Figure 4.10: Applications enabled by Sketchforme. Sketchforme can augment (a) language-
learning applications and significantly reduced the time taken for users to achieve similar
learning outcomes. With the (b) intelligent sketching assistant powered by Sketchforme, the
user can create a partial sketch for Sketchforme to suggest multiple candidates for them to
choose the adequate sketch they prefer from the description ‘a horse under a tree.’

Moreover, novel methods should be developed to handle overlapping sketched objects
generated from occluded compositions. For instance, the model that generates composition
layouts could enforce constraints to avoid overlaps in the sketches or follow user-specified
heuristics to handle overlaps.

(a) Occluded Objects (b) Incoherent Poses

Figure 4.11: Limitations of Sketchforme’s sketch generation process. In (a), the boats are
significantly occluded by the bridges. In (b), the elephants were represented with square
bounding boxes which guided the system to sketch only the faces of the elephants.

4.5.2 Aspect Ratios might be Weak Signals for Object Poses

Sketchforme uses aspect ratios of bounding boxes as the primary signal to inform the
shapes of sketches of individual objects. Although these shapes can be sufficient to determine
the correct poses for objects in some classes, such as the ‘tree’ class, merely constraining
the shapes might be weak signals for objects of other classes. These shapes can suggest
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incoherent perspectives or incomplete sketches, such as examples shown in Figure 4.11b.
In Figure 4.11b, only faces of the elephants were sketched due to aspect ratios provided to
the Object Sketcher, which is inappropriate for composing sketched scenes. To mitigate this
limitation, future work could model the poses of objects in sketches and natural images more
closely using other cues, such as complete masks of the objects.
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Chapter 5

Scones: Sketch Generation and
Iterative Refinement in Critique
Cycles

While Sketchforme enabled the new affordance of generating complex sketched scenes
from natural language descriptions, the creation of sketches is often an internalized or ex-
ternalized iterative process. Hence, it would be preferable for systems that can continuously
accept users’ instructions and improve and edit the generated sketch. Towards this goal, we
develop a system that supports iterative generation of sketches given users’ text instructions
to support refinement and critique. The goal is to mimic a user trying to verbally convey a
visual idea to an expert sketcher.

The use of sketches in an iterative design and/or artistic process, where the sketch itself
is annotated or refined, requires additional, specialized expertise. Inspired by recent de-
velopment of deep-learning (DL) QA systems and generative sketching models, we develop
Scones, a DL-based sketching system that can progressively construct a sketched scene based
on multiple natural language instructions across multiple turns, an interaction analogous to
an iterative sketch/critique process. This system must unify knowledge of the low-level me-
chanics for generating sketch strokes and natural language modification instructions with a
high-level understanding of composition and object relationships in scenes.

We formulate the novel task of iteratively generating and refining sketches with text
instructions and present a web-deployable implementation of Scones1. Scones contains a
scene composer that takes a novel approach in creating and editing scenes of objects using
natural language. It adapts a recent neural network architecture and improves state-of-the-
art performance on the scene modification task. We also introduce in Scones a novel method
for specifying high-level scene semantics within individual object sketches by conditioning
sketch generation with mask outlines of target sketches. Using Scones, we hope to enable
users of all levels of sketch expertise to freely express their intent using abstract, text-based

1Scones was also published as a long conference paper at IUI 2020 [80].
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instructions, together with concrete visual media.

5.1 System Architecture

The creation of complex sketches often begins with semantic planning of scene objects.
Sketchers often construct high-level scene layouts before filling in low-level details. Modeling
machine-learning systems after this high-to-low-level workflow has been shown to be benefi-
cial for transfer learning from other visual domains and for supporting interactive interfaces
for human users [77]. Inspired by this high-to-low-level process, Scones adopts a hierarchical
workflow that first proposes a scene-level composition layout of objects using its Scene Com-
poser, then generates individual object sketches, conditioned on the scene-level information,
using its Object Sketchers (Figure 5.1).

put a campfire under the hot air 
balloon

1) Scene 
Composer

2) Object 
Sketchers

1) Previous Scenes

2) Text Instruction

... ...

x n

Figure 5.1: Overall architecture of Scones. Scones takes a two-stage approach towards
generating and modifying sketched scenes based on users’ instructions.

5.1.1 Scene Composer

The Scene Composer in Scones uses text instructions to place and configure objects in
the scene. It also considers recent past iterations of text instructions and scene context at
each conversation turn. As text instructions and sketch components occur sequentially in
time, each with a variable length of tokens and objects, respectively, we formulate scene
composition proposal as a sequence modeling task. We use a self-attention-only decoder
component of the Transformer [184], a recent DL model architecture with high performance
for this task.

To produce the output scene Si at turn i, the Scene Composer takes inputs of n =
10 previous scenes S(i−n),...,(i−1) and text instructions C(i−n),...,(i−1) as recent context of the
conversation. Each output scene Si contains li objects o(i,1),...,(i,li) ∈ Si and special tokens
os marking the beginning and oe marking the end of the scene. Each text instruction Ci

contains mi text tokens t(i,1),...,(i,mi) ∈ Ci that consist of words and punctuation marks.
We represent each object o as a 102-dimensional vector o:

o = [1s,1e, e
(o), e(u), e(s), e(f), x, y]
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The first two dimensions 1s,1e are Boolean attributes reserved for the start and end of the
scene object sequences. e(o) is a 58-dimensional one-hot vector2 representing one of 58 classes
of the scene objects e(u) is a 35-dimensional one-hot vector representing one of 35 sub-types
(minor variants) of the scene object. e(s) is a three-dimensional one-hot vector representing
one of three sizes of the scene objects. e(f) is a two-dimensional one-hot vector representing
the horizontal orientation of whether the object is flipped in the x-direction. The last two
dimensions x, y ∈ [0, 1] represents the x and y position of the center of the object. This
representation is very similar to that of the CoDraw dataset the model was trained on,
which is described in detail in Section 5.2.1. For each text token t, we use a 300-dimensional
GLoVe vector trained on 42B tokens from the Common Crawl dataset [142] to semantically
represent these words in the instructions.

To train the Transformer network with the heterogeneous inputs of o and t across the
two modalities, we create a unified representation of cardinality |o|+ |t| = 402 and adapt o
and t to this representation by simply padding additional dimensions in the representations
with zeros as shown in Equation 5.1.

o′(i,j) = [o(i,j),0(300)] t′(i,j) = [0(102), t(i,j)] (5.1)

We interleave text instructions and scene objects chronologically to form a long sequence
[C(i−n), S(i−n) , ..., C(i−1), S(i−1), Ci] as input to the model for generating an output scene
representation Si. We expand the sequential elements within C and S, and add separators
to them to obtain the full input sequence to a single Transformer Decoder. To adapt the
Transformer model to our multi-modal inputs t′ and o′ and produce new scene objects o,
we employ a 402-dimensional input embedding layer and 102-dimensional output embedding
layer in the Transformer model. The outputs from the network are then passed to sigmoid
and softmax activations for object position and other properties respectively. We show this
generation process in Equation 5.2 and in Figure 5.2.

Si = [o(i,1),...,(i,l)] = Transformer([o′s, o
′
(i−n,1), ...o

′
(i−n,l(i−n))

,

o′e, t
′
(i−n,1), ..., t

′
(i−n,m(i−n))

, ..., t′(i,1), ...t
′
(i,li)

, o′s]) (5.2)

5.1.2 Object Sketchers

Since the outputs of the Scene Composer are scene layouts consisting of high-level object
specifications, we generate the final raw sketch strokes for each of these objects based on
their specifications with Object Sketchers. We adapt Sketch-RNN to generate sketches of
individual object classes to present to users for evaluation and revision in the next conver-
sation turn. Each sketched object Q consists of h strokes q1...h. The strokes are encoded

2an encoding of class information that is an array of bits where only the corresponding position for the
class to be encoded is 1, and all other bits are 0s.
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(64, 6) Transformer Decoder
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Figure 5.2: The scene layout generation process using the Transformer Model of the Scene
Composer.

using the Stroke-5 format [62]. Each stroke q = [∆x,∆y, pd, pu, pe] represents states of a pen
performing the sketching process. The first two properties ∆x and ∆y are offsets from the
previous point that the pen moved from. The last three elements [pd, pu, pe] are a one-hot
vector representing the state of the pen after the current point (pen down, pen up, end of
sketch, respectively). All sketches begin with the initial stroke q1 = [0, 0, 1, 0, 0].

Since Sketch-RNN does not constrain aspect ratios, directions and poses of its output
sketches, we introduce two additional conditions for the sketch generation process: masks m
and aspect ratios r. These conditions ensure our Object Sketchers generate sketches with
appearances that follow the object specifications generated by the Scene Composer. For

each object sketch, we compute the aspect ratio r =
∆y

∆x
by taking the distance between

the leftmost and rightmost stroke as ∆x and the distance between topmost and bottommost
stroke as ∆y. To compute the object mask m, we first render the strokes into a pixel bitmap,
then mark all pixels as 1 if they are in between the leftmost pixel pyxmin and rightmost pixel
pyxmax that are passed through by any strokes for each row y, or if they are in between
the bottommost pixel pxymin and topmost pixel pxymax that are passed through by any
strokes for each column x (Equation 5.3). As this mask-building algorithm only involves
pixel computations, we can use the same method to build masks for clip art objects (used to
train the Scene Composer) to generate sketches with poses matching the Scene Composer’s
object representations.

m(x,y) =


1 if pyxmax ≥ x ≥ pyxmin, or;
1 if pxymax ≥ y ≥ pxymin

0 otherwise
(5.3)

We adapt the Variational-Autoencoder(VAE)-based conditional variant of Sketch-RNN
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to enable generating and editing of sketch objects. Our adapted conditional Sketch-RNN
encodes input sketches with a Bi-directional LSTM to a latent vector z. The Hyper-LSTM
decoder then recreates sketch strokes q′1...h from z, and m, r described above during training,
as defined in Equation 5.4 and shown in Figure 5.3. Since the latent space is also trained
to match a multivariate Gaussian distribution, the Object Sketchers can support sketch
generation when the objects are first added to the scene by randomly sampling z ∼ N(0, 1)128.

q′1...h = Sketch-RNN Decoder([m, r, z]), z ∼ N(0, 1)128

z = Sketch-RNN Encoder(q1...h) (5.4)
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Figure 5.3: Sketch-RNN model architecture of the Object Sketchers.

As m is a two-dimensional mask, we encode m using a small convolutional neural network
into a flattened embedding to be concatenated with z, r, and qi as inputs to the decoder.
The decoder then outputs parameters for a Gaussian Mixture Model (GMM) which will
be sampled to obtain ∆x and ∆y, forming a Mixture Density Network. It also outputs
probabilities for a categorical distribution that will be sampled to obtain pd, pu and pe. This
generation process and the architecture of the model are illustrated in Figure 5.3, and are
described in detail in Section 2.4 and in the Sketch-RNN paper [62].
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5.2 Datasets and Model Training

As Scones uses two components to generate scenes of sketched objects, it is trained on
two datasets that correspond to the tasks these components perform.

5.2.1 CoDraw Dataset

We used the CoDraw dataset [98] to train the Scene Composer to generate high-level
scene layout proposals from text instructions. The task used to collect this data involves two
human users taking on the roles of Drawer and Teller in each session. First, the Teller is
presented with an abstract scene containing multiple clip art objects in certain configurations,
and the Drawer is given a blank canvas. The Teller provides instructions using only text in
a chat interface to instruct the Drawer on how to modify clip art objects in the scene. The
Teller has no access to the Drawer’s canvas in most conversation turns, except in one of the
turns when they can decide to ‘peek’ at the Drawer’s canvas. The dataset consists of 9,993
sessions of conversation records, scene modifications, and ground-truth scenes.

Using this dataset, we trained the Scene Composer to respond to users’ instructions given
past instructions and scenes. We used the same training/validation/test split as the original
dataset. Our model is trained to optimize the loss function Lcm that corresponds to various
attributes of the scene objects in the training set:

Lcm = Lc + λsubLsub + λflipLflip + λsizeLsize + λxyLxy (5.5)

Lc is the cross-entropy loss between the one-hot vector of the true class label and the
predicted output probabilities by the model. Similarly Lflip and Lsize are cross-entropy
losses for the horizontal orientation and size of the object. Lxy is the Euclidean Distance
between predicted position and true position of the scene object. We trained the model
using an Adam Optimizer with the learning rate of lr = 1 × 10−4 for 200 epochs. We set
λsub = 5.0× 10−2, λflip = 5.0× 10−2, λsize = 5.0× 10−2, λxy = 1.0. These hyper-parameters
were tuned based on empirical experiments on the validation split of the dataset.

5.2.2 Quick, Draw! Dataset

The Quick, Draw! dataset consists of sketch strokes of 345 concept categories created
by human users in a game in 20 seconds [91]. We trained our 34 Object Sketchers on 34
categories of Quick, Draw! data to create sketches of individual objects.

Each sketch stroke in Quick, Draw! was first converted to the Stroke-5 format. ∆xs and
∆ys of the sketch strokes were normalized with their standard deviations for all sketches
in their respective categories. Each category consists of 75,000/2,500/2,500 sketches in the
training/validation/test set.

The loss function of the conditional Sketch-RNN Ls consists of the reconstruction loss
LR and KL loss LKL:
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Ls = λKLLKL + LR (5.6)

The KL loss LKL is the Kullback-Leibler divergence between the encoded z from the
encoder and N(0, 1)128. The reconstruction loss LR is the negative log-likelihood of the
ground-truth strokes under the GMM and a categorical distribution parameterized by the
model. We refer interested readers to a detailed description of Ls in the original Sketch-
RNN paper [62]. The initial learning rate of the training procedure was lr = 1.0 × 10−3

and exponentially decayed to 1.0 × 10−5 at a rate of 0.9999. λKL was initially 0.01 and
exponentially increased to 0.53 at a rate of 0.99995. The models were also trained with
gradient clipping of 1.0.

5.3 Results

To compare the effectiveness of Scones at generating scene sketches with existing models
and human-level performance, we quantitatively evaluated its performance in an iterative
scene authoring task. Moreover, as Scones uses generative models to produce object sketches,
we qualitatively evaluated a large number of examples generated by the two components of
Scones.

5.3.1 Scene Composition Modification State-of-the-Art

To evaluate the output of the Scene Composer against the models introduced with the
CoDraw dataset, we adapted its output to match that expected by the well-defined evaluation
metrics proposed by the original CoDraw paper [98]. The original task described in the
CoDraw paper involves only proposing and modifying high-level object representations in
scenes agnostic to their appearance. The performance of a “Drawer” (a human or machine
which generates scene compositions) can be quantified by a similarity metric constrained
between 0 and 5 (higher is more similar) by comparing properties of and relations between
objects in the generated scene and objects in the ground truth from the dataset.

Running our Scene Composer on the CoDraw test set, we achieved an average similar-
ity metric of 3.55. This exceeded existing state-of-the-art performance (Table 5.1) on the
iterative scene authoring task using replayed text instructions (script) from CoDraw.

To provide an illustrative example of our Scene Composer’s output on this task, we
visualize two example scenes generated from the CoDraw validation set in Figure 5.4. In
scene a), the Scene Composer extracted the class (slide), direction (faces right), and position
relative to parts of the object (ladder along left edge) from the text instruction, to place
a slide in the scene. Similarly, it was able to place the bear in between the oak and pine
trees in scene b), with the bear touching the left edge of the pine tree. It is important to

3For some object categories, we found that increasing the KL weight to 1.0 improves the authors’ per-
ceived quality of generated sketches.
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Table 5.1: Test set performance of various models on the CoDraw task.

Teller Drawer Similarity ↑ (out of 5)

Script Scones 3.55
Script Neural Network [98] 3.39
Script Nearest-Neighbor [98] 0.94

Script Human 3.83

Current Scene Modified SceneText Instruction

large slide . faces right . 
ladder along left edge . 
horizon above third 
rung .

sun sun

slide

just a little to the right 
of the left edge . to the 
right of the oak tree is a 
large bear about a 1 4 
(¼)  inch form(from) the 
trunk

oak tree

oak tree

bear

pine treepine tree

a) 

b) 

Figure 5.4: Example generated scenes for the scene layout modification task. The Scene
Composer was able to improve state-of-the-art performance for modifying object represen-
tations in scene compositions.

note the Scene Composer completely regenerates the entire scene at each conversation turn.
This means it correctly preserved object attributes from previous scenes while making the
requested modifications from the current turn. In these instances, the sun in scene a) and
the trees in scene b) were left mostly unchanged while other attributes of the scenes were
modified.
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5.3.2 Sketches with Clip Art Objects as Mask and Ratio
Guidance

The Object Sketchers are designed to generate sketches that respect high-level scene
layout information under the guidance of the mask and aspect ratio conditions. To inform
generated object sketches with pose suggestions from scene composition layouts, we built
outline masks from clip art objects and computed aspect ratios using the same method as
building them for training sketches described in Section 5.1.2. We demonstrate the Object
Sketchers’ performance in two important scenarios that allow Scones to adapt to specific
subclass and pose contexts.

Generating objects for closely related classes While the Scene Composer classifies
objects as one distinct class out of 58, some of these classes are closely related and are not
differentiated by the Object Sketchers. In these cases, object masks can be used by an
Object Sketcher to effectively disambiguate the desired output subclass. For instance, Scene
Composer generates trees as one of three classes: Oak tree (tall and with curly edges), Apple
tree (round and short), and Pine tree (tall and pointy); while there is only a single Object
Sketcher trained on a general class of all types of tree objects. We generated three different
masks and aspect ratios based on three clip art images and used them as inputs to a single
tree-based Object Sketcher to generate appropriate tree objects (by sampling z ∼ N(0, 1)128).
The Object Sketcher was able to sketch trees with configurations corresponding to input
masks from clip art objects (Figure 5.5). The generated sketches for pine trees were pointy;
for apple trees, had round leaves; and for oak trees, had curved edges.

Generating objects with direction-specific poses The Scene Composer can specify
the horizontal orientation of the objects (pointing left or right). As such, the Object Sketchers
are required to sketch horizontally asymmetric objects (e.g., racquets, airplanes) with specific
poses to follow users’ instructions. We show the ability of an Object Sketcher to produce
racquets at various orientations in Figure 5.6. The generated racquet sketches conformed to
the orientation of the mask, facing the specified direction at similar angles.

5.3.3 Complete Sessions with Composition Layouts and Sketches

We show the usage of Scones in six turns of conversation from multiple sessions in Fig-
ure 5.7. We curated these sessions by interacting with the system ourselves to demonstrate
various capabilities of Scones. In session a), Scones was able to draw and move the duck to
the left, sketch a cloud in the middle, and place and enlarge the tree on the right, following
instructions issued by the user. In session b), Scones was similarly able to place and move a
cat, a tree, a basketball and an airplane, but at different positions from session a). For in-
stance, the tree was placed on the left as opposed to the right, and the basketball was moved
to the bottom. We also show the ability of Scones to flip objects horizontally in session
b), such that the plane was flipped horizontally and regenerated given the instructions of
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Clip Art Mask Generated Sketches

Figure 5.5: Sketch generation results of trees conditioned on masks. The Object Sketcher
was able to sketch trees of three different classes based on mask and aspect ratio inputs.

Clip Art Mask Generated Sketches

Figure 5.6: Sketch generation results of racquets conditioned on masks. The Object Sketcher
was able to sketch racquets at two orientations consistent to the masks.
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“flip the plane to point to the right instead”. This flipping action demonstrates the Object
Sketcher’s ability to generate objects with the required poses by only sharing the latent vec-
tors z, such that the flipped airplane exhibits similar characteristics as the original airplane.
In both sessions, Scones was able to correlate multiple scene objects, such as placing the owl
on the tree in session (a), and basketball under the tree in session b).

5.3.4 Interpreting Transformer’s Attention Maps

We can further verify the relationships between text and object representations learned by
the model by visualizing attention weights computed by the Transformer model of the Scene
Composer. These weights also create the unique possibility of generalizing and prompting
for sketches of new objects specified by users.

The Transformer model in the Scene Composer uses masked self-attention to attend to
scene objects and instructions from previous time steps most relevant to generating the
object specification at the current time step. We explore the attention weights of the first
two turns of a conversation from the CoDraw validation set. In the first turn, the user
instructed the system, “top left is an airplane medium size pointing left”. When the model
generated the first object, it attended to the “airplane” and “medium” text tokens to select
class and output size (Figure 5.8). In the second turn, the user instructed the model to place
a slide facing right under the airplane. The model similarly attended to the “slide” token the
most, it also significantly attended to the “under” and “plane” text tokens, and the airplane
object. These objects and tokens are important for situating the slide object at the desired
location relative to the existing airplane object (Figure 5.9).

These attention weights could potentially be used to handle unknown scene objects en-
countered in instructions. When the model does not output any scene objects, but only a oe
(scene end) token, we can inspect the attention weights for generating this token to identify a
potentially unknown object class, and ask the user for clarification. For example, when a user
requests an unsupported class, such as a ‘sandwich’ or ‘parrot’ (Figure 5.10), Scones could
identify this unknown object by taking the text token with the highest attention weight, and
prompting the user to sketch it by name.

5.4 Exploratory User Evaluation

To determine how effectively Scones can assist users in creating sketches from natural
language, we conducted an exploratory evaluation of Scones. We recruited 50 participants
from English-speaking countries on Amazon Mechanical Turk (AMT) for our study. We
collected quantitative and qualitative results from user trials with Scones, as well as sugges-
tions for improving Scones. Participants were given a maximum of 20 minutes to complete
the study and were compensated $3.00 USD. Participants were only allowed to complete the
task once.



CHAPTER 5. SCONES: ITERATIVE SKETCH AUTHORING WITH TEXT 69

draw a duck in the middle

move the duck to the left

add a cloud in the middle

put a tree on the right

make the tree larger

there is an owl on the tree

there is a cat on the bottom right

draw a tree on the left

add a basketball under the tree

move the basketball lower

put a small airplane near the tree

flip the plane to point to the 
right instead

Scones SconesUserUser

a) b) 

Figure 5.7: Complete sketching sessions with Scones curated by the authors.
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Figure 5.9: Attention map of the Transformer across object and text tokens for the generation
of slide in the second turn of conversation. We observed that the Transformer model attended
to the corresponding words and objects related to the newly generated ‘slide’ object.

<start> <end> add a sandwich to the scene . <start>

<start> <end> there is a parrot on the top left . <start>

0.392 1.396

0.227 1.526

Figure 5.10: Attention map of the Transformer for text instructions that specify unseen
objects.
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5.4.1 Method

The participants were asked to recreate one of five randomly chosen target scene sketches
by providing text instructions to Scones in the chat window. Each target scene had between
four and five target objects from a set of 17 possible scene objects. Participants were informed
that the final result did not have to be pixel perfect to the target scene, and to mark the
sketch as complete once they were happy with the result. Instructions supplied in the chat
window were limited to 500 characters, and submitting an instruction was considered as
taking a “turn”. The participants were only given the sketch strokes of the target scene
without class labels, to elicit natural instructions.

Figure 5.11: Screenshot of Scones’ evaluation user interface.

Participants were first shown a short tutorial describing the canvas, chat interface, and
target scene in the Scones interface (Figure 5.11), and were asked to give simple instructions
in the chat window to recreate the target scene. Only two sample instructions were given
in the tutorial: “add a tree”, and “add a cat next to the table”. At each turn, participants
were given the option to redraw objects which remained in the scene for over three turns
using a paintbrush-based interface. After completing the sketch, participants filled out an
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exit survey with Likert-scale questions on their satisfaction with the sketch and enjoyment
of the system, and open-ended feedback on the system.

5.4.2 Results

Participants Satisfied with Sketches, Enjoyment Was Bimodal Participants were
generally satisfied with their final sketches (µ = 3.38, σ = 1.18), and enjoyed the task
(µ = 4.0, σ = 1.12). In open-ended feedback, participants praised Scones’s ability to parse
their instructions: “it was able to similarly recreate the image with commands that I typed”
(P25); “I liked that it would draw what I said. it was simple and fun to use” (P40). Some
participants even felt Scones was able to intuitively understand their instructions. P15
remarked, “I thought it was cool how quickly and intuitively it responded,” while P35 said,
“It had an intuitive sense of what to draw, and I did not feel constrained in the language I
used”.

While enjoyment was high on average, we found responses to enjoyment followed a bi-
modal distribution (Figure 5.12). By reviewing qualitative feedback and instructions to
Scones, we observe that many instances of low enjoyment (score ≤ 2) come from class con-
fusion in target scene sketches. Some participants confused the tent in a target scene as a
“pyramid” in their instructions, which Scones does not support: “There is a pyramid on the
left side a little ways up from the bottom” (P44). P49 tried five times to add a “pyramid”
to the scene.
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Figure 5.12: Survey results from user sessions with Scones.

P17, who strongly disagreed with enjoying the task (1/5), faced repeated class confusion
issues, mentioning, “it was very frustrating that it wouldn’t draw the circle by the cloud . . . It
wouldn’t draw anything besides the plane, cloud, tent, and fire. Was that not a person up by
the cloud?” Scones does not support “circle” or “person” classes—the target sketch had the
sun next to the cloud. When Scones is asked to draw an unsupported object, the canvas will
be left unchanged. Providing participants with an explicit list of classes in the target image
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or adding error messages could mitigate these frustrations. Furthermore, attention-based
methods mentioned in Section 5.3.4 could be used when an unrecognized class is detected
to prompt users to provide sketch strokes with corresponding labels.

Participants Communicate with Scones at Varying Concept Abstraction Levels
On average, participants completed the sketching task in under 8 turns (µ = 7.56, σ = 3.42),
with a varied number of tokens (words in instructions) per turn (µ = 7.66, σ = 3.35).
Several participants only asked for the objects themselves (turns delimited by commas):
“helicopter, cloud, swing, add basketball” (P25). Other participants made highly detailed
requests: “There is a sun in the top left, There is an airplane flying to the right in the top
right corner, There is a cat standing on it’s hind legs in the bottom right corner, Move the cat
a little to the right, please, . . . ” (P14). Participants who gave instructions at the expected
high-level detail produced satisfying results, “draw a tree in the middle, Draw a sun in the
top left corner, A plane in the top right, A cat with a pizza under the tree” (P32). The
recreation of this participant is shown on the top right of Figure 5.13.

Target User Recreations

Figure 5.13: Recreated scenes during the user study. Users combined Scones-generated
outputs with their own sketch strokes to reproduce the target scenes presented to them.

The longest conversations were often from participants with mismatched expectations for
Scones, who repeated commands: “Draw a cloud in the upper left corner with three round
edges., Change the cloud to have 3 round edges., Draw only 3 round waves around the edge of
the cloud., . . .Draw a snowman to the left of the table., . . .Draw a circle touching the middle
circle., . . . ” (P23). This trial reflects the need for Scones to make clearer expectations of
input to users. P23’s 16-instruction session contains expectations for the system to mod-
ify low-level aspects of the sketches (changing the number of edges in the cloud), exhibits
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class confusion (snowman and circles with shovel), and has mismatched concept abstraction
levels (drawing a shovel versus constructing a shovel from visual primitives, i.e., circles). A
potentially simple mitigation method for these hurdles would be to introduce more detailed
tutorial content for a wider deployment of Scones.

Scones as a Tool for Collecting Iterative Sketching Data The results of our study
show significant potential for Scones to be used as a Game With a Purpose (GWAP) [1]
to collect sketch critiques (natural-language-specified modifications to an input sketch to
match a target sketch) and user-generated sketch strokes. 26 (52% of) participants redrew
objects in their sketches when prompted (µ = 0.98, σ = 1.19), and participants who redrew
objects expressed their appreciation for this feature: “I liked that I could redraw the image”
(P48); “I liked being able to draw parts myself because it was relaxing and I felt I was more
accurate” (P11). Most participants who redrew objects also kept output from Scones in their
final sketches, reflecting Scones’s potential as a mixed-initiative design tool. Redrawing was
voluntary in our task, and these results suggest Scones may be useful for collecting user-
generated sketches in addition to natural language critique in a GWAP. Further motivating
this application, 14 participants described the task as “fun” in open-ended feedback, e.g.,
“This was a very fun task” (P23); “[I liked] Playing the game and describing the drawing.
It was fun!” (P42).

5.4.3 Participants’ Feedback for Improving Scones

Participants offered suggestions for how they would improve Scones, providing avenues
for future work.

Object Translations and Spatial Relationships A major theme of dissatisfaction
came from the limited ability of our system to respond to spatial relationships and
translation-related instructions at times: “It does not appear to understand spatial relation-
ships that well” (P35); “you are not able to use directional commands very easily” (P11).
These situations largely originate from the CoDraw dataset [98], in which users had a re-
stricted view of the canvas, resulting in limited relative spatial instructions. This limitation
is discussed further in Section 5.5.3.

To improve the usability of Scones, participants suggest its interface could benefit from
the addition of direct manipulation features, such as selecting and manually transforming
objects in the scene: “I think that I would maybe change how different items are selected
in order to change of modify an object in the picture. (P33); “maybe there should be a
move function, where we keep the drawing the same but move it” (P40). Moreover, some
participants also recommended adding an undo feature, “Maybe a separate button to get
back” (P31), or the ability to manually invoke Scones to redraw an object, “I’d like a way
to ask the computer to redraw a specific object” (P3). These features could help participants
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express corrective feedback to Scones, potentially creating sketches that better match their
intent.

More Communicative Output Some participants expected Scones to provide natural
language output and feedback to their instructions. Some participants asked questions di-
rectly to elicit Scones’s capabilities: “In the foreground is a table, with a salad bowl and a jug
of what may be lemonade. In the upper-left is a roughly-sketched sun. Drifting down from the
top-center is a box, tethered to a parachute., Did you need me to feed you smaller sentences?
. . . ” (P38). P23 explicitly suggested users should be able to ask Scones questions to refine
their intentions: “I would like the system to ask more questions if it does not understand
or if I asked for several revisions. I feel that could help narrow down what I am asking to
be drawn”. Other participants used praise between their sketching instructions, which could
be used as a cue to preserve the sketch output and guide further iteration: “. . .Draw an
airplane, Good try, Draw a table . . . ” (P1); “Draw a sun in the upper left corner, The
sun looks good! Can you draw a hot air balloon in the middle of the page, near the top?
. . . ” (P15). Providing additional natural language output and prompts from Scones could
enable users to refine Scones’s understanding of their intent and understand the system’s
capabilities. A truly conversational interface with a sketching support tool could pave the
way for advanced mixed-initiative collaborative design tools.

5.5 Limitations

5.5.1 Underspecified Masks

While mask conditioning effectively guides the Object Sketchers in creating sketches with
desired configurations, they can be underspecified for the poses exhibited by objects of some
classes. As shown in Figure 5.14, the mask of the right-facing body of a sitting cat can be
similar to the face of a cat. The current mask generation algorithm is also not able to capture
all the curves of the snake, resulting in ambiguous sketches of snakes. Future iterations of
Scones can improve on the mask generation algorithms with more advanced techniques.

5.5.2 Limited Variation of Sketches

Scones currently supports a limited number of sketched object classes and poses due to
its discrete representation of object configurations used by the Scene Composer. Future work
should explore models conditioned on continuous representations of classes and poses from
word embeddings for a flexible number of object classes. Moreover, Scones currently supports
only limited stylistic modifications (i.e., it may not support ‘sketch the leaves on the tree
with more details’). A future iteration of the Scene Composer could output a continuous
embedding that contains objects’ class, pose, and stylistic information to fully support a
wide range of sketches.
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Clipart Mask Generated Sketches

Figure 5.14: Sketches generated by the Object Sketcher with underspecified masks of the
Snake and Cat classes.

5.5.3 Data Mismatch Between CoDraw and Target Task

There are differences between the task protocol used to collect the CoDraw dataset and
the user interactions in Scones. The conversation in CoDraw only offers the Teller one chance
to ‘peek’ at the Drawer’s canvas, which significantly decreases the number of modifications to
existing scene objects. As a result, Scones performs well at adding objects of correct classes at
appropriate sizes, but is not as advanced at modifying or removing objects. Future work can
explore data augmentation techniques, such as super-sampling randomly-perturbed rounds
with modifications, or adding removal rounds that mirror the addition of scene objects, to
improve the ability of Scones to handle these tasks.

5.6 Towards End-to-End Generation

Two of the main limitations of Scones mentioned in Section 5.5.2—underspecification of
masks and limited fine-grained variation of sketches—originates from its two-stage system
design and that these stages were not trained end-to-end. As a result, modifications to
details of the scene objects are constrained by the representation of objects that are shared
between the Scene Composer and the Object Sketchers, which currently only includes several
discrete sizes, orientations, masks, and aspect ratios beyond continuous positions for each
object.

Towards advancing Scones to become truly flexible in considering and editing objects at
the stroke and point level, we conducted additional research in an attempt to train Scones-
like models in an end-to-end manner. We collected TranSketch, a new dataset of text-based
fine-grained modifications for the tree class, and combined it with CoDraw [98] and Quick,
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Draw! [91] datasets at the stroke level and investigated behaviors of Transformer models
trained directly to generate new strokes given all existing strokes in the original scene and
text tokens. In this section, we describe in detail the development of the dataset, models,
and metrics, and present some baseline results for this task. We hope that this investigation
can serve as a strong starting point for future research towards end-to-end sketch generation
and modification based on natural language critique.

5.6.1 Dataset Development

While there are no end-to-end scene modification datasets currently publicly available,
we synthesized such a dataset in two steps to mimic partial features of this dataset. We first
collected TranSketch, a new dataset that consists of text descriptions of pairs of individual
tree sketches. This creates some data examples in our final combined dataset that needs to be
modified at the stroke level. We then created the sketched scenes by taking the composition
of CoDraw, and placing various Quick, Draw! sketch objects onto the canvas according to
that composition. We finally combined all the strokes in a single long sequence for both the
original and the final scene to enable end-to-end scene sketch modification.

TranSketch Dataset

The TranSketch dataset contains unique pairs of sketched trees from the Quick, Draw!
dataset. Each individual tree is encoded in the same pen-event-based vector format as in
Quick, Draw!, and each pair consists of a source sketch and a target sketch. These pairs are
presented to crowd-workers on Amazon Mechanical Turk, and the task for crowd-workers is
to come up with a short text description summarizing the changes required to modify the
source sketch to the target sketch for each sketch pair. The source and target sketch differs
at the stroke level but are both trees, hence representing a semantically complex sketch
modification task.

We collected 20,032 triplets of a source sketch, a target sketch, and a text description.
Each text description in the dataset contains 13.2 words on average, and we filter out outlier
descriptions that are either too short or too long. This dataset was primarily investigated
by my mentee Luming Chen, and we refer interested readers to a detailed description of this
dataset in Luming’s master’s thesis [23].

Combining CoDraw, TranSketch and Quick, Draw Datasets

To build the final dataset for our end-to-end task, we combine scene compositions from
the CoDraw dataset used to train the original Scene Composer in Scones, and the object
sketches in both the TranSketch dataset and the Quick, Draw! dataset.

The first step is to pre-process the object sketches. We additionally filter out object
sketches that are of low quality and/or are not in suitable poses for composition (e.g., a
dog sketch that only depicts the head but not the entirety of the dog). To perform filtering
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on these criteria, we utilize a pre-trained classification model on all 345 classes of sketches
available in the Quick, Draw! dataset. To identify sketches with correct poses, we first
hand-labeled a small number of sketches from the particular class of concern to be examples
of either ‘accepted’ or ‘rejected’ sketches. We then compute model embeddings at the penul-
timate layer for all of these labeled sketches, and filter out sketches that have embeddings
that are closer on average to the ‘rejected’ sketches than the ‘accepted’ sketches.

Then, to further filter out low-quality sketches, we consider the classification probability
as a proxy for the recognizability and sketch quality of the sketches. We pick the sketches
that are both within the top-N (N being the number of sketches needed from that particular
class in the CoDraw dataset) classification probabilities from each class and have correct
poses based on the filtering procedure above.

After performing these filtering steps, we use compositions from the CoDraw dataset to
resize and position sketch strokes on the canvas. Using notations from Section 5.1.1, we
expand each object (o) to not only be a fixed-length vector representation, but a sequence
of sketch stroke events (q1...n) that is used in Section 5.1.2. For each sketched scene, we
randomly sample a single sketched object for each type of objects, meaning that the dog
sketch in the original scene, for example, would use the exact same strokes as the dog
sketch in the final scene (note that the strokes, however, can be resized based on object
specifications). We then position and resize the strokes to maximally but completely fit into
each object’s bounding box in the corresponding scene. This forms a longer final sequence
representation of the data such that each stroke is a single unique time-step in the entire
scene, as opposed to in a single object. The text representation remains the same in this
new dataset, except with shorter padding at the beginning to reflect the smaller size of the
pen-event data format of the strokes. We reduce the number of turns (n) to a single turn to
fit into common context-window sizes of Transformers in our experiments. We will formally
define these transformation steps in the following Section 5.6.2.

We also randomly shuffle the orders of strokes in the input sketch, to remove any bias
on the orders of drawing by users on the input side. On the output side, we explore a
few random and non-random ordering options for model-generated strokes. We will further
discuss these order variants of our data in Section 5.6.3.

For each composition in our final dataset, we sampled 10 different object sketches, result-
ing in a final dataset with 122,816/42,624/42,624 examples for train/validation/test splits.
Figure 5.15 shows some examples from this final combined dataset (along with the predicted
scenes by our model).

5.6.2 Task Formulation and Model Architectures

We formally define the learning task and training objectives in this section. As mentioned
in Section 5.6.1, each input data example consumed by the model now consists of the full
sketch sequence of the entire scene. We first update our index notation of the strokes such
that it additionally includes the object index. Each sketched object Q(i,j) is now represented
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by q(i,j,1)...(i,j,h(i,j)), with h(i,j) being the length of strokes of j-th sketched object at round i,
and would correspond to the symbolic object o(i,j).

We similarly have to reconcile text and sketch embeddings as inputs. We base our defi-
nition on Equation 5.1, but we now update the stroke representation instead so it becomes:

q′(i,j,k) = [q(i,j,k),0(300)] (5.7)

All strokes from each object within a single scene are then combined and concatenated
to represent the full scene. We can re-index the strokes from 1 to h(i,j) (which corresponds
to the original object o(i,j)), to 1 to hi =

∑
j h(i,j) to include combined lengths of all objects’

strokes. The sketches of the entire scene now become q′(i,1)...(i,hi)
. Note that the new index

can be ordered in various ways, meaning that the strokes in the new scene can be drawn in
different orders which we will discuss in detail in Section 5.6.3. With this new notation, we
define the new model inputs and outputs to be:

S ′
i = [q(i,1)...(i,hi)] = Transformer([q′(i−1,1), ...q

′
(i−1,h(i−1))

, t′(i,1), ...t
′
(i,li)

, q′(i,1)]) (5.8)

In this experiment, we also only consider the previous turn (n = 1 according to the
original notation) due to limitations of computational resources which affects the maximum
context size in the Transformer that we were able to support.

To train our model, since the output now is in the raw stroke format that was defined
by the Object Sketchers, we use the same negative log-likelihood loss function:

L = − log p(S ′
i) =

hi∑
k=1

− log p(q(i,k)) (5.9)

The likelihood P is defined by either Gaussian Mixture Models (GMMs) or categorical
distributions that we parameterized with the specific Transformer’s outputs. This GMM
paradigm is the same as the Object Sketcher and prior work in sketch modeling, and was
described in detail in Section 2.4. Each of these choices is considered with either continuous
or discrete coordinates mentioned in Section 5.6.3.

The Transformer architecture we used in this set of experiments is a Transformer with
masked self-attention similar to GPT-2 similar to the Scene Composer (Section 5.1.1). How-
ever, we scaled up the Transformer to have 512 hidden units and 8 attention blocks and 8
attention heads, since this model needs to additionally handle the raw sketching mechan-
ics that were previously handled by the Object Sketchers. There are 10 distributions in
the Gaussian Mixture Models we used (only applicable to models with continuous coordi-
nates). The model was trained using an Adam Optimizer [99] with an initial learning rate
of lr = 6×10−4, and had a linear warm-up and decay schedule similar to that of the original
Transformer model [184]. The model was trained on our newly compiled dataset for 125
epochs in which the validation loss converged by the end of training.
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5.6.3 Task Variants

We have conducted experiments on several variants of the task. These variants primarily
differ by the order of input and output strokes given that there is ambiguity on how strokes
of different objects are concatenated into a single long sequence that represents the sketch
scene. The variants also differ by the representation of geometric coordinates of the pen
events.

We first consider different input and output orders of pen events in our model variants’
learning task. For all variants, we group pen events into strokes, such that all pen events
(time-steps) within the same strokes are ordered identically as they were in individual object
sketches. For input strokes of all variants, we first randomly shuffle the order of strokes
so that there are no prior assumptions on how users might draw various strokes of various
objects in the scenes. We then experimented with several different orders for output strokes.
The first order we explored is obtained by first grouping the strokes by their original objects,
and then sorting the objects by their y coordinates, finally tie-breaking by their x coordinates.
This corresponds to the procedure where top-left objects are drawn first before objects at
the bottom right of the canvas. We also experimented with an order where the objects are
randomly shuffled, but the orders of strokes within each object were preserved.

We then experimented with various representations of pen event coordinates: absolute
coordinates with reference to the top left of the canvas, and relative coordinates with refer-
ence to the end of the previous pen events. Note that in all variants, the absolute coordinates
are provided as additional information to the model regardless of the actual coordinate rep-
resentation.

We further experimented with discrete and continuous coordinates, and trained models
with continuous coordinate data with GMMs and models with discrete coordinate data with
categorical distributions.

5.6.4 Metrics

To effectively measure task success, we adapted a well-known metric to our context to
ensure both the nature of our task is reflected, and this metric is compatible with various
stroke output formats of our model variants. We additionally prefer metrics that are ex-
tensible to future pixel-based models, given the high performance of pixel-based, general
text-to-image methods such as DALL-E [150, 151] and Imagen [165].

Our metrics are centered around the Chamfer Distance, which given a set of points to
be measured and a set of reference points, for each point in the sequence to be measured
we pair it up with the reference point that produces the least Euclidean Distance to that
particular measured point. We then take the average over all measured points’ minimum
Euclidean Distances to be one measurement value. This process is repeated by swapping
the reference and measured sequence. The final metric value is the sum of the two values in
the two measurements. In our application, when we consider the ground-truth pen events
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(Q = {q}) and the predicted pen events (Q̂ = {q̂}), the definition of Chamfer Distance would
be:

Chamfer(Q, Q̂) =
1

|Q|
∑
q∈Q

min
q̂∈Q̂

d(q, q̂) +
1

|Q̂|

∑
q̂∈Q̂

min
q∈Q

d(q̂, q) (5.10)

with d being the distance function. This is the Euclidean Distance between the absolute
coordinates of the end-points of the two pen events in our computation in our case.

At a high level, this metric represents how well the reference points are represented by the
measured points and in the opposite direction symmetrically. We extend this computation
to two choices and aggregations of Q and Q̂. We compute Chamfer Distance when Q and
Q̂ are either 1) all pen events in the sequence, or 2) all starting points of the strokes in the
sequence. We also aggregate these values differently across the sequence, including taking
the average value per point and the average value per stroke.

5.6.5 Baseline Results

Quantitative Metrics

For each of the proposed task variants in Section 5.6.3, we compute each aggregation
variant of the metrics described in Section 5.6.4. Table 5.2 summarizes the metric values on
the test set of our proposed dataset in this task. We found that the model that uses Discrete
and Relative coordinates, with a fixed, Sorted output order of the predicted strokes (i.e.,
predicting the top left object first) yields the best Chamfer Distance in all aggregation
variants. With Chamfer Distance at 0.0784 when aggregated and averaged across all points
in the predicted and ground-truth pen event coordinates, this model outperformed other
model variants with continuous and absolute coordinates and those with a random output
order.

Table 5.2: Chamfer Distances for end-to-end sketch critique, lower is better.
D - Discrete Coordinates, C - Continuous Coordinates,
A - Absolute Coordinates, R - Relative Coordinates
N - RaNdomized Output Objects, S - Sorted Output Objects

Chamfer -
All Points

Chamfer -
Stroke Start
Points

Chamfer - Average by
Stroke

C + R + S 0.176 0.275 0.159
D + R + N 0.174 0.263 0.164
D + A + S 0.258 0.296 0.217

D + R + S 0.156 0.242 0.148
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We hope all statistics of the aforementioned model variants that we included in Table 5.2
can serve as baselines for future end-to-end scene sketch modification models. We would also
like to acknowledge that the usage of Chamfer Distance allowed us to fairly compare models
that output continuous and discrete coordinates, given that they are trained with different
losses which can yield significantly different values.

We additionally split the set of evaluated points into points that are ‘copied’ from the
original scene belonging to objects that already exist in the original scene (note that these
points can move or scale in the new scene, and these include the ‘TranSketch turns’ which
contain trees in the original scene), and points that are ‘added’ which did not exist in the
original scene. However, since we only have this point partition knowledge for ground-truth
points, we are only able to compute an asymmetric part of the Chamfer Distance outlined
in Equation 5.10. We define this as partial Chamfer Distance in the following equation:

Partial Chamfer(Q, Q̂) =
1

|Q|
∑
q∈Q

min
q̂∈Q̂

d(q, q̂) (5.11)

Table 5.3 shows the results separately for the ‘copied’ and ‘added’ points based on the
Partial Chamfer Distance defined above. We observe that the discrete model is better at
copying points, while the continuous model is better at generating new points. Therefore, we
believe one promising future research direction is to combine the strengths of a continuous
model in creating new objects with the accuracy of a discrete model in copying original
objects. We can potentially achieve this by introducing the inductive bias in the continuous
models’ Gaussian distributions, into the discrete model by changing its target categorical
distributions to be Gaussian-like.

Table 5.3: Partial Chamfer Distances (from ground-truth to predicted points) for copy and
added objects, lower is better. Both models used Relative coordinates and Sorted output
object order.

Partial Chamfer - All
Points - Copy

Partial Chamfer - All
Points - Add

Continuous Coordinates 0.0558 0.116
Discrete Coordinates 0.0540 0.141

We finally analyze Chamfer Distances separately for examples that correspond to the new
TranSketch dataset and the other examples that correspond to the original CoDraw dataset.
Recall that the examples in the TranSketch dataset require stroke-level modifications of
tree objects in the scenes based on text descriptions. Table 5.4 shows the quantitative
results separately for TranSketch and non-TranSketch examples. We observe that TranSketch
examples appear to have significantly lower Chamfer Distance compared to other examples.
We believe this might be related to the fact that the positions of trees are already defined
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in the original scenes in TranSketch turns, and that the only task of the model is to redraw
the tree at the same location but with different strokes. We believe such statistics reflect
that additional metrics might be required to further understand stroke-level modification
performance. At the very least, however, an effective evaluation might require researchers
to separately compare TranSketch and non-TranSketch examples similar to this part of the
analysis.

Table 5.4: Chamfer Distances for TranSketch rounds and Non-TranSketch rounds, lower is
better. Both models used Relative coordinates and Sorted output object order.

Chamfer - All Points -
TranSketch

Chamfer - All Points - Oth-
ers

Continuous Coordinates 0.137 0.193
Discrete Coordinates 0.0864 0.186

Qualitative Exploration

We also reflect qualitatively the performance of our models in this end-to-end sketch
modification task. Figure 5.15 shows various examples that include original scenes, ground-
truth target edited scenes, and the predictions made by our model. We included the ground-
truth scene to demonstrate the resulting scenes in this dataset generated by our proposed
procedures in Section 5.6.1. The model that performed the prediction in Figure 5.15 was the
best-performing variant quantitatively—the model with discrete and relative coordinates,
and a sorted output order. In a), b), and c), we see that the model is capable of generating
individual objects at appropriate positions, with the sun at the top right in a) and the cloud
on the top left for b). We additionally see that the model is able to handle more complex
sketches with many strokes (i.e., pen lifting and re-drawing again) with the raindrops in the
rain-cloud in c) differentiated against a simpler cloud shown in b). In d) and e), we observe
the model is able to copy original scenes with high accuracy, while adding the appropriate
new classes of objects such as tents, tables, and trees.

Finally, in f), we observe that the model is sometimes able to handle stroke-level mod-
ifications for trees that we extracted from the TranSketch dataset. This example refers to
the stroke-level modification task where the model needs to make the trunk skinnier and the
leaves less hand-like, and we observe the model was able to make such stroke-level changes
in the predicted scene in this case. Nevertheless, we have also observed that the model failed
to follow more complex text instructions in other cases, prompting future research on the
consistency of modeling correspondences between fine-grained text and strokes.

Since all of these scenes are consumed and generated from scratch in an end-to-end
manner by a single Transformer with masked self-attention, with no explicit or hand-crafted
copying mechanisms, this reflects the current ability of our trained model to handle sketches
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'right top corner big sun . 
orange part gone'

Current Scene Modified SceneText Instruction

Current Scene Modified SceneText Instruction

right top corner big sun 
. orange part gone

ok upper left corner 
medium cloud partially 
cut off

a) 

b) 

medium rainy cloud on 
center left , top a little 
hide .

medium picnic table at 
bottom in middle

c) 

d) 

big tent facing left .

for the tree, the trunk 
needs to need skinnier 
and the leaves less 
hand like

e) 

f) 

Ground-truth Scene

Figure 5.15: Generated and ground-truth scenes for the end-to-end sketch modification task.
The end-to-end model is able to copy sketched objects from the original scene, and modify
and add sketched objects into the output predicted scene.
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of various concept classes and to copy original scene objects. This also shows the potential
for Transformers to support more complex, stroke-level edits of scene sketches shall the data
become available in the future.

We additionally qualitatively review the correspondence between our primary metric—
Chamfer Distance, and the similarity between predicted and ground-truth sketched scenes.
Figure 5.16 shows two example pairs of predicted and ground-truth sketched scenes, one
with a low Chamfer Distance (Figure 5.16a) at 1.40 × 10−3, and another one with high
Chamfer Distance (Figure 5.16b) at 0.449. The scene pair in Figure 5.16a was taken from
our preliminary model which only learns to copy exactly from the ground-truth scene. We
observe a high degree of similarity between the copied scene and the original scene in this case,
and this is reflected by the low Chamfer Distance. Conversely, we observe in Figure 5.16b
that when the model mispredicts and leaves one important object (the tree) off the scene,
the Chamfer Distance between this pair of scenes is high. This reflects a reasonable ability
of Chamfer Distance to represent perceptual scene similarity, especially when some objects
and/or strokes are obviously missing.

(a) Chamfer Distance = 1.40× 10−3 (Low) (b) Chamfer Distance = 0.449 (High)

Figure 5.16: Predicted and ground-truth scenes with (a) low and (b) high Chamfer Distances.

5.6.6 Key Research Challenges

Through developing these baseline models for end-to-end sketch modification, we reflect
on several key research challenges that we believe future research in this area could focus on.
The first important challenge is the appropriate re-use of original strokes in the scene. We
observe that some models have encountered difficulty in even copying over existing sketch
strokes that do not need to be modified. While we intentionally shuffle the input stroke orders
to reflect realistic use-cases that users might sketch the scene in any orders, this creates great
difficulty for some models (especially the model that uses continuous coordinates) to copy
over identical objects—some strokes were missing, and others were repeated in the output
scenes generated by these models. This issue becomes even more apparent when the output
scenes do not need an exact copy of certain objects, but require resized and/or moved copies
of existing sketched objects from the original scenes.
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Another key research challenge is related to the original limitation of the CoDraw dataset,
which was unbalanced with various classes of objects and consists of significantly more turns
that add new objects into the scene than turns that only move or edit existing objects in
the scene (discussed in detail in Section 5.5.3).

Finally, we believe while Chamfer Distance is a good starting point to fairly compare
models with various architectures and output formats on this task, we believe additional
normalization would be helpful across scenes with different numbers of points: scenes with
higher numbers of ground-truth points are denser, hence it would be easier for even randomly
plotted points to achieve low Chamfer Distances. A potential normalization can use sets of
randomly sampled points of similar lengths to the ground-truth points as prediction baselines
to more fairly evaluate similarities between predicted scenes and ground-truth scenes.
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Chapter 6

Words2ui: User Interface Prototype
Generation and Retrieval from Text

Beyond building systems to support sketching for non-experts, we believe the benefits of
deep-learning (DL) models can be extended to building systems that support professional
design domains. Our first attempt is to support user interface (UI) design, a complex process
that requires significant domain-specific expertise gathered from years of education and ex-
perience. One critical step of this process is to produce low-fidelity mock-up prototypes from
high-level specifications of requirements (as described in Section 2.1.2 and prior literature [5,
134, 145, 189]), and this step often involves professional designers dedicating extensive time
and effort. Many small-scale app developers and amateur designers, however, might not
have the resources and/or expertise for such a design task, leading to lower-quality end
products. While producing these mock-ups from scratch might be difficult, specifying high-
level requirements for these UIs in natural language requires less design expertise. These
specifications might even already exist in these practitioners’ current development processes.

As such, we believe computational systems that can create concrete UI design mock-ups
guided by high-level text descriptions can greatly benefit UI design practitioners. Moreover,
these computational systems can be helpful in communicating and discussing designs with
clients and/or other non-experts, as the generated design artifacts can be useful for them
to ground their discussions on (see Section 2.1.3 for a detailed discussion on sketches’ role
as a communication medium). Producing diverse sets of UIs relevant to specifications still
takes significant effort and time even for professional designers, and such a system can help
reduce professional designers’ workload, allowing them to make more important decisions in
the design process.

The first step towards such a system is developing methods that can robustly, coherently,
and diversely generate plausible UI design mock-ups from brief text descriptions about the
desired UIs. Coupling recent advancements in the DL community on effective text-to-image
retrieval and generation models with large datasets of pairs of UIs and captions [186], we
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introduce two DL-based retrieval and generation models1 that are first of their classes to be
able to create UI mock-ups based on a wide range of natural language descriptions (see also
a brief overview in Figure 6.1):

• We introduce UI Generator, the first deep generative model that is able to generate
UI mock-ups from scratch with only a high-level text description about the desired UI,
and a set of post-processing techniques to filter and present high-quality UI designs to
users.

• We introduce Multi-modal Retriever, the first DL model that learns cross-modality
correspondence and latent representation to retrieve design examples from a large UI
corpus using high-level text descriptions about the desired UIs.

In this chapter, we first describe our methods towards developing each of these models.
We then developed a set of benchmark metrics to better assess this novel task effectively
and quantitatively, especially when comparing to existing and future approaches. We then
present quantitative and qualitative results of our generative and retrieval models. Towards
the end of this chapter, we report feedback provided by experts after inspecting artifacts
generated by our system. We additionally outline several applications that we envision to
support in the future based on this feedback.

“sign in page”

User-specified 
Text Description

Embedding 
Space Retrieved UIs

(Vector graphics)

BERT Vectors

Nearest 
Neighbour

ti tj

Dataset Pair

Generative Deep 
Neural Network

Generated UIs

Deep-neural-network 
Embedding Spaces

Retrieved UIs

Text-UI 
Dataset

Figure 6.1: High-level overview of the two proposed retrieval and generative methods for
creating UI mock-ups from text descriptions with deep neural networks.

6.1 UI Generation and Retrieval Methods

In this section, we describe our two proposed methods towards generating and retrieving
UI mock-ups from text descriptions in detail. Figure 6.2 illustrates the commonalities and
differences between the two methods. The UI Generator is a generative model that learns

1Part of the work presented in this Chapter was presented as a workshop paper at the Computational
UI workshop at CHI 2022 [79].
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to synthesize UIs entirely from scratch only from high-level text descriptions. The Multi-
modal Retriever includes a dual-encoder [140] that is capable of processing (embedding)
a text description provided by a user into a common embedding space that is populated
with both text and UI embeddings. We can then directly retrieve the nearest UIs in this
space. We describe and discuss different processes of dataset selection and processing, model
architectures, training configurations, and resources required by each of these methods.

Multi-modal
Retriever

“welcome page”

User-specified 
Text Description Embedding 

Space Retrieved UIs

(Vector graphics)

1) TextEncoder

Nearest 
Neighbour

li ri

Text-UI Dataset
(UI)

Generated UIs

“welcome page”

1) Transformer + GMM

User-specified 
Text Description Generated UI 

Elements

(Filtering)

2) Filtering and Rendering
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[0.50, 0.08, 0.27, 0.06, “text”]
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Generator

2) Rendering
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Retrieved UIs
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Text-UI Dataset

Dataset Pair

(text)

Figure 6.2: Side-by-side comparison of overall workflows of each of our proposed methods.

6.1.1 Datasets

While both methods use different modalities and features for training, they all commonly
use the screen2words dataset2 [186], a large-scale dataset with more than 112,000 high-level
text descriptions corresponding to detail attributes and screenshots of more than 22,000 UIs
in the RicoSCA dataset [117]. To our knowledge, it is the only large-scale dataset that
contains pairs of high-level text descriptions and UI examples. These pairs are required by
our target task of text-based creation of UI mock-ups.

We used the original dataset splits with 15,7123/2,364/4,310 UIs in the training/
validation/test sets. The UIs in each of the splits are captured from different apps. Each
UI is captioned by five crowd-workers, producing five English sentences with under 10 text
tokens. We also embed text descriptions using a pre-trained BERT model [39]. We extract
one BERT embedding ti for each token ei in a text description sequence.

2https://github.com/google-research/google-research/tree/master/screen2words
3The original screen2words training set contains 15,743 UIs. However, there are 31 UIs that we were

unable to process, and hence we excluded them in our training set.

https://github.com/google-research/google-research/tree/master/screen2words
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6.1.2 UI Generator

Generative models are central to our investigation because they can learn from existing
designs to synthesize novel UIs. These generated UIs are potentially unconsidered by human
designers based on unseen and flexible text descriptions. This ability of a successfully trained
text-to-UI generative model represents a deep understanding of the design space and can
enable new applications for UI Design. Therefore, we built Transformer-based generative
models to generate UI element attributes directly from text descriptions.

Additional Pre-processing

While each UI example in the combined RicoSCA and screen2words datasets includes
detailed attributes of all UI elements, most prior work uses a more semantically meaningful
subset of UI elements with additional annotations from [122]. This subset reduces the task
difficulty yet retains the most meaningful part of the UI generation task, so we adopt this
common workflow. These UI elements are then flattened within each UI by sorting them
based on their approximate Y coordinates, and tie-broken with X coordinates. We also filter
out UIs with more than 128 elements, like in [60].

Task Formulation and Model Training

Once we have pairs of clean and sorted UI element attribute sequences and text descrip-
tions, we formulate the machine learning task as follows. Our model takes k BERT vectors of
a text description t1...k and generates n UI elements u1...n. Each UI element is represented by
combining normalized X and Y coordinates and width and height values [x, y, w, h] relative
to the screen dimensions, with a one-hot vector e(c) that is 1 at the index of the seman-
tic class number that the UI element belongs to, and 0 anywhere else. This gives us one
ui = [xi, yi, wi, hi, e

(c)
i ] vector for each UI element.

We can then consider this problem as a typical sequence-to-sequence translation problem
where we ‘translate’ a sequence of text tokens to a sequence of UI elements. We explore two
Transformer-based methods for UI elements to interact with input text tokens.

The first method is implemented as a Transformer Encoder-Decoder model, where text
descriptions t are encoded with an independent, separate set of encoder weights into final
layer embeddings (one for each text token). Similarly, the UI elements are also decoded using
a decoder exclusive to UI element inputs u, but they interact with the encoder embeddings
using cross-attention at each attention block. This approach is more common in sequence-
to-sequence modeling problems, especially those that operate on two separate modalities
such as image captioning. Figure 6.3 illustrates this model architecture variant in detail,
including the employed pre-processing and loss computation steps.

The second method is implemented as a Transformer decoder-only model, where text
token inputs t are prepended to UI element inputs u (after passing through embedding
layers specific to UI or text) and masked attention is applied at each time-step. In this case,
all inputs are modeled with the same set of weights, and each attention block has access to
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Figure 6.3: Model architecture of the UI Generator (Transformer Encoder-Decoder variant).

all intermediate representations of both text and UI element inputs. This approach is similar
to language modeling tasks that are typically used to model data in a single modality [16],
but have recently also found success in cross-modality modeling tasks [151].

While we can train the decoder to generate exact coordinates and classes of UI elements,
a generative model commonly outputs a distribution instead of a specific token in the inputs’
format for each time-step. Because each UI element has continuous attributes x, y, w, h and
a discrete attribute e(c), we split the output of the decoder so that one part of it is used
to parameterize distributions for continuous attributes while the other is to parameterize
distributions for discrete class attributes. For the first part that parameterizes the distribu-
tion of continuous attributes, we explore two options: 1) Gaussian Mixture Models (GMM),
which forms a Mixture Density Network [13] with the Transformer (described in detail in
Section 2.4); 2) categorical distribution with discretized coordinates. The other part of the
outputs is treated as logits of a categorical distribution of the UI element class.

At a high level, this allows us to generate a distribution of output UIs instead of a single
prediction. This is especially important for our problem because the text descriptions are
often underspecified—a single text description, such as ’login page’, can correspond to many
potential candidate UI designs. Overall the Transformers generate a probability distribution
of each predicted output UI element:

p(ui) = p(ui|θ), ui = [xi, yi, wi, hi, e
(c)], θ = Transformer(u1...i−1, t1...k) (6.1)

To train these generative models, we minimize the total negative log-likelihood of the ground-
truth UI element sequence given the probability distribution above (note that we don’t have
to train p(u1) as it is always the start token).
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L(Transformer) = −
n∑

i=2

log(p(ui)) (6.2)

This is a typical training process for generating continuous, low-dimensional attributes
with a sequence model. The specific definition of the likelihood p(ui) depends on whether
discrete or GMM-based parametrization is used to model the continuous positional attributes
of the UI elements. A detailed description of the optimization process for GMMs can be
found in Section 2.4, and discrete distributions are optimized with typical cross-entropy loss
functions (equivalent to optimizing Equation 6.2 directly with corresponding model outputs
as likelihoods).

We choose hyperparameters (dmodel ∈ {128, 64, 32}, nlayers ∈ {6, 4}) of our models based
on performance on the validation set. We trained our models using an effective batch size
of 1024 with an Adam optimizer with a starting learning rate of 10−3 and we manually
decreased it to 10−4 when the validation loss plateaued. We implemented our model using
Trax and trained them on Google Cloud TPU v3 with 32 cores.

Sampling UIs

Once a generative model is trained, we can generate all the elements on a UI given a
text description autoregressively. At each time-step we feed the Transformer all previously
generated elements along with the text description, and sample the Transformer for the next
predicted UI element ûi from the distribution p(ui|Transformer(u1...i−1, t1...k)). We repeat
the process until the model outputs a special token of EOS to indicate the end of the genera-
tion process. For our methods that model continuous attributes with GMMs, we use greedy
sampling and apply the temperature parameter of τ = 1.0 or 0.1 to both the categorical
distribution of UI element classes (by rescaling the logits) and the GMM distribution (by
rescaling the variances). This temperature parameter controls the stochasticity of the model
that translates to diversity of generated UIs for a given description. For models that dis-
cretize all UI attributes, we use nucleus sampling with cutoff p = 0.9 for a fair comparison
with prior work. The sequences of numeric and categorical attributes of the generated UI
elements are taken as final outputs of the model.

6.1.3 Multi-modal Retriever

While generative models enable novel designs to be generated, one important interaction
that is similarly important in the UI design process is to search and find inspirational designs
from large corpora of real designs [70, 110, 157]. This allows designers to understand the
design landscape and comparatively evaluate their design against prior art. Towards this
goal, we developed a Multi-modal Retriever that enables designers to retrieve existing UIs
by providing text descriptions. This method embeds both text descriptions and UIs into a
shared embedding space using a contrastive-learning method, and then performs retrieval
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across the modalities directly in this space. To our knowledge, this is the first cross-modality
text-to-UI DL retrieval model.

Investigating cross-modality retrieval also aids in the evaluation of generative models
that we developed in Section 6.1.2. This is because a crucial part of evaluating text-to-
UI task success is measuring the relevance between the generated UIs to their input text
descriptions. However, this correspondence is hard to be directly quantified with simple
rules or metrics. Hence, a cross-modality retrieval model that learns correspondence and
distances between artifacts in the two modalities (text and UIs) needs to be developed and
used to evaluate text-UI relevance of the generative models. Some of the most established
metrics in text-to-image generation (e.g., R-precision) similarly require the development of
a text-image cross-modality retrieval model [140].

Additional Pre-processing

We included a large amount of information from both the text descriptions and the
paired UIs from the screen2words dataset to obtain cross-modality embeddings that encode
more nuanced and detailed UI knowledge in the Multi-modal Retriever. We flattened UIs
to element attribute sequences and added a start token, an end token, and a token that
contains pooled BERT embedding of the text description of the UI’s app to each sequence.
For each element in the UI (including intermediate elements), we embed the dimensions
(x, y, w, h), the element type (same as the ones used in the screen2words dataset), and a
single pooled BERT embedding of the element’s text content. This gives us detailed content-
based, semantic, and geometric information of each element in the UIs. We also filter out
UIs that are longer than 512 tokens.

Note that to support the evaluation of the UI Generator, we train an additional variant
of the Multi-modal Retriever that uses the same pre-processing method as the UI Generator
described in 6.1.2. This dual-encoder is based on only UI layout attributes without the
content of the UIs, so that generated UIs can be used as inputs to this model. This variant
is employed instead of the full Multi-modal Retriever in Section 6.3.1 since it takes the same
input format as the output format of the UI Generator.

Model Architecture and Training

The Multi-modal Retriever encodes text descriptions and UIs respectively using two
sub-modules TextEncoder and UIEncoder, which is adapted from a dual-encoder [140]
used for text-to-image retrieval. Each of TextEncoder and UIEncoder is a Transformer
Encoder with hidden-layer size of 64, intermediate size of 256, and 4 layers (chosen by
performance on the validation set).

Given a text description, we obtain the BERT embeddings t1...k for each of the k text
tokens from the pre-processing step. From these embeddings we can use the TextEncoder
to obtain a single, fixed-length text embedding et = TextEncoder(t1...k) by taking only the
output of the special start token as the ‘pooled vector’ of the sequence. Similarly, from the
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pre-processing step we obtain the flattened sequence of n UI element attribute vectors u1...n.
From this we can obtain a single, fixed-length UI embedding eU = UIEncoder(u1...n) at the
start token position similar to the TextEncoder.

With pairs of corresponding embeddings et and eU , we obtain a mini-batch of K pairs of
embeddings et,1...K and eU,1...K . We follow the Contrastive Learning paradigm (described in
detail in Section 2.5) and formulate a loss function that would minimize the distance between
matching pairs of et and eU and maximize the distance between unmatching pairs. We
minimize the following bidirectional in-batch sampled softmax loss defined in Equation 2.14.
Translating into the original notations in Equation 2.14, we define fU = UIEncoder and
ft = TextEncoder, that the distance function S(et, eU) is the dot product between the text
and UI embeddings.

We use an Adam Optimizer [99] with a constant learning rate of 0.001 to train our model
with this loss. We implemented our model using Trax4 and trained it on Google Cloud TPU
v3 with 32 cores with mini-batches of 64 samples per replica.

Embedding and Retrieval

To retrieve UIs given a user’s text description td, we compute et,d = TextEncoder(td)
and find the nearest neighboring UI embeddings eU in the set of UIs to be retrieved using
the dot-product similarity metric. The sequences of numeric and categorical attributes of
the UI elements of the retrieved UIs are taken as final outputs of the model.

6.1.4 Rendering

The final step of all proposed methods is to render the produced UIs in the representation
of low-fidelity mock-ups. Low-fidelity mock-ups are commonly used in early stages of UI
design because they enable designers to focus on essential design ideas instead of being
distracted by details. Since the UIs outputted by both methods are sequences of numeric and
categorical attributes, converting them into the mock-up format more familiar to designers
enables them to be potentially more effective in supporting design applications.

We first adjust the numeric outputs from the UI Generator that uses GMMs for con-
tinuous attributes to better aligned values. We snap each UI element to one of 32 discrete
grids along each dimension to remove minor alignment discrepancies as the model estimates
continuous values for each of the continuous variables (x, y, w, h).

For both methods, we then curated a set of SVG elements from the Material Design
guidelines [57], and programmatically modified specific graphic attributes within these SVG
elements for each individual UI element (e.g., only resizing the length of the bar of a slider
instead of stretching the circle selector). These enhancements allow us to accommodate
different aspect ratios of the UI elements to avoid stretching, producing coherent final UI
mock-ups compiled as HTML documents. Note that for retrieval-based methods, we can

4https://github.com/google/trax

https://github.com/google/trax
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optionally provide the original screenshots of the UIs in addition to the mock-ups as these
UIs are taken directly from the dataset.

6.2 Benchmark Metrics for Generative UI Models

Prior to measuring the performance of our proposed methods quantitatively, we inves-
tigate and define novel quantitative metrics specifically for generative methods. This is
because while measuring the performance of the Multi-modal Retriever can be done with
standard information-retrieval-based metrics (e.g., Top-k Accuracy, Mean Average Preci-
sion), measuring a generative model’s performance is much more difficult and non-trivial,
especially for such a new task as text-to-UI generation as ours.

Our novel benchmark for the UI Generator consists of a set of metrics that are adopted or
modified from related work for quantitatively comparing and contrasting various approaches.
Specifically, we define success of our text-conditioned UI generation task to have three critical
aspects:

Well-formedness What is the quality and realism of the generated UIs on their own?
This can be measured using existing metrics for UI quality used in prior unconditional models
and serves as a check that our model is able to generate convincing UIs comparable to prior
models.

Relevance How relevant are the UIs to the text descriptions? This aspect is novel to
our task since we have the additional requirement of conditioning the generated UIs on text.
We adapt several metrics from the text-to-image literature and outline important reasons
for the required modifications for these metrics to be applied to our problem.

Diversity How diverse (while still being relevant to the text description) are the generated
UIs? This is typically measured with the similarity of the distributions of the generated UIs
and the dataset distributions. We additionally condition these distribution similarity metrics
on text-UI relevance to ensure the metrics’ relevance to our task.

6.2.1 Well-formedness

One of the most important properties of a UI generation model is to be able to generate
convincing and realistic UI layouts of interest to design applications. We adopted three
existing well-formedness metrics defined in literature that are used as evaluation metrics to
effectively compare our models with prior work [7, 60, 111]. This also serves as a check that
our model is comparable to the ‘baselines’ in UI generation performance regardless of the
text conditions. These metrics are respectively:

• Overlap—the percentage of area on the entire UI that is occupied by at least two
elements.

• IOU—the average intersection-over-union between any two elements in the UI.
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• Alignment—a metric introduced in [111] that approximates the average inter-element
alignment distance between elements in the UI.

6.2.2 Relevance

The most important contribution in terms of evaluation of our work is the introduction
of several new text-UI metrics modified from prior work. This is because an important new
requirement for our novel task is to have the generated UIs be relevant to text descriptions.
Moreover, there are significant differences between text descriptions used to describe UIs
over ones used to describe natural images.

R-precision

R-precision (RP) is a major existing metric to measure cross-modality relevance com-
monly used in text-to-image generation models. It relies on a cross-domain distance function
that measures the distance between a particular output (in prior work this could be an im-
age, and in our use case this would be a UI) and a text description. This function is typically
implemented using neural networks because of the complex correspondences between text
and UIs. Typically, a retrieval model between UI and text (i.e., a dual-encoder [140]) similar
to the Multi-modal Retriever will be used. Therefore, our previously developed Multi-modal
Retriever can be repurposed to help with evaluating the generative model as mentioned in
Section 6.1.3. With this trained model, RP reports the proportion of generated UIs û that
rank their corresponding text prompt tp as the nearest (top-1) neighbor in the dual-encoder’s
embedding space.

Limitations of R-precision for Text-to-UI Generation

One primary limitation that we found with using the original RP for text-to-UI generation
is that RP only rewards cases when the paired text of the UI is ranked as the top example
by the dual-encoder. This means the text needs to be uniquely qualified to describe the
particular paired UI. In our domain, however, a single text description can correspond to
many UIs, and the same UI can correspond to many text descriptions. This is demonstrated
by our observation that screen2words text descriptions are more high-level and could describe
more contextual and/or background information about the UIs, especially when compared
to text descriptions of natural images. For instance, a login-screen UI is often paired with
the description ’login screen of an app’, instead of being specific at the element level where
it describes the number and/or positions of certain types of UI elements.

To quantitatively verify our hypothesis of non-unique matching between UIs and their
paired text descriptions, we present two findings: 1) a quantitative performance comparison
between text-UI and text-image models; and 2) the average text embedding distance between
captions within the dataset.
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For 1) a quantitative performance comparison between text-UI and text-image models,
we randomly sample 100 pairs of different text and images and report top-1 and top-10 accu-
racies of the retrieval performance of a dual-encoder trained on text-UI pairs in screen2words
in Table 6.1. We also used the same code to train a dual-encoder on the COCO dataset [121],
a standard dataset for image captioning. We observe that the model trained on the COCO
dataset has a significantly higher top-1 accuracy. This observation further verifies our hy-
pothesis of the prevalence of non-unique text-UI matches specific to the screen2words dataset.

Table 6.1: Dual-encoder accuracies for models trained on COCO and screen2words datasets.

Top-1 Top-10

screen2words (Multi-modal Retriever) 13.1% 50.7%
COCO 64.1% 97.9%

For 2) the average text embedding distance between captions within the dataset, we
measure the self-similarity (using BLEU score [139]) between any particular text description
in the dataset against all other text descriptions that describe other artifacts for both the
COCO and the screen2words dataset. This metric is called self-BLEU and is commonly
used in generative models’ literature to measure generation diversity [196]. In addition, we
also take the average BERT pooled embedding distance [39] of the top-10 nearest neighbors
of each caption to verify the self-BLEU metric. For our computation, we took a subset of
10,000 captions from each dataset, and each of the captions corresponds to different UIs or
natural images. Despite this attempt to minimize duplication, we found that screen2words
captions are less specific than COCO, and such specificity is distributed more irregularly.

Figures 6.4a and 6.4b show distributions of self-BLEU metrics for captions of the COCO
and screen2words dataset. We observe the average self-BLEU score for COCO of 0.699 to be
lower than the average of screen2words of 0.755. In addition, we observe that a substantial
number of captions (examples) in screen2words have self-BLEU scores closer to 1.0, and the
distribution is more irregular over the sampled captions. This provided additional evidence
for our hypothesis that screen2words captions are less specific than COCO.

We believe these observations are consistent with the data-collection instructions of the
screen2words dataset, such that the annotators are instructed to provide short (less than
10 words) and high-level descriptions. We believe this is also more aligned to the language
used in certain types of design applications where designers would only want to specify high-
level text descriptions of the desired UIs, and that more specific specifications will be better
described using direct manipulation tools where designers can add elements directly onto a
draft UI canvas. However, as mentioned above, this results in a significant underestimation
of the model’s performance by R-precision, i.e., in many cases, even the paired ground-truth
text would not be ranked as top-1 of a particular ground-truth UI.
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Figure 6.4: Self-BLEU distributions for examples in COCO and screen2words datasets.

Hardness-normalized R-precision

To overcome the limitations described above, we introduce Hardness-normalized R-
Precision (HRP), a novel relevance metric that builds upon RP. This metric normalizes
against the performance of the dual-encoder on particular UIs and allows us to adapt to the
‘hardness’ of the UIs5. We first define the distance computed by the dual-encoder between
a pair of text and UI in the following equation:

DE(t, u) = d(et, eU), et = ft(t), eU = fU(u) (6.3)

with the definitions of the text encoder ft and UI encoder fU following Section 6.1.3,
and d as a distance function. We then relax the top-1 requirement of RP to also ‘accept’ a
generated UI if it is closer to the text prompt than that prompt’s corresponding ground-truth
UI pairing, according to the dual-encoder distance (DE(t, u)):

HRP =
c

# of test set examples
(6.4)

where c is the number of examples with DE(tp, û) ≤ DE(tp, up)
6 or tp is the nearest

neighbor of û.

5We consider the ‘hardness’ of a certain UI to be the distance between a text prompt and its corresponding
ground-truth UI.

6This definition assumes d defined in Equation 6.3 is a distance function. The condition should be flipped
if d is a similarity function, such as the dot-product (S) used in definitions in Sections 6.1.3 and 2.5.
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6.2.3 Diversity

To effectively measure diversity, distributional distances between real data and synthe-
sized data are typically used, such as Wasserstein Distance (WD). In our use case, however,
the distributions of UIs need to be additionally conditioned to the text prompt used to gen-
erate them. Existing work compares the distribution of UIs in the entire test set UT with
a distribution of generated UIs {û} = Û using the Wasserstein distance W (Û , UT ). We
derive a conditional version of Wasserstein distance (CWD) where we consider the distribu-
tion of UIs in the test set to be weighted by the distance between their corresponding text
description and the prompt text description that the generated UIs are conditioned on.

As an example, for a particular text prompt tp, we sample a distribution of generated

UIs from the model {û|tp} = Û |tp, then we compare this distribution with the weighted
distribution of ground-truth UIs: Uw = {(1 − Dtext(t

′, tp)u
′}, (t′, u′) ∈ T . We compute the

final conditional wasserstein distance to be:

CWD = W (Û |tp, Uw) (6.5)

To make this computation tractable, we consider all coordinates and the class attributes
as multiple 1D distributions. We also only sample 2n closest neighbors to a particular
prompt to measure for n = 10 generated UIs from the same prompt. We use BERT pooled
embedding distance normalized between [0, 1] against the dataset as Dtext.

6.3 Results

The analysis of our results consists of two parts. First, we separately analyze the UI
Generator and the Multi-modal Retriever with different appropriate quantitative metrics.
We then consider the final products of both models rendered by the common rendering
pipeline for a qualitative analysis to compare the characteristics of both models. Such
comparison also resonates with the user study we then conduct with experts on various
text-to-UI methods in Section 6.4.

6.3.1 UI Generator Quantitative Results

We computed the aforementioned quantitative metrics in our benchmark (Section 6.2)
on the test set for different variants of the UI Generator. These variants uses either an
encoder-decoder (Enc.-Dec.) or decoder-only (Dec.-only) architecture, and the continuous
coordinates are either discretized (D) or modeled by GMMs continuously (C) as mentioned
in Section 6.1.2.

We first compare our model’s performance on the well-formedness metrics against prior
work. This serves as a check that our conditional model is still able to generate reasonable
UIs compared to prior models. Table 6.2 shows that all of our variants are able to obtain
comparable scores for both IoU and overlap metrics. Our model performs slightly worse
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Table 6.2: Benchmark for Text-to-UI Generation (Lower is better for all metrics, except HRP
and RP), D - Discretized coordinates, C - Continuous coordinates (modeled with GMMs),
10 samples per caption in screen2words test set, * - real data, ** - published performance
on Rico

IoU Overlap Alignment HRP ↑ RP ↑

Ours (Enc.-Dec., D) 0.101 0.133 0.508 29.2% 2.85%
Ours (Enc.-Dec., C) 0.102 0.0891 0.483 30.8% 2.92%
Ours (Dec.-only, D) 0.0705 0.0634 0.512 22.7% 1.04%
Ours (Dec.-only, C) 0.0980 0.0573 0.445 30.9% 3.16%

Ours (Dec.-only, C,
τ = 0.1) 0.0699 0.0261 0.355 40.1% 5.69%

LayoutTransformer** 0.086 0.145 0.366 - -
VTN** 0.115 0.165 0.373 - -

screen2words* 0.0307 0.0500 0.407 - -
Rico* 0.0496 0.170 0.406 - -

CWDbbox CWDclass WDbbox WDclass

Ours (Enc.-Dec., D) 0.0114 0.0135 0.0348 0.00849
Ours (Enc.-Dec., C) 0.0118 0.0126 0.0211 0.00597
Ours (Dec.-only, D) 0.0157 0.0150 0.0336 0.0115
Ours (Dec.-only, C) 0.0111 0.0129 0.0186 0.00479

Ours (Dec.-only, C,
τ = 0.1) 0.0207 0.0285 0.0433 0.0162

LayoutTransformer** - - 0.023 0.004
VTN** - - 0.018 0.007

screen2words* - - - -
Rico* - - - -

at the alignment metric, which might be due to alignment being harder to learn from the
smaller screen2words dataset.

We also compare the performance between all variants of our models on benchmark
metrics that reflect our target task of text-to-UI generation. In our experiments, we found
that models that model continuous coordinates with GMMs typically outperform similar
variants that use discretized coordinates. We believe this is also due to the small dataset
size of screen2words, such that modeling continuous coordinates with GMMs offers useful
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inductive biases for models to bootstrap learning with. We also observe that decoder-only
models tend to perform better than encoder-decoder models. We believe this might be due
to the flexibility for decoder-only models to allocate different numbers of weights to model
either text-only, UI-only, or joint distributions in the data. As an additional experiment,
we lowered the sampling temperature of our best-performing model, and the generated UIs
from the low-temperature model have improved quality and relevance but reduced diversity.
This trade-off matched our intuition about the effects of the temperature parameter on the
model.

Moreover, the proposed benchmark offers a deeper view of the generative models’ rele-
vance and diversity performance compared to prior metrics (also reported in Table 6.2). For
relevance, HRP varies less than RP as expected, since requiring a similar text-UI pair to
be ranked top-1 would introduce significant variance for spaces where many-to-many pair-
ings are plausible (i.e., many ‘login screens’). We further observe that while RP reflects our
decoder-only model with discretized coordinates to be significantly inferior in relevance to
other models, HRP reflects that additional investigation into individual cases might be nec-
essary since the differences were not as large. Similarly, we observe CWD does not exactly
follow the trends of WD. This could mean models follow specific conditional distributions
to a different degree than the overall prior distribution of UIs. Finally, comparing WD of
our proposed methods with prior work, we attain similar performance in covering the entire
dataset distribution with the distribution of generated UIs. We hope all of these quantitative
results can serve as a benchmark and baseline for future work in this area.

In-domain and Out-of-domain Analysis

Beyond holistically considering our results for the dataset as a whole, we further con-
sider descriptions from the ‘in-domain’ test set that are most represented by the training
set, measured by average top-10 neighboring distances in BERT embedding-space. Simi-
larly, the captions that have the highest BERT embedding average distances are consid-
ered ‘out-of-domain’. The ‘in-domain’ examples have an average BERT embedding distance
of 0.161, while the ‘out-of-domain’ examples have an average distance of 2.04. We sam-
ple 10% of each set of examples and compute their well-formedness and relevance metrics.
We found that the ‘out-of-domain’ examples only perform slightly worse in most metrics
of the benchmarks. In our Decoder-only model with τ = 0.1, the ‘in-domain’ examples
obtained 0.0621/0.0224/0.333 (for IoU/Overlap/Alignment) over ‘out-of-domain’ examples’
0.0710/0.0268/0.362 for well-formedness metrics. For relevance, ‘in-domain’ and ‘out-of-
domain’ examples respectively obtained 6.02/42.0 and 5.24/40.6 (RP/HRP), which increases
our confidence in the model’s generalization ability.

6.3.2 Multi-modal Retriever Quantitative Results

To evaluate the performance of our Multi-modal Retriever quantitatively, we used a
standard information-retrieval metric commonly used to evaluate retrieval models in general:
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Table 6.3: Cross-modality retrieval accuracy results.

Top-1 Top-10

Multi-modal Retriever (5 subsets avg.) 23.2% 65.0%
Swire 15.9% 60.9%

Multi-modal Retriever (entire test set) 2.80% 4.84%

Top-k Accuracy. As our dataset consists of ground-truth pairs of query text and UIs, this
accuracy represents the number of pairs where the paired UIs are considered to be within
the k-nearest neighbors of the text descriptions, measured with the embeddings created by
our Multi-modal Retriever.

Following this metric, we compute the embeddings of text descriptions and UIs in the
test set and show retrieval accuracy in Table 6.3. While the overall performance is relatively
low, this is because the number of text and UI pairs in the entire dataset is quite high
(4310 UIs × 5 descriptions each) and similar descriptions might be paired with different UIs
as investigated in Section 6.2.2, increasing the difficulty of this evaluation scenario. How-
ever, when comparing our method with an established cross-modality sketch-to-UI retrieval
method—Swire [78], we obtain better performance than Swire from the same number of
candidates—over the average of five random subsets of the same size as Swire’s test set (276
candidates).

6.3.3 Qualitative and Comparative Analysis

After reporting quantitative metrics for each set of methods as a concrete reference, we
qualitatively and comparatively investigated the characteristics of results of our proposed
methods. Overall, we observe that most UI mock-ups created by our methods are well-
formed and comprehensible, and are within the general categories of UIs that we would
expect based on the text descriptions. In this section, we analyze the results acquired by
each method for two text descriptions from the test set7: “screen displaying list of topics
under pocket physics” (see Figure 6.5) and “pop up displaying an image and other options”
(see Figure 6.6).

UI Generator Qualitative Results

For the results synthesized from scratch by the UI Generator, we observe that this method
is good at making small but coherent variations within the same theme for both cases
in Figures 6.5 and 6.6. Figure 6.5 shows minor changes the UI Generator made to vary

7These captions are also within the set that was used in Section 6.4, which were chosen with mock-up
results unseen to us prior to selection.
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list structures. Similarly, we observe popups with varying layouts that follow the same
theme in Figure 6.6. Nevertheless, such subtle variations can lead to the lack of large
thematic variations and lower diversity of UIs in these sets of results. However, this issue
can be addressed by hyper-parameter tuning: the UI Generator contains a tunable sampling
temperature hyper-parameter (set to a fixed value of 0.1 for the presented results) that can
be explored in the future to vary the balance between diversity and well-formedness of the
UIs. It is worth noting that while it is easy for retrieval-based methods to return well-formed
UIs, it is non-trivial for a generative method to return sensible UIs because such a method
needs to synthesize complete UIs from scratch instead of using an existing UI.

Multi-modal Retriever Qualitative Results

The Multi-modal Retriever, on the other hand, excels at matching specific details de-
scribed in text. For instance, only this method was able to retrieve pop-ups with empha-
sized large images specified in “pop up displaying an image...”. We believe this is because
the Multi-modal Retriever has access to text-based features of individual elements and text
descriptions in the UIs. Nevertheless, this method also has access to content-specific text
details that might be confusing for retrieval given some text descriptions. For example, the
model retrieved a UI with a large block of text that seemingly conflicts with “a list of topics”
at Figure 6.5(c). However, this UI originated from an app presenting business topics and
ideas which contain text content related to “lists”. This provides an example where matching
text content on the screen and within the app might not necessarily lead to matching design
concepts.

6.4 Expert Feedback

To further solidify our assessments of the characteristics of results gathered by each of our
proposed methods in Section 6.3.3, we conducted a user study to gauge expert UI designers
and practitioners’ preferences on mock-ups created by our methods.

6.4.1 Procedure

To solicit our participants’ preferences for the mock-ups our methods have created, we
manually chose five text descriptions from the test dataset that cover diverse design scenarios
(two of the descriptions were included in the qualitative results in Section 6.3.3). We then
used each of our proposed methods to create 5 UI mock-ups for each of these descriptions. We
did not inspect the mock-ups created by these methods prior to selecting these descriptions.
In addition to the two methods introduced in this chapter, we included a baseline Text-only
Retriever, which uses the pre-trained BERT embeddings of the paired text descriptions of
the UIs in our dataset to perform retrieval in only the text-BERT embedding space.

These baseline and proposed methods allow us to form 3 sets of 5 created UI mock-ups
for each of the 5 text descriptions. In the study, we frame each text description as a design
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"screen displaying list of topics under pocket physics"

(a) (b) (c) (d) (e)

Text-only 
Retriever

Multi-modal 
Retriever

UI
Generator

Figure 6.5: UI mock-ups created by the baseline Text-only Retriever and our methods in
response to the text description “screen displaying list of topics under pocket physics”.
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"pop up displaying an image and other options"

Text-only 
Retriever

Multi-modal 
Retriever

UI
Generator

(a) (b) (c) (d) (e)

Figure 6.6: UI mock-ups created by the baseline Text-only Retriever and our methods in
response to the text description “pop up displaying an image and other options”.
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goal. The participants were first presented with a ground-truth high-fidelity screenshot
corresponding to the design goal in text. They were then presented with a scrambled 3x5
grid of all 15 UI designs generated across 3 methods. The positions of these design mock-ups
are randomized. Based on these UIs, they would then answer the following two questions by
choosing a specific mock-up for each and explaining their rationales.

• Q1. Which mock-up in the collection best resembles the hi-fidelity design?

• Q2. Select the mock-up in the collection that presents the best design alternative for
the given design goal.

At the end of the survey, we also obtained the participants’ opinions on the following
questions on AI-assisted design in general, followed by them providing open-ended comments
or suggestions for Words2ui.

• Qa. If an AI system is built to suggest UIs from text description inputs just as the
ones presented in this study, how might it help / not help with your design workflow?

• Qb. Following the above question, if such an AI system that suggests UIs from text
is developed, what do you think are the most important features this system should
have?

6.4.2 Participants

We recruited 15 professional User Interface and Experience (UI/UX) practitioners to
complete this survey from a mailing-list. The participants self-reported an average of 9.8
years of industrial UI/UX design experience. Their professions include UI/UX Designer, and
UX Engineer, Interaction Designer, UX Researcher, and are located in the United States and
the United Kingdom. All participants completed the survey at their own pace remotely, and
were each compensated with a $20 USD gift card upon completion of the survey. Each
participant took roughly 20 minutes to complete the survey.

6.4.3 Results and Discussion

We split our analysis of the study results by the five design goals (i.e., text description
conditions). Q1s of each design goal serve as warm-up questions for participants to familiarize
themselves with the mock-ups’ representation. These questions also gauge the created UIs’
relevance and diversity as perceived by designers, because a relevant and diverse set of
UI suggestions has a higher chance of covering the high-fidelity UI associated with the
design goal. We found that for a given design goal (description), each of our methods is
more frequently chosen by participants than other methods (Chi-square goodness-of-fit test,
p < 0.05 for each case, with equal expected frequency across methods) for exactly one design
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goal, while results are insignificant for the other two design goals. This result shows that
each of the methods is competitive for specific scenarios.

Q2s in our study are more important for evaluating the overall quality and relevance of
UI suggestions. Similar to the first question, each method was more frequently chosen by
participants (p < 0.05) than the other methods in one of the three descriptions, while the
other two descriptions have insignificant results. The particular designs chosen by partici-
pants align with our understanding of the characteristics of each of the methods presented
in Section 6.3.3. For instance, our participants considered the Multi-modal Retriever to
have provided the best design alternatives (Figure 6.6) for “pop up displaying an image and
other options” (the middle chart in Figure 6.7). They prefer these mock-ups due to their
high relevance to the text description for including an image, as commented by a participant
(P8): “[this design] allows users to focus on the main image”.

Select the mock-up in the collection that presents the best design alternative for the given design goal.

 “blank history page in app” *  “pop up displaying an image and 
other options” *

UI
Generator

Multi-modal
Retriever

Text-only
Retriever

UI
Generator

Multi-modal
Retriever

Text-only
Retriever

UI
Generator

Multi-modal
Retriever

Text-only
Retriever

"screen displaying list of topics under 
pocket physics" *

Figure 6.7: The study results for best alternative designs for three of the five design goals
(Q2.). We observe that each of our methods is preferred in one of the design goals. The
design goals are shown at the top of each chart.

In another example, the results based on the description “blank history page in app”
(see Figure 6.7) indicate that most participants preferred the mock-ups created by the UI
Generator, citing that it is nice to have an empty state illustration instead of nothing (P4).
The mock-up generated by the UI Generator still retains the general structure of an empty
UI but with an extra-large illustration. This result showed the benefit of the generative
method which allows variations under the same theme given a text description.

While we have evaluated a diverse set of UI suggestions and design goals, we acknowledge
that our evaluation is limited in that we only investigated a small set of design cases that
can potentially benefit from our methods. We suggest future work to more comprehensively
understand general trends that exist across large-scale datasets for these methods. The open-
ended questions regarding AI-assisted design systems at the end of the survey also provided us
with a number of actionable suggestions for developing our methods into AI-driven systems.
We discuss participants’ responses to these questions in the following Section 6.5 for potential
applications.
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6.5 Envisioned Applications

Our ultimate goal of developing these methods is to provide intelligent design support for
UI designers and developers with relevant design artifacts given high-level text descriptions.
We discuss several potential applications that can utilize our methods based on open-ended
comments provided by participating UI/UX practitioners in the user study.

6.5.1 Early-Stage Design Sketch Rendering

A major theme emerged from the participants’ feedback for Qa. is that the UI suggestions
presented to participants would be good for initial stages of design, such that they can be
good starting points for higher-fidelity designs in their design processes. P2 mentioned
that these designs can be “providing some quick, initial mocks that I could leverage for
higher fidelity design solutions early on in my design process.” P9 commented that “this
can in turn help in brainstorming and generating a greater variety of designs.” As such,
one potential application is to further develop systems catered specifically for early-stage
design. For instance, we can adjust our rendering engine to display sketch-like mock-ups
which could encourage more high-level early feedback. Sketch-based rendering would allow
designers to discuss these generated designs as early-stage artifacts and interact with them
directly with pen strokes. As mock-ups created by our methods contain attributes of each
UI element, this application can be realized by replacing the set of rendering elements with
sketched elements introduced in the UISketch dataset [170].

6.5.2 Interactive and Steerable UI Generation

On the other hand, one of the most requested features by the participants, as reflected
by their responses to Qb., is to provide designers with more control over these AI-assisted
methods. P7 mentioned that it “should be able to generate other layouts and substitutions if
I pin certain controls or elements.” Similarly, P8 requested these methods to “allow people
to quickly modify the AI-generated design and maybe even control the design directions.”
These features can be achieved by further developing the UI Generator as it generates one
new UI element at a time based on all previously generated elements. We can simply
feed elements that are already designed by the designer, instead of only using the model’s
previously predicted elements, as inputs to the autoregressive decoder. This enables designers
to control the design process with their own designs. Moreover, as the UI Generator outputs
UI elements using a sampling-based approach, it can generate multiple candidate elements
each time and allow designers to select their preferred elements. Designers can also adjust
the candidate diversity of the model by changing the temperature parameter that controls
the stochasticity of the sampling process as discussed in Section 6.1.2. These features could
provide designers with rich control over the mock-up creation process as requested in the
user study.



CHAPTER 6. WORDS2UI: UI GENERATION AND RETRIEVAL FROM TEXT 109

6.5.3 Combining Multiple UI Suggestion Methods

As we discovered in the previous sections, our two proposed methods are suitable for
obtaining designs of varying levels and types of diversity, and hence are suited for different
stages of the design process. We envision a final system that combines all of these methods
to support various stages of the design process. A designer might start with the Text-only
Retriever for high-level design inspirations from the mock-ups and optionally concrete UI
screenshots examples that it can retrieve. With the gradual convergence of design details,
the system can use the Multi-modal Retriever to retrieve more closely related and specific
designs. Finally, the designer can use the UI Generator to innovate on design artifacts based
on existing designs they prefer.

6.6 Limitations

While we have shown that our models are competitive in generating and retrieving well-
formed, relevant, and diverse UIs based on our quantitative metrics, and have generated
mock-ups considered to be potentially helpful by experts, we discuss several limitations of
our proposed methods in this section.

6.6.1 Supporting Design-Specific Language

The primary limitation of our work is related to partial misalignment between the de-
scriptions in the dataset that we use and the type of descriptions we aim to support. The
screen2words dataset is collected by asking crowd-workers to summarize UI screenshots in
natural language. The type of language that crowd-workers use to describe UI screenshots
might not be perfectly aligned with how designers would articulate design goals. For exam-
ple, a text description in this dataset might include content-based details which could be
less important to the design goal, or lack information about design constraints that designers
might use to describe desired UIs. Nevertheless, our work made a valuable contribution by in-
vestigating two novel methods applicable to other paired text-UI datasets that might become
available in the future. Investigating the degree of such misalignment and the effectiveness
of our methods on design-specific language remain future work.

6.6.2 Addressing Rare and Intermediate UI Elements

Another limitation of our methods originates from the use of DL-driven approaches, such
that it is more infrequent for them to generate or retrieve types of UI elements that are rare in
the dataset. Only text, image, and button elements are common in the datasets the models
were trained on, and as a result, generated/retrieved UIs more frequently contain these
types of elements. Other types of elements, such as checkboxes, and sliders, are more rarely
seen in the generated UIs. This issue is particularly apparent in the UI Generator method.
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Future work could explore data augmentation methods to improve such class imbalance in
the dataset.

Moreover, we only considered a relatively flat structure of the UI elements (which orig-
inates from the processing of the [122] dataset) that are often leaf nodes with the UI Gen-
erator. Some intermediate nodes in the UI hierarchy that group these elements together
might also be significant for design processes. We believe effectively extracting these useful
elements in addition to the semantically labeled elements is an important direction for future
work.
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Chapter 7

Discussion and Future Research
Opportunities

Throughout this dissertation, we described several methods and systems for generating
sketches and prototypes. In this chapter, I outline several directions of future research that
I believe are important and impactful towards improved capability of both understanding
human guidance and generating artifacts in creative activities.

7.1 Machine Guidance and Tutorial for Sketching and

Prototyping

This dissertation explored multiple human-guided interactions of generating sketches
and prototypes, such as text-to-sketch and text-to-user-interface (text-to-UI) generation. I
believe it would also be interesting to explore the inverse interaction, where machines provide
guidance to users in the form of tutorials and suggestions, acting as tutors and/or critics to
guide users to create better output sketches and prototypes in their creative processes. While
direct generation of sketches and prototypes, like interactions supported by our proposed
systems, could reduce users’ workload, suggestive systems that indirectly steer users (through
another modality such as natural language) might help them become better at creating
relevant artifacts and/or explore alternative ideas previously unconsidered by themselves.

Pursuing this area of research, however, shall include a thorough investigation of the
human-AI collaboration dynamics during sketching and prototyping beyond making tech-
nical advancements on models that perform the inverse tasks of generating text from user-
provided artifacts. This investigation might include carefully studying the types of advice
that the targeted user group might desire, and the modalities and tones to deliver them in,
for the final machine-generated guidance to be respectful, productive, and effective. Fol-
lowing this thorough characterization study of guidance and the thoughtful design of such
AI-guided interaction, data collection and model development efforts should follow users’
demands and opinions in the study, and researchers shall continuously work with users to
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support their desired interactions. I believe there are ample research opportunities in all of
the aspects mentioned above surrounding the automatic generation of guidance for humans’
creative processes.

7.2 From Cross-modality to Multi-modality

As mentioned in previous sections, our current models primarily support cross-modality
interactions, transforming artifacts in one modality (e.g., natural language descriptions) to
those in another modality (e.g., UI prototypes). While Scones (Chapter 5) has touched
upon some concepts of being multi-modal to flexibly understand multiple modalities (e.g.,
scene objects and text descriptions), I believe there is further research work required to
achieve true multi-modality. The investigation of a simplistic system that handles the inverse
interaction detailed in the Section 7.1 constitutes merely one aspect of the investigation on
multi-modality.

Extending on the example interaction of text-to-sketch generation supported by Sketch-
forme and Scones, a truly multi-modal system needs to be able to additionally generate text
responses that tie to its own or users’ sketch-generation process (since users might sketch
parts of the scene). These processes might also be ill-formed in turn-taking, such that a sys-
tem might need to generate a text response given a text instruction by the user (a text-to-text
interaction, e.g., asking clarifying questions), and the user might choose to demonstrate as a
response to the systems’ questions (a sketch-to-sketch interaction, e.g., showing the system
how to draw an icon). These interactions would result in a highly heterogeneous and inter-
active environment, where sketch-to-sketch, text-to-sketch, sketch-to-text, and text-to-text
interactions need to be all modeled by the future multi-modal system effectively. This system
also needs to select the appropriate interactions to engage users with during the co-creation
processes. There is hence a need to model the overall creative process itself beyond just any
specific individual interactions listed above.

Achieving the capabilities of a multi-modal system mentioned above requires data, mod-
eling, and interaction support. Clean and balanced datasets of all of the above interactions
would be helpful for the development of new models. It is also preferable for models to
be compact, interpretable, and effective in understanding and generating data in modali-
ties involved in the interaction. Finally, clearly communicating the systems’ limitations and
capabilities to the users, and allowing for fall-back interaction modes (e.g., exposing the
isolated interaction capability of the system in any of the directions) can help users establish
reasonable expectations and prevent frustration when interacting with the system.

7.3 Large Multi-modal Models

One approach towards significantly advancing multi-modal systems’ data support and
modeling capability required in Section 7.2 above is leveraging recent large language models



CHAPTER 7. DISCUSSION AND FUTURE RESEARCH OPPORTUNITIES 113

that have demonstrated impressive general knowledge in the domain of natural language.
These models are shown to be highly capable of modeling text in many topics and could
consequently reduce the amount of data needed to support individual domain-specific appli-
cations through fine-tuning or few-shot learning (see Section 2.3.6 for a detailed description).
To understand the applicability of such knowledge towards reasoning in modalities other than
natural language, various experiments have been conducted to understand large language
models’ knowledge of the visual domain highly relevant to sketching and prototyping. Re-
searchers have found that these models possess a certain degree of knowledge of the visual
world, and such visual knowledge can be interacted with if visual data can be first trans-
lated (typically via another domain-specific image captioning model) to the natural language
domain. Some examples that have gained significant attention include zero-shot VQA by
coupling large language models with image captioning models, and UI-generation-from-text
experiments via language-based structural representation of UIs in the JSON format.

To gauge these models’ proficiency in knowledge in creative domains, we had attempted
some informal prompt-engineering experiments with GPT-3 directly on geometric and UI
data by asking it to generate and manipulate natural scene layouts and UI layouts in the
form of numerical attributes. We have attempted multiple formats (JSON, XML, Plain text)
as input representations and few-shot prompts to the model. We observe that while GPT-3
was able to follow the format of our prompts in its responses, these responses do not contain
any meaningful natural scenes or UI geometries at all. GPT-3 was unable to generate objects
with even simple constraints on the horizontal direction order (from the prompt ‘an [X] on
the left of [Y]’), or on counts of UI elements (from the prompt ‘there are [X] of [Y] type of
UI elements in a UI that does [Z]’). Nevertheless, we observe that it is occasionally able to
generate reasonable semantic types of UI elements given a text description of the entire UI
(i.e., a description of a map UI as input to the model gives the MapView UI element class
as part of the output).

I believe this presents great opportunities for future research to build upon large language
models’ extraordinary ability in maintaining fluent natural language interactions, to support
creative processes. Enabling creative support applications by these models would require
in-depth understanding and extraction of creative-content knowledge embedded in these
models. Some other research opportunities also include developing novel generative, fine-
tuning, and few-shot prompting approaches to leverage such multi-modal knowledge from
large language models.

Furthermore, another potential research area is to train large models with multi-modal
data and tasks from scratch. There is an increasing amount of research literature on large
‘language’ models developed with an inherent multi-modal focus, such as DALL-E [151],
Flamingo [4], and MUM [132]. These large models can help overcome both data and modeling
challenges listed above, by having models that are designed and trained to perform multi-
modal tasks without requiring explicit translation. I believe this area of research could
benefit from the interactions contributed by this dissertation, along with the accompanying
tasks, metrics, and observations. I also believe these large multi-modal models are significant
steps towards the final goal of developing multi-task, multi-modal systems that are capable
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of supporting sketching and prototyping interactions in diverse creative domains.

7.4 Novel Architecture and Task Design

This dissertation presented multiple novel learning tasks to support sketching and proto-
typing applications. I believe there are numerous architectural and task improvements that
shall be explored to further improve the models’ performance in these target applications.
This is because as we handle users’ guidance in a different modality as the generated arti-
facts, these modalities are unlikely to require the same amount of representational power.
Hence, models that use different numbers of parameters or even types of architectures for
each of the guidance and generation modalities should be considered for these cross-modal
tasks (i.e., the most effective text-to-sketch models might not have symmetric text and sketch
encoders). Moreover, such asymmetric architectural design could be an important method
for biasing the models with our knowledge of the target task that it is intended to support,
improving both model training and final performance.

One special case of this exploration was the system architecture of Sketchforme (Chapter
4) and Scones (Chapter 5), where we take a two-stage approach to separately train a model
to propose composition layouts of various objects, and another model to generate individual
sketched objects based on applicable conditions that fit the compositions. Each of these
models has a different architecture optimized for each of their distinct learning tasks. These
architectures were designed to vaguely model the planning process in sketching and to over-
come the lack of end-to-end data from text descriptions/critique to sketch strokes. I believe
such exploration should be more extensive in all of the proposed architectures. For our ex-
ample models in Words2ui (Chapter 6), at a small scale, this could be exploring different
numbers of layers (blocks) and numbers of hidden units in each layer for approaches that
encode text and UIs/sketches separately with sub-networks; there could also be a broader
exploration by customizing attention layers and connections, or building special-purpose
modules to consume domain-specific data, such as graph-convolutional-network for UI con-
straints or hierarchical architectures for UI element trees. Further, I believe one most recent
promising direction of research is to augment GAN-based and/or Diffusion-based generative
models to handle structural information that often exists in prototypes in their generation
and up-sampling processes, to generate prototypes more effectively.

Other than modeling improvements, I believe performing multi-task learning on interme-
diate representations could also improve generative models’ performance even when end-to-
end data has become increasingly available. For instance, for a text-to-multi-object-sketch
task, I speculate that training the models to additionally predict the intermediate object
representation can not only help them better understand structure in data to improve perfor-
mance, but would also allow users to interact with higher-level composition in the generation
process, improving the interpretability and usability of these models in creativity support
applications.
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7.5 New Domains and Modalities

In this dissertation, we showed that computational systems can support sketching and
prototyping for non-experts and professional UI designers. I believe many of our findings
can aid in the development of future applications in other creative domains, such as indus-
trial design, architectural design, mechanical engineering, presentation layout design, and
storyboarding for visual media. As sketches and prototypes are extensively used in these
domains as media for creative problem-solving, I believe the unique challenges in these new
domains create great opportunities for innovation in sketch-based design and engineering
applications.

I also think there are significant research opportunities in other modalities complementary
to sketching and prototyping. For instance, finer details in the generated artifacts, such as
colors and animations, are useful for sketching and prototyping applications. I envision
Scones and Sketchforme might be extended in the future to consider the colors of sketches,
which can be derived from the compositional data in natural images and objects within
them. The animations of sketches could also be inferred from dense video segmentation
datasets [143] which provide data in the form of animated masks for the sketches. Animations
in UIs, which can be obtained from the RICO dataset, are another important modality that
relates to an important step in the design workflow and can be explored in the future.
One important challenge in these research areas is to maintain coherence between various
artifacts generated in the same task and/or interaction, such as maintaining consistent color
and animation style across various frames of the same generated drawing.

While it might be currently time-consuming to pursue all of these new domains and
modalities from scratch with Deep Learning (DL) such as the proposed methods in this
dissertation, I speculate the exploration of these new models and applications would become
easier and faster given the improvement of software and hardware infrastructure for ML. I
believe such exploration in the future would become a quick and iterative design process on
its own, converging to more novel and effective DL-driven interactions. I also believe the use
of current Large Language Models (described in Section 2.3.6) and future Large Multi-modal
Models (proposed above in Section 7.3) could help bootstrap applications in new domains
with their extensive breadth of general knowledge, further shortening the development time
of new DL-driven systems. Researchers have already proposed to use Large Language Models
as prototyping tools for ML-driven interactive systems [87], and I expect this approach to
become more prolific for exploring new application domains given its lower requirement for
in-domain data.

7.6 Integration with Application in Real Usage

Scenarios

While we have made technical contributions in this dissertation towards the goal of sup-
porting sketching and prototyping processes, I believe a significant area of future research is
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to deploy these systems in real-usage scenarios to understand their advantages and limita-
tions in supporting real sketching and prototyping processes. These insights would provide
important future directions for further technical improvements to sketching and prototyp-
ing models, and help reconcile potential discrepancies between users’ mental models and
the computational models’ reasoning and generation processes. Moreover, given how our
systems have created entirely new affordances (e.g., conversational authoring in Scones),
researching real-world interactions between the user and these deployed systems allows us
to better understand users’ preferences, such as choices of modalities across different stages
of design and human-AI collaboration dynamics (further discussed in the following Sec-
tion 7.7). These findings can potentially provide valuable guidance (such as those needed in
Section 7.1) towards the design of future creativity support systems with the assistance of
the latest machine-learning (ML) techniques.

I also believe real-world deployments could be used to improve current systems’ perfor-
mance by providing in-domain, in-context usage data. For instance, the Words2ui models
(Chapter 6) were only trained on UI captioning data. Deploying these models to real design
processes could help us simultaneously collect real natural language descriptions that design-
ers use in such a workflow (hence overcoming our limitations mentioned in Section 6.6.1),
and consequently improve our proposed models by re-training and/or active learning. These
systems already have a certain degree of intelligence, and our users have expressed interest
in exploring their utility in their design processes. I believe this provides great opportunities
for these models to continually benefit both the proposed systems’ users, given the incentives
of improving users’ workflow that they provide and their further improved future iterations
with new user data.

7.7 Dynamics and Research of Future Designer-AI

Interaction

As all research systems proposed by this dissertation are heavily motivated by design
applications, the discussion of future research opportunities would not be complete without
our speculation about the dynamics of Designer-AI interaction in future design processes.

I speculate that the future development of generative systems for design sketches and pro-
totypes, such as Words2ui introduced in this dissertation (Chapter 6), would significantly
change the interaction dynamics between designers and these design-support computational
systems, especially when these systems become increasingly capable and pervasive in their fu-
ture iterations. Sketching and drawing had previously been considered as an important skill
and ability that is unique to expert designers (further discussed in Section 2.1.3). However,
as our proposed systems are novelly capable of automatically generating sketches, I believe
designers might offload some of the more mundane drawing and/or prototyping tasks to
these generative systems. Delegating these tasks would leave designers with extra time and
mental capacity to consider the wider context, broader problem definition, and explore newer
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directions towards solving the ‘wicked’ design problem1 [18, 158], resulting in more compre-
hensive design considerations and better designs. I also speculate that in the near future, this
capability of designing solutions that the clients ‘never dreamed [they] wanted’ [29] might be
difficult for computational systems to achieve, and hence such ability to explore new problem
definitions and innovative solutions would remain unique and become a more important role
for designers to take in their collaboration with these new generative systems. Therefore, as
proposed in previous sections in this chapter, I believe a promising future research direction
is to validate whether such a shift in interaction dynamics would exist with the introduction
of these generative systems into realistic use-cases and workflows, or if there is a certain
requirement of these systems’ generative ability for such shift to happen.

Moreover, the usage of these generated artifacts of sketches and prototypes in realistic
design processes shall be further explored, such that whether they will be integrated as-is into
design documentations as artifacts to replace all manually-created artifacts, or have multiple
machine-generated artifacts combined and further modified by designers, or only taken as
reference for designers to manually create their final artifacts with. Given sketches and
prototypes are important not only as an artifact itself, but also as a thinking tool for problem
comprehension and solving in design [5, 29, 55, 177], it would be important to investigate
the renewed purpose and intensity of sketching and prototyping activities under these new
AI-assisted sketching workflows. Associated with this investigation would be researching the
nature of guidance and control that designers hope to have on the computational generation
processes of sketches and prototypes. This is also a requirement for future systems suggested
by experts who participated in our user studies in Words2ui (Section 6.4). Further, this
research might need to additionally consider novice and intermediate users that are now
empowered by generative systems to create sketches and prototypes, because I believe these
generative systems will promote wider participation in design and introduce a new user group
that we shall consider for.

Finally, based on the results of all proposed future investigations above, other types of
design-support interactions should be researched beyond those introduced in this disserta-
tion. While in this dissertation we chose to first investigate a conversational process (i.e.,
elementary sketch/critique cycles introduced by Scones in Chapter 5) because sketching is
often characterized as ‘dialogues’ and ‘conversation’ for designers [29, 169], I believe more
practical and useful interactions would arise in future systems. I believe these systems will
contribute diverse and comprehensive design alternatives and ideas, moving beyond their cur-
rent assistive and tool-based roles to designers, and participate in the often social processes
of design [17, 29, 175].

1Wicked problems are complex problems that are often ill-formed and do not contain singular, correct,
and optimal solutions. It has been used extensively to characterize design and planning problems.
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Chapter 8

Conclusion

In this dissertation, we explored several methods and systems to generate non-expert
sketches and user interface (UI) prototypes with human guidance. Such guidance
takes the forms of natural language and existing sketches, enabling non-experts and profes-
sionals to effortlessly and promptly generate relevant artifacts in their creative activities.

We first developed Sketchforme, which is the first deep-learning (DL) system to
be able to generate complex sketched scenes consisting of multiple objects given
a single text description. The core technical architecture of Sketchforme is a two-stage
process, in which we successfully adapted Recurrent-Neural-Networks and Transformers to
model both scene compositions and sketching mechanics of individual objects. These models
are then connected with each other via relevant conditions based on aspect ratios of the
objects. This design avoided the need to train our system with end-to-end text-to-sketch
datasets that were previously unavailable. The generated sketches were considered to be
realistic and relevant by human raters, and were shown to have successfully supported a
language learning application and a sketching assistant.

We then improved upon Sketchforme to develop Scones, which presents a new inter-
action paradigm of conversational authoring of sketches. Scones continuously iterate
on sketched scenes by adding and editing sketched objects in the scenes over
multiple turns where users would provide multiple text instructions. It enables
sketch/critique cycles, a more powerful paradigm to customize the output sketches progres-
sively according to users’ guidance than only generating individual scenes with a single text
description in Sketchforme. Scones also improved upon Sketchforme’s technical architecture
and adapted Transformer models to achieve new state-of-the-art quantitative performance
in an established scene composition task with its first stage. The second stage of Scones now
additionally considers object masks that better describe the poses of the object sketches. In
our exploratory user study, users enjoyed interacting with Scones and were also generally
satisfied with the final sketches that they were instructed to co-create with it.

Beyond non-expert sketches, we developed Words2ui, which consists of a set of gener-
ative and retrieval models for low-fidelity UI prototypes based on high-level text
descriptions. This is a novel task for UI generation models, in which we adapted state-of-



CHAPTER 8. CONCLUSION 119

the-art Transformer architectures and developed novel metrics to fully establish the research
landscape in this area. We found that these adapted Transformer models were able to gen-
erate well-formed UIs of similar quality as those generated by unconditional models, and are
qualitatively relevant to the text descriptions that they are based on. The retrieval mod-
els also enable quantitative evaluation of the generative models, and by themselves support
the important application of exploring inspirational design examples in UI design processes.
Experts who reviewed the generated prototypes considered them to be potentially helpful in
their current design processes, and provided suggestions for further adoption of Words2ui.

With these three projects, we have demonstrated how DL models can help generate
sketches and prototypes (primarily using the Transformer architecture) that users might not
be proficient or familiar with, guided by natural language that users can more easily specify.
These systems operate at various abstraction levels, including high-level composition and
low-level sketching mechanics, to overcome data challenges and to enable practical interac-
tions such as object-level manipulation. The models introduced along with these systems
also establish new state-of-the-art performance in existing tasks and enable new affordances
and interactions that users enjoy and could benefit from in their creative processes.

We believe all of the proposed systems can encourage wider participation, enable greater
self-expression, and reduce required effort in creative activities. With the increasing avail-
ability of large-scale datasets and prevalence of more capable language and text-to-visual
generative models, we are optimistic about future datasets, models, and interactive appli-
cations that can be developed to further advance the state-of-the-art of creativity support
tools. We are excited about a future where desirable, realistic, and compelling artifacts can
be generated by machines in various creative activities for users of diverse backgrounds and
skill levels.
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